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1 Service Overview

Service Overview

1.1 Whats

ECS?

An Elastic Cloud Server (ECS) is a basic computing unit that consists of vCPUs,
memory, OS, and Elastic Volume Service (EVS) disks.

You can create an ECS by specifying its vCPUs, memory, OS, and login mode. After
creating an ECS, you can use it on the cloud like using your local PC or physical
server. You can also modify its specifications if necessary. ECS lets your
applications run in a reliable, secure, efficient computing environment.

For details about the operating systems supported by an ECS, see Image
Types.

For details about the login authentication modes, see "Logging In to an ECS"
in the Elastic Cloud Server User Guide.

System Architecture

ECS works with other products and services to provide computing, storage, and
network resources.

You can deploy ECSs across different availability zones (AZs) that are
connected over an intranet. If one AZ becomes unavailable, ECSs in other AZs
can continue to provide services.

Virtual Private Cloud (VPC) helps you build your own dedicated network on
the cloud. You can set subnets and security groups within your VPC for further
isolation. You can also bind an EIP to your ECSs for Internet access.

With the Image Management Service (IMS), you can use an image to create
ECSs. You can also use an existing ECS to create a private image and use the
private image to create the same ECSs for rapid service deployment.

Elastic Volume Service (EVS) provides storage space. Volume Backup Service
(VBS) provides data backup and restoration.

Cloud Eye lets you keep a close eye on the performance and resource
utilization of ECSs, ensuring ECS reliability and availability.

Cloud Backup and Recovery (CBR) allows you to create backups for EVS disks
and ECSs and use the backups to restore them.
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Figure 1-1 System architecture
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Access Methods

You can access ECS through the web-based management console or HTTPS-based

application programming interfaces (APIs).
e  Accessing ECSs through APIs

Use this method if you intend to integrate ECSs into a third-party system for
secondary development. For details, see Flastic Cloud Server AP/ Reference.

e  Accessing ECSs through the management console

Use this method if you are not required to integrate ECSs with a third-party

system.

1.2 ECS Advantages

ECS supports automated scaling of compute resources based on traffic changes
and predefined scaling policies. You can customize ECS specifications including
vCPUs, memory, and bandwidth to let your applications run in a flexible, efficient

environment.

Reliability
e A broad range of EVS disk types

EVS disk types are classified based on I/O performance. Select EVS disks based

on service requirements.
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Security

For more information about EVS disk specifications and performance, see
Elastic Volume Service User Guide.

Distributed architecture

ECS provides scalable, reliable, and high-throughput virtual block storage on a
distributed architecture. This ensures that data can be rapidly migrated and
restored if any data replica is unavailable, preventing data loss caused by a
single hardware fault.

Backup and restoration

You can set automatic backup policies to back up in-service ECSs and EVS
disks. You can also configure policies on the management console or use an
API to back up the data of ECSs and EVS disks at a specified time.

Multi-dimensional protection

A number of security services, such as Web Application Firewall (WAF) and
Vulnerability Scan Service (VSS) are available.

Security evaluation

Cloud security evaluation and security configuration check help you identify
security vulnerabilities and threats, reducing or eliminating your loss from
viruses or attacks.

Intelligent process management

You can customize an allowlist to automatically prohibit the execution of
unauthorized programs.

Vulnerability scan

Comprehensive scan services are available, including general web vulnerability
scan, third-party application vulnerability scan, port detection, and fingerprint
identification.

Hardware and Software

Scalability

Professional hardware devices

You can deploy ECSs on professional hardware devices that allow in-depth
virtualization optimization, delivering superior virtual server performance.

Virtual resources accessible anytime, anywhere

You can obtain scalable, dedicated resources from the virtual resource pool

anytime, anywhere, so your applications can run in reliable, secure, flexible,
and efficient environments. You can use your ECS like the way you are using
your local computer.

Automated scaling of computing resources

Dynamic scaling: AS automatically increases or decreases the number of ECSs
in an AS group based on monitored data.

Periodic/Scheduled scaling: AS increases or decreases the number of ECSs in
an AS group at a regular interval or a specified time based on the predicted
load or a pre-set plan.
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e Flexible adjustment of ECS specifications

ECS specifications and bandwidth can be flexibly adjusted based on service
requirements.

1.3 ECS Application Scenarios

Internet
e No special requirements on CPUs, memory, disk space, or bandwidth
e High security and reliability standards

e Deploying an application on one or only a few ECSs to minimize upfront
investment and maintenance costs, such as website development and testing,
and small databases

Use general computing ECSs, which provide a balance of computing, memory, and
network resources. This ECS type is appropriate for medium-load applications and
meets the cloud service needs of both enterprises and individuals.

E-Commerce
e Large amount of memory
e  Quick processing of large volumes of data
e lLarge incoming traffic
Use memory-optimized ECSs, which provide a large memory, ultra-high I/O EVS

disks, and the needed bandwidths. This ECS type is suitable for precision
marketing, E-Commerce, and mobile apps.

Graphics Rendering
e High-quality graphics and video
e Large amount of memory and rapid processing of large volumes of data
e  Fast network with high 1/O
e High GPU performance for graphics rendering and engineering drawing
Use GPU-accelerated ECSs, which adopt NVIDIA Tesla M60 hardware virtualization

and provide cost-effective graphics acceleration. These ECSs support DirectX and
OpenGL, and provide up to 1 GiB of GPU memory and 4096 x 2160 resolution.

Data Analytics
e Capable of processing large volumes of data

e High 1/O performance and rapid data switching and processing, such as
MapReduce and Hadoop

Use disk-intensive ECSs, which are designed for applications requiring sequential
read/write on ultra-large datasets in local storage (such as distributed Hadoop
computing) as well as large-scale parallel data processing and log processing.
Disk-intensive ECSs use hard disk drives (HDDs) and a default network bandwidth
of 10GE, providing high packets per second (PPS) and low network latency. Each
disk-intensive ECS supports up to 24 local disks, 48 vCPUs, and 384 GiB of
memory.
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High-Performance Computing

High computing performance and throughput, such as scientific computing,
genetic engineering, games and animation, biopharmaceuticals, and storage
systems

Use high-performance computing ECSs for tasks that require large amounts of
resources for parallel computing.

1.4 ECS Types and Specifications

1.4.1 ECS Overview

An ECS is a basic computing unit that consists of vCPUs, memory, OS, and EVS
disks.

After creating an ECS, you can use it like using your local computer or physical
server, ensuring secure, reliable, and efficient computing. ECSs support self-service
creation, modification, and operation. You can create an ECS by specifying its
vCPUs, memory, OS, and login authentication. After the ECS is created, you can
modify its specifications as required. This ensures a reliable, secure, efficient
computing environment.

The cloud platform provides multiple ECS types for different computing and
storage capabilities. One ECS type provides various flavors with different vCPU and
memory configurations for you to select.

e  For details about ECS types, see ECS Types.
e  For details about all ECS statuses in a lifecycle, see ECS Lifecycle.

1.4.2 ECS Lifecycle

The ECS lifecycle refers to the entire journey an ECS goes through, from creation
to deletion (or release).

Table 1-1 ECS statuses

Status Status Description
Attribute
Creating Intermediate The ECS is being created.
Starting Intermediate The ECS is being started.
Running Stable The ECS is running properly.
Stopping Intermediate The ECS is being stopped.
Stopped Stable The ECS has been stopped.
Restarting Intermediate The ECS is being restarted.
Resizing Intermediate The ECS has received a resizing request and
has started to resize.
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Status

Status
Attribute

Description

Verifying
resizing

Intermediate

The ECS is verifying the new size.

Deleting

Intermediate

The ECS is being deleted.

If the ECS remains in this state for a long
time, exceptions may have occurred. In such
a case, contact technical support.

Deleted

Intermediate

The ECS has been deleted. An ECS in this
state cannot provide services and will be
promptly cleared from the system.

Faulty

Stable

An exception has occurred on the ECS.
Contact technical support for assistance.

Reinstalling

Intermediate

The ECS has received a request to reinstall
the OS and has begun the reinstallation.

Reinstalling
failed

Stable

The ECS received a request to reinstall the
OS, but the reinstallation failed. Contact
technical support for assistance.

Changing OS

Intermediate

The ECS received a request to change the OS
and has begun implementing the changes.

Failed to
change the OS

Stable

The ECS has received a request to change
the OS, but due to exceptions, the change
attempt failed. Contact technical support for
assistance.

Forcibly
restarting

Intermediate

The ECS is being forcibly restarted.

Reverting
resizing

Intermediate

The ECS is rolling back a resizing operation.

1.4.3 ECS Types

The cloud platform provides the following ECS types for different application

scenarios:

e  Kunpeng architecture

- Kunpeng general computing

- Kunpeng general computing-plus

- Kunpeng memory-optimized

e x86 architecture

- General-purpose

- General computing-plus
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- Memory-optimized

- Disk-intensive

- Ultra-high I/O

- High-performance computing
-  GPU-accelerated

- Al-accelerated

ECS Flavor Naming Rules

ECS flavors are named in the "AB.C" format.

Example: s2.medium

The format is defined as follows:

vCPU

A specifies the ECS type. For example, s indicates a general-purpose ECS, c a
general computing-plus ECS, and m a memory-optimized ECS.

Kunpeng flavor names are started with letter k. For example, kc indicates
Kunpeng general computing-plus.

B specifies the type ID. For example, 2 in s2 indicates a computing Il ECS.

C specifies the flavor size, such as medium, large, or xlarge.

ECS supports hyper-threading, which enables two threads to run concurrently on a
single CPU core. Each thread is represented as a virtual CPU (vCPU) and a CPU
core contains two vCPUs (logical cores).

Hyper-threading is enabled for most ECS flavors by default. If hyper-threading is
disabled during the ECS creation or flavor change, the number of vCPUs queried
from the ECS is half of the number of vCPUs defined by the ECS flavor.

For example, a 2-core physical CPU contains 4 vCPUs (threads).

Network Bandwidth

The intranet bandwidth and packets per second (PPS) of an ECS are determined
by the ECS flavor.

Assured intranet bandwidth: indicates the guaranteed bandwidth allocated to
an ECS when there is a network bandwidth contention in the entire network.

Maximum intranet bandwidth: indicates the maximum bandwidth that can be
allocated to an ECS when the ECS does not compete for network bandwidth
(other ECSs on the host do not have high requirements on network
bandwidth).

Maximum intranet PPS: indicates the maximum ECS capability in sending and
receiving packets.
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(11 NOTE

e For details about how to test packets per second (PPS), see "How Can | Test Network
Performance?" in Elastic Cloud Server User Guide.

e For how to enable NIC multi-queue, see "Enabling NIC Multi-Queue" in Elastic Cloud
Server User Guide.

e If the cluster uses 10GE networking, the ECS performance cannot be ensured in extreme
scenarios.

e The maximum bandwidth is the total bandwidth allocated to an ECS. If an ECS has
multiple NICs, the sum of the maximum bandwidths allocated to all NICs cannot exceed
the maximum bandwidth allocated to the ECS.

1.4.4 x86 ECS Specifications

1.4.4.1 General-Purpose ECSs

Overview

Scenarios

General-purpose ECSs provide a balance of compute, memory, and networking
resources and a baseline level of vCPU performance with the ability to burst above
the baseline. These ECSs are suitable for applications with general workloads, such
as web servers, enterprise R&D, and small-scale databases.

S7n ECSs use the 3rd generation Intel® Xeon® Scalable processors and 25GE high-
speed intelligent NICs to provide high network bandwidth and PPS.

S6 and S6nl ECSs are suitable for applications that require moderate performance
generally but burstable high performance occasionally, such as light-workload web
servers, development and testing environments, and low- and medium-
performance databases.

GS7 ECSs are deployed on a new virtualization platform and have multiple
technologies optimized. They use Chinese-developed HYGON C86 7380 CPUs and
25GE high-speed intelligent NICs to provide high network bandwidth, high PPS,
and high cost-effectiveness.

GS6 ECSs are deployed on a new virtualization platform and have multiple
technologies optimized. They use Chinese-developed HYGON C86 7285 CPUs and
25GE high-speed intelligent NICs to provide high network bandwidth, high PPS,
and high cost-effectiveness.

e Applications

General-purpose ECSs are suitable for applications that have no special
requirements on CPU performance, memory, disk capacity, or bandwidth, but
have high requirements on security and reliability. Example applications
include web servers, R&D and testing environments, and small-scale
databases. They feature low initial investment and maintenance costs.

GS7 and GS6 ECSs are suitable for lightweight databases, cache servers, and
medium- and light-load enterprise applications.

e Application scenarios
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Enterprise website deployment, enterprise office environment setup, and
enterprise R&D and testing activities

GS7 and GS6 ECSs are suitable for government, enterprise, and finance
scenarios.

Specifications

Table 1-2 S7n ECS specifications

Flavor vCP Memor | Max./ Max. PPS | Max. | Max. | Ma | Virtu
Us y Assured (10,000) NIC | NICs | x. aliza
(GiB) Bandwid ! Que Sup | tion
th ues ple
(Gbit/s) s
nta
ry
NIC
s
s7/n.sma | 1 1 0.8/0.1 10 1 2 4 KVM
(.1
s7n.med | 1 2 0.8/0.1 10 1 2 4 KVM
ium.2
s7nlarg |2 4 1.5/0.2 15 1 2 8 KVM
e.2
s7/nxlar |4 8 2/0.35 25 1 2 16 | KVM
ge.2
s7/n.2xla | 8 16 3/0.75 50 2 2 32 | KVM
rge.2
s7n.med | 1 4 0.8/0.1 10 1 2 4 KVM
ium.4
s7n.larg | 2 8 1.5/0.2 15 1 2 8 KVM
ed
s7/nxlar |4 16 2/0.35 25 1 2 16 | KVM
ge4
s7/n.2xla | 8 32 3/0.75 50 2 2 32 | KVM
rge.4
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Table 1-3 S6 ECS specifications

Flavor | vCPUs | Memory | Max./ Max. PPS | Max. | Max. | Virtu
(GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ' Queu ion
h es
(Gbit/s)
s6.small |1 1 0.8/0.1 10 1 2 KVM
A
sé.xlarg |4 4 2/0.35 25 1 2 KVM
e.l
s6.2xlar | 8 8 3/0.75 50 2 2 KVM
ge.1
s6.medi |1 2 0.8/0.1 10 1 2 KVM
um.2
sb.large. | 2 4 1.5/0.2 15 1 2 KVM
2
séxlarg |4 8 2/0.35 25 1 2 KVM
e2
s6.2xlar | 8 16 3/0.75 50 2 2 KVM
ge.2
s6.4xlar | 16 32 6/1.5 100 4 2 KVM
ge.2
s6.medi |1 4 0.8/0.1 10 1 2 KVM
um.4
s6.large. | 2 8 1.5/0.2 15 1 2 KVM
4
séxlarg |4 16 2/0.35 25 1 2 KVM
ed
s6.2xlar | 8 32 3/0.75 50 2 2 KVM
ged
s6.4xlar | 16 64 6/1.5 100 4 2 KVM
ge4
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Table 1-4 S6nl ECS specifications

Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs alizat
Bandwidt ' Queu ion
h es
(Gbit/s)
sénl.smal | 1 1 0.8/0.15 10 1 2 KVM
L1
sénl.med | 1 2 0.8/0.15 10 1 2 KVM
ium.2
sénllarg | 2 4 1.5/0.3 15 1 2 KVM
e.2
sénl.xlar | 4 8 2/0.5 25 1 2 KVM
ge.2
sbnl.2xla | 8 16 3/1 50 2 2 KVM
rge.2
sbnl.4xla | 16 32 6/1.5 100 4 2 KVM
rge.2
sénl.med | 1 4 0.8/0.15 10 1 2 KVM
ium.4
sénllarg |2 8 1.5/0.3 15 1 2 KVM
ed
sénlxlar | 4 16 2/0.5 25 1 2 KVM
ge4
sbnl.2xla | 8 32 3/1 50 2 2 KVM
rge.4
sbnl.4xla | 16 64 6/1.5 100 4 2 KVM
rge.4
Table 1-5 GS7 ECS specifications
Flavor | vCPUs | Memory | Max./ Max. PPS | Max. | Max. | Virtu
(GIB) ASSLII’e(El (10'000) NIC NICs f':\llzat
Bandwidt Queu ion
h es
(Gbit/s)
gs7sm |1 1 0.8/0.1 10 1 2 KVM
all.1
gs/.me |1 2 0.8/0.1 10 1 2 KVM
dium.2
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Flavor | vCPUs | Memory | Max./ Max. PPS | Max. | Max. | Virtu
(GiB) Assurec} (10,000) NIC NICs :'—.\llzat
Bandwidt Queu ion
h es
(Gbit/s)
gs7.larg | 2 4 1/0.2 15 1 2 KVM
e.2
gs7/xlar | 4 8 1.5/0.3 20 1 2 KVM
ge.2
gs7.2xl | 8 16 2/0.5 35 2 2 KVM
arge.2
gs7.me |1 4 0.8/0.1 10 1 2 KVM
dium.4
gs7.larg | 2 8 1/0.2 15 1 2 KVM
ed
gs7.xlar | 4 16 1.5/0.3 20 1 2 KVM
ged
gs7.2xl | 8 32 2/0.5 35 2 2 KVM
arge4
Table 1-6 GS6 ECS specifications
Flavor | vCPUs | Memory | Max./ Max. PPS | Max. | Max. | Virtu
(GIB) ASSLII’e(El (1 0'000) NIC NICs f':\llzat
Bandwidt Queu ion
h es
(Gbit/s)
gsé.sm |1 1 0.8/0.1 10 1 2 KVM
all.1
gs6.me |1 2 0.8/0.1 10 1 2 KVM
dium.2
gsé.larg | 2 4 1/0.2 15 1 2 KVM
e2
gsé.xlar | 4 8 1.5/0.3 20 1 2 KVM
ge.2
gs6.2xl | 8 16 2/0.5 35 2 2 KVM
arge.2
gs6.me |1 4 0.8/0.1 10 1 2 KVM
dium.4
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Flavor | vCPUs | Memory | Max./ Max. PPS | Max. | Max. | Virtu
(GiB) Assureq (10,000) NIC NICs :':\llzat
Bandwidt Queu ion
h es
(Gbit/s)
gsé.larg | 2 8 1/0.2 15 1 2 KVM
ed
gsé.xlar | 4 16 1.5/0.3 20 1 2 KVM
ge4
gse.2xl | 8 32 2/0.5 35 2 2 KVM
arge4

1.4.4.2 General Computing-plus ECSs

Overview

General computing-plus ECSs use dedicated vCPUs to deliver powerful
performance. In addition, the ECSs use the latest-generation network acceleration
engines and DPDK to provide high network performance.

C7n ECSs use the third-generation Intel Xeon scalable processors to provide
enhanced computing, security, and stability. Each C7n ECS can have a
maximum number of 96 vCPUs and a memory speed of 3,200 MHz, and
provide a secure, trusted cloud environment.

C6s ECSs use the second-generation Intel® Xeon® Scalable processors that
feature high performance, stability, low latency, and cost-effectiveness. They
are suitable for Internet, gaming, and rendering scenarios, especially those
that require high computing and network stability.

C6 and Cénl ECSs use the second-generation Intel® Xeon® Scalable processors
to provide powerful and stable computing performance. By using 25GE high-
speed intelligent NICs, C6 and C6nl ECSs offer ultra-high network bandwidth
and PPS.

GC7 ECSs are deployed on a new virtualization platform and have multiple
technologies optimized. They use Chinese-developed HYGON C86 7380 CPUs
to provide stable, robust computing performance and use 25GE high-speed
intelligent NICs to provide high network bandwidth and high packets per
second (PPS).

GC6 ECSs are deployed on a new virtualization platform and have multiple
technologies optimized. They use Chinese-developed HYGON C86 7285 CPUs
to provide stable, robust computing performance and use 25GE high-speed
intelligent NICs to provide high network bandwidth and high PPS.
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Specifications

Table 1-7 C7n ECS specifications

Flavor | vCP | Memor | Max./ Max. Max | Max | Ma | EVS | Virt
Us y Assured | PPS . . X. Bas | uali
dth ! Que ppl | Ba |on
(Gbit/S) ues em nc.l
ent | wid
ary | th/
NI | Bur
Cs |st
Ba
nd
wid
th
(Gb
it/s
)
c7/nlar |2 4 4/0.8 40 2 2 16 | 1.5/ | KVM
ge.2 6
c/nxla |4 8 8/1.6 80 2 3 32 |2/6 | KVM
rge.2
c/n2xl | 8 16 15/3 150 4 4 64 |3/6 | KVM
arge.2
c/n3xl | 12 24 17/5 200 4 6 96 |4/6 | KVM
arge.2
c/n4xl | 16 32 20/6 280 8 8 12 | 5/6 | KVM
arge.2 8
c7/n6xl | 24 48 25/9 400 8 8 19 |6/ KVM
arge.2 2 No
ne
c/n.8xl | 32 64 30/12 550 16 8 25 |8/ KVM
arge.2 6 No
ne
c7n.12x | 48 96 35/18 750 16 8 25 |12/ | KVM
large.2 6 No
ne
c7/n.16x | 64 128 36/24 800 28 8 25 |16/ | KVM
large.2 6 No
ne
€7n.24x | 96 192 40/36 850 32 8 25 |24/ | KVM
large.2 6 No
ne
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Flavor | vCP | Memor | Max./ Max. Max | Max | Ma | EVS | Virt
Us y Assured | PPS . . X. | Bas | uali
dth ! Que ppl | Ba |on
(Gbit/s) ues em nq
ent | wid
ary | th/
NI | Bur
Cs |st
Ba
nd
wid
th
(Gb
it/s
)
c/nlar |2 8 4/0.8 40 2 2 16 | 1.5/ | KVM
ge4 6
c7/nxla |4 16 8/1.6 80 2 3 32 | 2/6 | KVM
rge.4
c/n2xl | 8 32 15/3 150 4 4 64 |3/6 | KVM
arge4
c7/n3xl | 12 48 17/5 200 4 6 96 |[4/6 | KVM
arge.4
c/n4xl | 16 64 20/6 280 8 8 12 | 5/6 | KVM
arge.4 8
c7/n6xl | 24 96 25/9 400 8 8 19 |6/ KVM
arge4 2 No
ne
c7/n.8xl | 32 128 30/12 550 16 8 25 |8/ KVM
arge4 6 No
ne
c7n.12x | 48 192 35/18 750 16 8 25 12/ | KVM
large.4 6 No
ne
c7/n.16x | 64 256 36/24 800 28 8 25 |16/ | KVM
large.4 6 No
ne
c7n.24x | 96 384 40/36 850 32 8 25 |24/ | KVM
large.4 6 No
ne
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Table 1-8 C6s ECS specifications

Flavor | vCPU | Memory | Max./ Max. Max. Max. | Virtua
s (GiB) Assured PPS NIC NICs | lizatio
Bandwidt (10,000) Queues n
h 1
(Gbit/s)
c6s.larg | 2 4 11 30 2 2 KVM
e.2
cosxlar | 4 8 2/2 60 2 3 KVM
ge.2
c6s.2xla | 8 16 4/4 120 4 4 KVM
rge.2
c6s.3xla | 12 24 55/5.5 180 4 6 KVM
rge.2
c6s.4dxla | 16 32 7.5/7.5 240 8 8 KVM
rge.2
c6s.6xla | 24 48 11/11 350 8 8 KVM
rge.2
c6s.8xla | 32 64 15/15 450 16 8 KVM
rge.2
€6s.12xl | 48 96 22/22 650 16 8 KVM
arge.2
c6s.16xl | 64 128 30/30 850 32 8 KVM
arge.2
c6bs.larg | 2 8 /1 30 2 2 KVM
ed
cosxlar | 4 16 2/2 60 2 3 KVM
ge4
c6s.2xla | 8 32 4/4 120 4 4 KVM
rge.4
c6s.3xla | 12 48 5.5/5.5 180 4 6 KVM
rge.4
c6s.4xla | 16 64 7.5/75 240 8 8 KVM
rge.4
c6s.6xla | 24 96 11/11 350 8 8 KVM
rge.4
c6s.8xla | 32 128 15/15 450 16 8 KVM
rge.4
€6s.12xl | 48 192 22/22 650 16 8 KVM
arge4
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Flavor | vCPU | Memory | Max./ Max. Max. Max. | Virtua
s (GiB) Assured PPS NIC NICs | lizatio
Bandwidt (10,000) Queues n
h 1)
(Gbit/s)
c6s.16xl | 64 256 30/30 850 32 8 KVM
arge4
Table 1-9 C6 ECS specifications
Flavor | vCP | Memory | Max./ Max. Max. | Ma | EVS | Virtual
Us (GiB) Assured | PPS NIC X. Basi | ization
Bandwi (10,000) Queu | NIC | c
dth ' es s Ban
Gbit/s i
(Gbit/s) dth
/
Bur
st
Ban
dwi
dth
(Gb
it/s
)
cb.larg |2 4 4/1.2 40 2 2 1/5 | KVM
e.2
cébxlar | 4 8 8/2.4 80 2 3 1.5/ | KVM
ge.2 5
c6.2xla | 8 16 15/4.5 150 4 4 2/5 | KVM
rge.2
c6.3xla | 12 24 1777 200 4 6 25/ | KVM
rge.2 5
c6.4xla | 16 32 20/9 280 8 8 3.5/ | KVM
rge.2 5
c6.6xla | 24 48 25/14 400 8 8 4/5 | KVM
rge.2
c6.8xla | 32 64 30/18 550 16 8 7/1 | KVM
rge.2 0
c6.12xl | 48 96 35/27 750 16 8 10/ | KVM
arge.2 15
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Flavor | vCP | Memory | Max./ Max. Max. Ma | EVS | Virtual
Us (GiB) Assured | PPS NIC X. Basi | ization
Bandwi (1 0 000) Queu NIC | c
dth ' es s Ban
Gbit/s dwi
(Gbit/s) dth
/
Bur
st
Ban
dwi
dth
(Gb
it/s
)
c6.16xl | 64 128 40/36 1,000 32 8 20/ | KVM
arge.2 Non
e
c6.larg |2 8 4/1.2 40 2 2 1/5 | KVM
ed
c6xlar | 4 16 8/2.4 80 2 3 1.5/ | KVM
ge4 5
c6.2xla | 8 32 15/4.5 150 4 4 2/5 | KVM
rge4
c6.3xla | 12 48 17/7 200 4 6 25/ | KVM
rge.4 5
c6.4xla | 16 64 20/9 280 8 8 3.5/ | KVM
rge.4 5
c6.6xla | 24 96 25/14 400 8 8 4/5 | KVM
rge.4
c6.8xla | 32 128 30/18 550 16 8 7/1 | KVM
rge.4 0
c6.12xl | 48 192 35/27 750 16 8 10/ | KVM
arge.4 15
c6.16xl | 64 256 40/36 1,000 32 8 20/ | KVM
arge4 Non
e
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Table 1-10 C6nl ECS specifications

Flavor | vCPU | Memory | Max./ Max. PPS | Max. Ma | Virtual
s (GiB) Assured (10,000) NIC X. ization
Bandwidth ! Queue | NIC
(Gbit/s) 2 )
cénllar |2 4 4/1 32 2 2 KVM
ge.2
cénlxlar | 4 8 8/2 64 2 3 KVM
ge.2
c6nl.2xl | 8 16 15/4 120 4 4 KVM
arge.2
conl.3xl | 12 24 17/6 160 4 6 KVM
arge.2
c6nlaxl | 16 32 20/8 224 8 8 KVM
arge.2
conl.bxl |24 48 25/12 320 8 8 KVM
arge.2
c6nl.8xl | 32 64 30/16 440 16 8 KVM
arge.2
c6nl.16x | 64 128 40/32 800 32 8 KVM
large.2
conllar |2 2 4/1 32 2 2 KVM
ge.l
cénlxlar | 4 4 8/2 64 2 3 KVM
ge.l
c6nl.2xl | 8 8 15/4 120 4 4 KVM
arge.1
c6nl.3xl | 12 12 17/6 160 4 6 KVM
arge.1
conlaxl | 16 16 20/8 224 8 8 KVM
arge.1
cébnllar |2 8 4/1 32 2 2 KVM
ge4
cénlxlar | 4 16 8/2 64 2 3 KVM
ge4
c6nl.2xl | 8 32 15/4 120 4 4 KVM
arge4
conl.3xl | 12 48 17/6 160 4 6 KVM
arge4
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Flavor | vCPU | Memory | Max./ Max. PPS | Max. Ma | Virtual
S (GIB) Assured (1 0 000) NIC X. ization
Bandwidth ! Queue | NIC
(Gbit/s) S e
c6nlaxl | 16 64 20/8 224 8 8 KVM
arge4
conl.bxl | 24 96 25/12 320 8 8 KVM
arge4
c6nl.8xl | 32 128 30/16 440 16 8 KVM
arge4
c6nl.16x | 64 256 40/32 800 32 8 KVM
large.4
Table 1-11 GC7 ECS specifications
Flavor | vCPU | Memory | Max./ Max. PPS | Max. Ma | Virtuali
s (GiB) Assureq (10,000) NIC X. zation
Bandwidth Queue | NIC
(Gbit/s) = g
gc/larg | 2 4 2/0.4 30 2 2 KVM
e.2
gc/xlar | 4 8 3/0.8 50 2 3 KVM
ge.2
gc7.2xl | 8 16 4/1.5 80 4 4 KVM
arge.2
gc7.3xL | 12 24 5/2 110 4 6 KVM
arge.2
gc7.4xl | 16 32 7/3 140 8 8 KVM
arge.2
gc7.6xl |24 48 8/4 200 8 8 KVM
arge.2
gc7.8xl | 32 64 10/5 260 16 8 KVM
arge.2
gc7.12x | 48 96 15/8 350 16 8 KVM
large.2
gc7.16x | 64 128 18/10 400 32 8 KVM
large.2
gc/.larg | 2 2 2/0.4 30 2 2 KVM
e.l
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Flavor | vCPU | Memory | Max./ Max. PPS | Max. Ma | Virtuali
S (GIB) Assured (1 0 000) NIC X. zation
Bandwidth ! Queue | NIC
(Gbit/s) e S

gc/xlar | 4 4 3/0.8 50 2 3 KVM
ge.l
gc7.2xl | 8 8 4/1.5 80 4 4 KVM
arge.1
gc7.3xL | 12 12 5/2 110 4 6 KVM
arge.1
gc7.4xl | 16 16 7/3 140 8 8 KVM
arge.1
gc/.larg | 2 8 2/0.4 30 2 2 KVM
ed
gc/.xlar | 4 16 3/0.8 50 2 3 KVM
ge4
gc7.2xl | 8 32 4/1.5 80 4 4 KVM
arge.4
gc7.3xl | 12 48 5/2 110 4 6 KVM
arge4
gc7.4xl | 16 64 7/3 140 8 8 KVM
arge.4
gc7.6xl |24 96 8/4 200 8 8 KVM
arge4
gc7.8xl | 32 128 10/5 260 16 8 KVM
arge4
gc7.12x | 48 192 15/8 350 16 8 KVM
large.4
gc7.16x | 64 256 18/10 400 32 8 KVM
large.4

Table 1-12 GC6 ECS specifications

Flavor | vCPU | Memory | Max./ Max. PPS | Max. Ma | Virtuali
S (GiB) Assured (10,000) NIC X. zation
Bandwidth ! Queue | NIC
(Gbit/s) = g
gcb.larg | 2 4 2/0.4 30 2 2 KVM
e.2
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Flavor | vCPU | Memory | Max./ Max. PPS | Max. Ma | Virtuali
S (GIB) Assure(.:l (1 0'000) NIC X. zation
Bandwidth Queue | NIC
(Gbit/s) e S

gcb.xlar | 4 8 3/0.8 50 2 3 KVM
ge.2
gc6.2xl | 8 16 4/1.5 80 4 4 KVM
arge.2
gc6.3xl | 12 24 5/2 110 4 6 KVM
arge.2
gc6.4xl | 16 32 7/3 140 8 8 KVM
arge.2
gc6.6xl | 24 48 8/4 200 8 8 KVM
arge.2
gc6.8xl | 32 64 10/5 260 16 8 KVM
arge.2
gc6.12x | 48 96 15/8 350 16 8 KVM
large.2
gc6.16x | 64 128 18/10 400 32 8 KVM
large.2
gcb.larg | 2 2 2/0.4 30 2 2 KVM
e.l
gcb.xlar | 4 4 3/0.8 50 2 3 KVM
ge.l
gc6.2xl | 8 8 4/1.5 80 4 4 KVM
arge.1
gc6.3xl | 12 12 5/2 110 4 6 KVM
arge.1
gc6.4xl | 16 16 7/3 140 8 8 KVM
arge.1
gcb.larg | 2 8 2/0.4 30 2 2 KVM
ed
gcb.xlar | 4 16 3/0.8 50 2 3 KVM
ge4
gc6.2xl | 8 32 4/1.5 80 4 4 KVM
arge4
gc6.3xl | 12 48 5/2 110 4 6 KVM
arge4
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Flavor | vCPU | Memory | Max./ Max. PPS | Max. Ma | Virtuali
S (GIB) Assured (1 0 000) NIC X. zation
Bandwidth ! Queue | NIC
(Gbit/s) e S
gc6.4xl | 16 64 7/3 140 8 8 KVM
arge4
gc6.6xl | 24 96 8/4 200 8 8 KVM
arge4
gc6.8xl | 32 128 10/5 260 16 8 KVM
arge4
gc6.12x | 48 192 15/8 350 16 8 KVM
large.4
gc6.16x | 64 256 18/10 400 32 8 KVM
large.4
Scenarios
e (C7n

Medium- and heavy-load enterprise applications with strict requirements on
computing and network performance, such as web applications, e-commerce
platforms, short video platforms, online games, and insurance and finance.

e C(Cb6s

Internet, gaming, and rendering scenarios, especially those with strict
requirements on computing and network stability

- Gaming: C6s ECSs meet requirements of high performance and stability.

- Rendering: C6s ECSs provide high-quality rendering at the most optimal
cost.

- Other scenarios: C6s ECSs can be used in gaming acceleration, video
bullet screen, website building, and app development.

e (6 and Cénl

Websites and web applications, generalized databases and cache servers, and
medium- and heavy-load enterprise applications with strict requirements on
computing and network performance

e GC7 and GC6
Government, enterprise, and finance scenarios

Websites and web applications, generalized databases and cache servers,
medium- and heavy-load enterprise applications, gaming, and rendering with
strict requirements on computing and network performance

1.4.4.3 Memory-optimized ECSs

Overview

Memory-optimized ECSs have a large memory size and provide high memory
performance. They are designed for memory-intensive applications that process
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large volumes of data, such as precision marketing, e-commerce, and loV big data
analysis.

Scenarios

M7n ECSs use the third-generation Intel® Xeon® Scalable processors to
provide enhanced computing, security, and stability. Each M7n ECS can have a
maximum number of 96 vCPUs and a memory speed of 3,200 MHz, and
provide a secure and trusted cloud environment for memory-intensive
computing applications.

M®6s ECSs use the second-generation Intel® Xeon® Scalable processors with
technologies optimized to offer powerful and stable computing performance.
Using 25GE high-speed intelligent NICs, M6s ECSs provide a maximum
memory size of 512 GiB based on DDR4 for memory-intensive applications
with high requirements on network bandwidth and Packets Per Second (PPS).

M6 and M6nl ECSs use the second-generation Intel® Xeon® Scalable
processors with technologies optimized to offer powerful and stable
computing performance. Using 25GE high-speed intelligent NICs, M6 and
nM6 ECSs provide a maximum memory size of 512 GiB based on DDR4 for
memory-intensive applications with high requirements on network bandwidth
and Packets Per Second (PPS).

GM7 ECSs are deployed on a new virtualization platform, use Chinese-
developed HYGON (€86 7380 CPUs, and have multiple technologies optimized.
They use 25GE high-speed intelligent NICs to provide high network
bandwidth and high PPS, and provide up to 512 GiB of DDR4 memory for
memory-intensive applications.

GM®6 ECSs are deployed on a new virtualization platform, use Chinese-
developed HYGON (€86 7285 CPUs, and have multiple technologies optimized.
They use 25GE high-speed intelligent NICs to provide high network
bandwidth and high PPS, and provide up to 512 GiB of DDR4 memory for
memory-intensive applications.

Applications

Memory-optimized ECSs are suitable for applications that require a large
amount of memory such as relational databases, NoSQL databases, and
memory data analysis

GM7 and GM6 ECSs are suitable for massively parallel processing (MPP) data
warehouse, MapReduce and Hadoop distributed computing, distributed file
systems, network file systems, and log or data processing applications.

Application scenarios

Big data analysis for precision marketing, e-commerce, and loV, relational
databases, NoSQL databases, and memory data analysis

GM7 and GM6 ECSs are suitable for government, enterprise, and finance
scenarios.
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Specifications

Table 1-13 M7n ECS specifications

Flavor | vCP | Memor | Max./ Max. Max | Max | Ma | EVS | Virt
Us y Assured | PPS . . X. Bas | uali
dth ! Que ppl | Ba |on
(Gbit/S) ues em nc.l
ent | wid
ary | th/
NI | Bur
Cs |st
Ba
nd
wid
th
(Gb
it/s
)
m7n.lar | 2 16 4/0.8 40 2 2 16 | 1.5/ | KVM
ge.8 6
m7nxl | 4 32 8/1.6 80 2 3 32 | 2/6 | KVM
arge.8
m7n.2x | 8 64 15/3 150 4 4 64 |3/6 | KVM
large.8
m7n.3x | 12 96 17/5 200 4 6 96 | 4/6 | KVM
large.8
m7n.4x | 16 128 20/6 280 8 8 12 | 5/6 | KVM
large.8 8
m7n.6x | 24 192 25/9 400 8 8 19 |6/ KVM
large.8 2 No
ne
m7n.8x | 32 256 30/12 550 16 8 25 |8/ KVM
large.8 6 No
ne
m7n.12 | 48 384 35/18 750 16 8 25 |12/ | KVM
xlarge. 6 No
8 ne
m7n.16 | 64 512 36/24 800 28 8 25 |16/ | KVM
xlarge. 6 No
8 ne
m7n.24 | 96 768 40/36 850 32 8 25 |24/ | KVM
xlarge. 6 No
8 ne
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Table 1-14 M6 ECS specifications

Flavor vCPUs [ Memo | Max./ | Max. PPS | Max. Ma | EVS | Virtual
ry Assur (10,000) NIC X. Basi | ization
: ed ' Queu | NIC | c
(GiB)
Band es s Ban
width dwi
(Gbit/ dth
s) /
Bur
st
Ban
dwi
dth
(Gb
it/s
)
mé.larg | 2 16 4/1.2 | 40 2 2 1/5 | KVM
e8
mé.xlar | 4 32 8/2.4 |80 2 3 1.5/ | KVM
ge.8 5
m6.2xla | 8 64 15/45 | 150 4 4 2/5 | KVM
rge.8
m6.3xla | 12 96 17/7 200 4 6 2.5/ | KVM
rge.8 5
mb6.4xla | 16 128 20/9 280 8 8 3.5/ | KVM
rge.8 5
m6.6xla | 24 192 25/14 | 400 8 8 4/5 | KVM
rge.8
m6.8xla | 32 256 30/18 | 550 16 8 7/1 | KVM
rge.8 0
m6.16xl | 64 512 40/36 | 1,000 32 8 20/ | KVM
arge.8 Non
e
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Table 1-15 M6s ECS specifications

Flavor vCPUs Memo | Max./ Max. PPS | Max. Max. | Virtu
ry Assured (10,000) NIC NICs | alizat
(Gip) | Bandwidt ! Queu ion
h es
(Gbit/s)
més.larg | 2 16 3/1 30 2 2 KVM
e8
més.xlar | 4 32 6/2 60 2 3 KVM
ge.8
més.2xla | 8 64 12/4 120 4 4 KVM
rge.8
mé6s.3xla | 12 96 14/5.5 160 4 6 KVM
rge.8
més.4xla | 16 128 16/7.5 220 8 8 KVM
rge.8
m6s.6xla | 24 192 20/11 320 8 8 KVM
rge.8
m6s.8xla | 32 256 25/15 450 16 8 KVM
rge.8
m6s.16xl | 64 512 34/30 850 32 8 KVM
arge.8
Table 1-16 M6nl ECS specifications
Flavor vCPUs | Memory | Max./ Max. PPS | Max. Ma | Virtual
(GiB) Assured (10 000) NIC X. ization
Bandwidt ! Queue | NIC
h s S
(Gbit/s)
ménl.lar | 2 16 4/1 32 2 2 KVM
ge.8
ménlxla | 4 32 8/2 64 2 3 KVM
rge.8
ménl.2xl | 8 64 15/4 120 4 4 KVM
arge.8
ménl.3xL | 12 96 17/6 160 4 6 KVM
arge.8
ménl4xl | 16 128 20/8 224 8 8 KVM
arge.8
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Flavor vCPUs | Memory | Max./ Max. PPS | Max. Ma | Virtual
(GiB) ASSUI’e(.] (10'000) NIC X. ization
Bandwidt Queue | NIC
h s S
(Gbit/s)
ménl.6xl | 24 192 25/12 320 8 8 KVM
arge.8
m6nL.8xl | 32 256 30/16 440 16 8 KVM
arge.8
mé6nl.16 | 64 512 40/32 800 32 8 KVM
xlarge.8
Table 1-17 GM7 ECS specifications
Flavor vCPUs | Memory | Max./ Max. PPS | Max. Ma | Virtua
(GiB) ASSUI‘E(E' (10'000) NIC X. lizatio
Bandwidt Queue [ NIC | n
h s s
(Gbit/s)
gm7.lar |2 16 2/0.4 30 2 2 KVM
ge.8
gm7.xlar | 4 32 3/0.8 50 2 3 KVM
ge.8
gm7.2xl | 8 64 4/1.5 80 4 4 KVM
arge.8
gm7.3xl |12 96 5/2 110 4 6 KVM
arge.8
gm7.4xl | 16 128 7/3 140 8 8 KVM
arge.8
gm7.6xl |24 192 8/4 200 8 8 KVM
arge.8
gm7.8xl | 32 256 10/5 260 16 8 KVM
arge.8
gm7.16x | 64 512 18/10 400 32 8 KVM
large.8
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Table 1-18 GM6 ECS specifications

Flavor vCPUs | Memory | Max./ Max. PPS | Max. Ma | Virtua
(GiB) Assureq (10,000) NIC X. lizatio

Bandwidt Queue [ NIC | n
h s S
(Gbit/s)

gmeé.lar |2 16 2/0.4 30 2 2 KVM

ge.8

gmé.xlar | 4 32 3/0.8 50 2 3 KVM

ge.8

gmé6.2xl | 8 64 4/1.5 80 4 4 KVM

arge.8

gm6.3xl | 12 96 5/2 110 4 6 KVM

arge.8

gmé.4xl | 16 128 7/3 140 8 8 KVM

arge.8

gm6.6xl | 24 192 8/4 200 8 8 KVM

arge.8

gmé6.8xl | 32 256 10/5 260 16 8 KVM

arge.8

gm6.16x | 64 512 18/10 400 32 8 KVM

large.8

1.4.4.4 Disk-intensive ECSs

Overview

Disk-intensive ECSs are delivered with local disks for high storage bandwidth and
IOPS. In addition, local disks are more cost-effective in massive data storage
scenarios. Disk-intensive ECSs have the following features:

e They use local disks to provide high sequential read/write performance and
low latency, improving file read/write performance.

e They provide powerful and stable computing capabilities, ensuring efficient
data processing.

e They provide high intranet performance, including high intranet bandwidth
and packets per second (PPS), meeting requirements for data exchange
between ECSs during peak hours.

D7 ECSs use third-generation Intel® Xeon® Scalable processors to provide
enhanced computing, security, and stability. The RAM frequency is up to 3,200
MHz. Equipped with 25GE high-speed intelligent NICs and local SATA disks, D7
ECSs offer ultra-high network bandwidth, PPS, and local storage. The capacity of a
single SATA disk is up to 3,600 GiB, and an ECS can be attached with up to 32
such disks.
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D6 ECSs, with a vCPU/memory ratio of 1:4, use 2nd Generation Intel® Xeon®
Scalable processors to offer powerful and stable computing performance.
Equipped with 25GE high-speed intelligent NICs and local SATA disks, D6 ECSs
offer ultra-high network bandwidth, PPS, and local storage. The capacity of a
single SATA disk is up to 3,600 GiB, and an ECS can be attached with up to 36
such disks.

D3 ECSs use Intel® Xeon® Scalable processors to offer powerful and stable
computing performance. Equipped with proprietary 25GE high-speed intelligent
NICs and local SAS disks, D3 ECSs offer ultra-high network bandwidth, PPS, and
local storage.

Scenario
e Applications: Massively parallel processing (MPP) database, MapReduce and
Hadoop distributed computing, and big data computing
e Features: Suitable for applications that require large volumes of data to
process, high /O performance, and rapid data switching and processing.
e Application scenarios: Distributed file systems, network file systems, and logs
and data processing applications
Specifications

Table 1-19 D7 ECS specifications

Flav | vCPU | Memo | Max./ Max. Max | Max | Ma | Local | Virtu
or s ry Assure | PPS . . X. Disk alizat
(GiB) d (10’000 NIC NIC Sup (GiB) ion
Bandw ) Que |s ple
idth ues me
(Gbit/s nta
) ry
NIC
s
d7x | 4 16 5/1.7 60 2 3 32 | 2x KVM
larg 3,600
e4
d7.2 | 8 32 10/35 [ 120 4 4 64 |4 x KVM
xlar 3,600
ged
d7.4 | 16 64 20/6.7 | 240 4 6 96 | 8x KVM
xlar 3,600
ged
d7.6 | 24 96 25/10 350 8 8 128 | 12 x KVM
xlar 3,600
ged
d7.8 | 32 128 30/13.5 | 450 8 8 192 | 16 x KVM
xlar 3,600
ged
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Flav | vCPU | Memo | Max./ Max. Max | Max | Ma | Local | Virtu
or s ry Assure | PPS . . X. Disk alizat

Bandw ) Que |s ple
idth ues me
(Gbit/s nta
) ry
NIC
s
d7.1 | 48 192 40/20 650 16 8 256 | 24 x KVM
2xla 3,600
rge.
4
d7.1 | 64 256 42/27 850 16 8 256 | 32 x KVM
6xla 3,600
rge.
4

Table 1-20 D6 ECS specifications

Flav | vCPU | Memor | Max./ Max. Max. | Max | Local Virtua
or s y Assured | PPS NIC . Disks lizatio
(GiB) Bandwi (1 0,000 Queu NICs (GiB) n
dth ) es
(Gbit/s)
déxl | 4 16 5/2 60 2 3 2 % KVM
arge. 3,600
4
de.2 |8 32 10/4 120 4 4 4 x KVM
xlarg 3,600
e4
de4 |16 64 20/7.5 240 8 8 8 x KVM
xlarg 3,600
ed
de.6 |24 96 25/11 350 8 8 12 x KVM
xlarg 3,600
ed
de.8 |32 128 30/15 450 16 8 16 x KVM
xlarg 3,600
ed
de.1 |48 192 40/22 650 16 8 24 x KVM
2xlar 3,600
ge4
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Flav | vCPU | Memor | Max./ Max. Max. | Max | Local Virtua
or s y Assured | PPS NIC . Disks lizatio

(GiB) Bandwi (1 0,000 Queu NICs (GIB) n

dth ) es

(Gbit/s)
de.1 | 64 256 42/30 850 32 8 32 % KVM
exlar 3,600
ge4
de.1 |72 288 44/34 900 32 8 36 x KVM
8xlar 3,600
ge4

Table 1-21 D3 ECS specifications

Flav | vCPU | Memor | Max./ Max. Max. | Max. | Local Virtua
or s y Assured | PPS NIC NICs | Disks lizatio
(GiB) |Bandwi | (19,900 | Queu (GiB) | M
dth ) es
(Gbit/s)
d3xl | 4 32 2.5/2.5 50 2 3 2 % KVM
arge. 1,675
8
d3.2 |8 64 5/5 100 2 4 4 x KVM
xlarg 1,675
e.8
d34 |16 128 10/10 120 4 8 8 x KVM
xlarg 1,675
e.8
d3.6 |24 192 15/15 160 6 8 12 x KVM
xlarg 1,675
e.8
d3.8 |32 256 20/20 200 8 8 16 x KVM
xlarg 1,675
e.8
d3.1 |48 384 32/32 220 16 8 24 x KVM
2xlar 1675
ge.8
d3.1 | 56 560 40/40 500 16 8 28 x KVM
Axlar 1675
ge.l
0
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1.4.4.5 Ultra-high 1/O ECSs

Overview

Ultra-high 1/O ECSs use high-performance local NVMe SSDs to provide high

storage input/output operations per second (IOPS) and low read/write latency.
You can create such ECSs with high-performance local NVMe SSDs attached on
the management console.

Scenarios

e Ultra-high I/O ECSs are suitable for high-performance relational databases.
e Ultra-high 1/O ECSs are suitable for NoSQL databases (such as Cassandra and

MongoDB) and ElasticSearch.

Specifications

Table 1-22 Ir7 ECS specifications

Flav | vCPU | Memo | Max./ Max. Max | Ma | Ma | Local | Virtu
or s ry Assure | PPS . X. X. Disks | alizat
(GiB) d (10,000 NIC NIC Sup (GiB) ion

Bandw ) Que | s ple

idth ues me

(Gbit/s AL

) ry

NIC
s
ir7.l |2 8 3/0.8 40 2 3 32 | 2x50 | KVM
arge
A4
ir7x |4 16 6/1.5 80 2 3 32 | 2x KVM
larg 100
ed
ir7.2 | 8 32 15/3.1 150 4 4 64 |2x KVM
xlar 200
ged
ir74 |16 64 20/6.2 | 300 4 6 96 |2 x KVM
xlar 400
ged
ir7.8 | 32 128 30/12 400 8 8 192 | 2 x KVM
xlar 800
ged
ir7.1 | 64 256 40/25 600 16 8 256 | 2 x KVM
6xla 1,600
rge.
4
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Table 1-23 Ir7n ECS specifications

Flav | vCPU | Memo | Max./ Max. Max | Ma | Ma | Local | Virtu
or s ry Assure | PPS . X. X. Disks | alizat
(GIB) d (1 0'000 NIC NIC Sup (GIB) ion

Bandw ) Que | s ple

idth ues me

(Gbit/s ntar

) y

NIC
s
ir7n. | 2 8 3/0.9 40 2 3 32 2 x50 [ KVM
larg
ed
ir‘n. | 4 16 6/1.8 80 2 3 32 2 x KVM
xlar 100
ge4
ir/n. | 8 32 15/3.6 | 150 4 4 64 2 x KVM
2xla 200
rge.
4
ir/n. | 16 64 20/7.3 | 300 4 6 96 2 x KVM
4xla 400
rge.
4
ir/n. | 32 128 30/14.5 | 400 8 8 192 | 2 x KVM
8xla 800
rge.
4
ir7n. | 64 256 40/29 600 16 8 256 | 2 x KVM
16xl 1,600
arge
A4
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Table 1-24 |I7n ECS specifications

Flav | vCPU | Memo | Max./ Max. Max | Ma | Ma | Local | Virtu
or s ry Assure | PPS . X. X. Disks | alizat
(GIB) d (1 0'000 NIC NIC Sup (GIB) ion

Bandw ) Que |s ple

idth ues me

(Gbit/s e

) y

NIC
s
i7n. |8 32 10/34 | 120 4 4 64 1 x KVM
2xla 1,600
rge. GiB
4 NVMe
i7n. |16 64 15/6.7 | 200 4 6 96 2 x KVM
4xla 1,600
rge. GiB
4 NVMe
i7n. | 32 128 25/13.5 | 400 8 8 192 |4 x KVM
8xla 1,600
rge. GiB
4 NVMe
i7n. | 48 192 30/20 500 16 8 256 | 6 x KVM
12x1 1,600
arge GiB
4 NVMe
i7n. | 64 256 35/27 600 16 8 256 | 8 x KVM
16xl 1,600
arge GiB
4 NVMe
i7n. | 96 420 44/20 800 32 8 256 | 12 x KVM
24x1 1,600
arge GiB
A4 NVMe
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Table 1-25 I3 ECS specifications

Flavo | vCPU | Memor | Max./ Max. Max. | Max | Local Virtua
r s y Assured | PPS NIC . Disks lizatio
(GiB) Bandwi (10,000 Queu | NIC n
dth ) ! es s
(Gbit/s)

i3.2xl | 8 64 2.5/2.5 100 4 4 1 x KVM
arge.8 1,600

GiB

NVMe
i3.4xL | 16 128 5/5 150 4 8 2 % KVM
arge.8 1,600

GiB

NVMe
i3.8xl | 32 256 10/10 200 8 8 4 x KVM
arge.8 1,600

GiB

NVMe
i3.12x | 48 384 15/15 240 8 8 6 x KVM
large. 1,600
8 GiB

NVMe
i3.15x | 60 512 25/25 500 16 8 7 x KVM
large. 1,600
8 GiB

NVMe
i3.16x | 64 512 25/25 500 16 8 8 x KVM
large. 1,600
8 GiB

NVMe

Local Disk Performance

Table 1-26 lists the IOPS performance of local disks attached to an Ir7 ECS.

Table 1-26 IOPS performance of local disks used by Ir7 ECSs

Flavor Maximum IOPS for Random 4 KB
Read

ir7.large.4 28,125

ir7.xlarge.4 56,250

ir7.2xlarge.4 112,500
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Flavor Maximum IOPS for Random 4 KB
Read
ir7.4xlarge.4 225,000
ir7.8xlarge.4 450,000
ir7.16xlarge.4 900,000

Table 1-27 lists the IOPS performance of local disks attached to an Ir7n ECS.

Table 1-27 IOPS performance of local disks used by Ir7n ECSs

Flavor Maximum IOPS for Random 4 KB
Read

ir7n.large.4 28,125

ir7n.xlarge.4 56,250

ir7n.2xlarge.4 112,500

ir7n.4xlarge.4 225,000

ir7n.8xlarge.4 450,000

ir7n.16xlarge.4 900,000

Table 1-28 and Table 1-29 list the IOPS performance of local disks and
specifications of a single local disk attached to an I7n ECS.

Table 1-28 IOPS performance of local disks used by I7n ECSs

Flavor Maximum IOPS for Random 4 KB
Read

i7n.2xlarge.4 900,000

i7n.4xlarge.4 1,800,000

i7n.8xlarge.4 3,600,000

i7n.12xlarge.4 5,400,000

i7n.16xlarge.4 7,200,000

i7n.24xlarge.4 10,800,000
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Table 1-29 Specifications of a single local disk attached to an I7n ECS

Metric Performance

Disk capacity 1.6 TB

IOPS for random 4 KB read 900,000

IOPS for random 4 KB write 250,000

Read throughput 6.2 GiB/s

Write throughput 2.1 GiB/s

Access latency Within microseconds

Table 1-30 and Table 1-31 list the IOPS performance of local disks and
specifications of a single local disk attached to an I3 ECS.

Table 1-30 IOPS performance of local disks used by I3 ECSs

Flavor Maximum IOPS for Random 4 KB Read
i3.2xlarge.8 750,000

i3.4xlarge.8 1,500,000

i3.8xlarge.8 3,000,000

i3.12xlarge.8 4,500,000

i3.15xlarge.8 5,250,000

i3.16xlarge.8 6,000,000

Table 1-31 Specifications of a single I3 local disk

Metric Performance
Disk capacity 1.6 TB

IOPS for random 4 KB read 750,000

IOPS for random 4 KB write 200,000
Read throughput 2.9 GiB/s
Write throughput 1.9 GiB/s

Access latency

Within microseconds
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Notes

Ultra-high 1/O ECSs support the following OSs:
- EulerOS 2.2

- Cent0S 7.2

- Cent0OS73

- Ubuntu Server 16.04

- SUSE Linux Enterprise Server 12 SP2

- Fedora 25 64bit

- OpenSUSE 42.2 64bit

(10 NOTE

EulerOS 2.2 and Ubuntu Server 16.04 are recommended.

If the host where an ultra-high I/O ECS is deployed is faulty, the ECS cannot
be restored through live migration.

- If the host is faulty or subhealthy, you need to stop the ECS for hardware
repair.

- In case of system maintenance or hardware faults, the ECS will be
redeployed (to ensure HA) and cold migrated to another host. The local
disk data of the ECS will not be retained.

Ultra-high 1/O ECSs do not support specifications change.
Ultra-high 1/O ECSs do not support local disk snapshots or backups.

Ultra-high 1/O ECSs can use local disks, and can also have EVS disks attached
to provide a larger storage size. Note the following when using the two types
of storage media:

- Only an EVS disk, not a local disk, can be used as the system disk of an
ultra-high 1/O ECS.

- Both EVS disks and local disks can be used as data disks of an ultra-high
I/O ECS.

- An ultra-high I/O ECS can have a maximum of 60 attached disks
(including VBD, SCSI, and local disks).

Modify the fstab file to set automatic disk mounting at ECS start. For details,
see "Configuring Automatic Mounting at System Start" in the Elastic Cloud
Server User Guide.

The local disk data of an ultra-high 1/O ECS if an exception occurs, such as
physical server breakdown or local disk damage. If your application does not
use the data reliability architecture, it is a good practice to use EVS disks to
build your ECS.

When an ultra-high I/O ECS is deleted, the data on local NVMe SSDs will also
be automatically deleted, which can take some time. As a result, an ultra-high
I/O ECS takes a longer time than other ECSs to be deleted. Back up the data
before deleting such an ECS.

The data reliability of local disks depends on the reliability of physical servers
and hard disks, which are SPOF-prone. It is a good practice to use data
redundancy mechanisms at the application layer to ensure data availability.
Use EVS disks to store service data that needs to be stored for a long time.
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The device name of a local disk attached to an ultra-high I/O ECS is /dev/
nvmeOn1 or /dev/nvmeOn2.

Local disks attached to Ir3 ECSs can be split for multiple ECSs to use. If a local
disk is damaged, the ECSs that use this disk will be affected.

You are advised to add Ir3 ECSs to an ECS group during the creation process
to prevent such failures. For details, see "Managing ECS Groups" in the Elastic
Cloud Server User Guide.

The basic resources, including vCPUs, memory, and image of an ultra-high I/O
ECS will continue to be billed after the ECS is stopped. To stop the ECS from
being billed, delete it and its associated resources.

1.4.4.6 High-Performance Computing ECSs

Overview

The processor and memory ratio of an Hc2 (high-performance computing
second-generation) ECS is 1:2 or 1:4. Each vCPU corresponds to the
hyperthreading of an Intel® Xeon® Scalable processor core. Hc2 ECSs can be
used for high-performance computing services. They provide a large number
of parallel computing resources and high-performance infrastructure services
to meet the requirements of high-performance computing and massive
storage and ensure rendering efficiency. HC2 ECSs are frequently used in the
following scenarios:

- Computing and storage systems for genetic engineering, games,
animations, biopharmaceuticals, and scientific computing

- Public rendering platforms for renderfarms and animation and film bases;
other rendering platforms for movies and videos

- High-performance frontend clusters, web servers, high-performance
science and engineering applications, advertisements, video coding, and
distributed analysis

H2 ECSs are designed to meet high-end computational needs, such as
molecular modeling and computational fluid dynamics. In addition to the
substantial CPU power, the H2 ECSs offer diverse options for low-latency
RDMA networking using EDR InfiniBand NICs to support memory-intensive
computational requirements.

HL1 ECSs feature large memory capacity. They allow ECSs to interconnect with
each other using 100 Gbit/s RDMA InfiniBand NICs and support 56 GiB shared
high 1/O storage.

H3 ECSs use high-performance Intel® Xeon® Scalable processors. Each vCPU
corresponds to the hyper thread of an Intel® Xeon® Scalable processor core,
providing stable computing capabilities. H3 ECSs are suitable for high-
performance computing services. In addition, such ECSs use latest-generation
network acceleration engines and Data Plane Development Kit (DPDK) rapid
packet processing mechanism to provide high network performance.
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Specifications

Table 1-32 High-performance computing ECS specifications

Series vCPUs Memory Flavor Virtualization
(GiB)

Hc2 2 4 hc2.large.2 KVM
4 8 hc2.xlarge.2 KVM
8 16 hc2.2xlarge.2 KVM
16 32 hc2.4xlarge.2 KVM
32 64 hc2.8xlarge.2 KVM
2 8 hc2.large.4 KVM
4 16 hc2.xlarge.4 KVM
8 32 hc2.2xlarge.4 KVM
16 64 hc2.4xlarge.4 KVM
32 128 hc2.8xlarge.4 KVM

HL1 32 256 hl1.8xlarge.8 KVM

H2 16 128 h2.4xlarge.8 KVM
16 256 h2.4xlarge.16 KVM

H3 2 4 h3.large.2 KVM
4 8 h3.xlarge.2 KVM
8 16 h3.2large.2 KVM
12 24 h3.3xlarge.2 KVM
16 32 h3.4large.2 KVM
24 48 h3.6xlarge.2 KVM
32 64 h3.8large.2 KVM
2 8 h3.large.4 KVM
4 16 h3.xlarge.4 KVM
8 32 h3.2large.4 KVM
12 48 h3.3xlarge.4 KVM
16 64 h3.4large.4 KVM
24 96 h3.6xlarge.4 KVM
32 128 h3.8large.4 KVM
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Scenarios

Features

Applications

H2 and HL1: High-performance computing (HPC), big data, and Artificial
Intelligence (Al)

Application scenarios
H2 and HI1

- High-performance hardware: The ratio of memory to vCPU is 8:1, and a
large number of multi-thread physical CPUs are available to provide high-
performance storage |I/O and high-throughput network connections.

- Designed for HPC clusters: Multiple HI1 ECSs can be clustered to install
scalable, clustered file system, such as Lustre. HPC applications running
on H2 ECSs can read and modify the data stored in the ECSs.

- RDMA network connection: Same as H2 ECSs, HI1 ECSs also offer RDMA
network using EDR 100 Gbit/s InfiniBand NICs. Hl1 ECSs can
communicate with H2 ECSs over the RDMA protocol. In addition, HL1
ECSs can access EVS disks over the RDMA protocol, which allows up to 56
Gbit/s storage bandwidth.

Application scenarios

H2 and Hl1 ECSs provide computing capabilities for clusters with a large
memory, good connectivity between nodes, and high storage 1/O. The typical
application scenarios include HPC, big data, and Al. In HPC solution, HL1 ECSs
are perfectly suited for the Lustre parallel distributed file system, generally
used for large-scale cluster computing.

For example, in HPC scenario, H2 ECSs can be used as compute nodes, and
HL1 ECSs can be used as storage nodes.

High-performance computing ECSs have the following features:

They provide large memory capacity and more processor cores than other
types of ECSs.

They offer up to 32 vCPUs.
H2 and HI1 ECSs use InfiniBand NICs that provide a bandwidth of 100 Gbit/s.

HL1 ECSs can use the following types of EVS disks as system disk and data
disk:

- High I/O (performance-optimized I)
- Ultra-high 1/O (latency-optimized)
HL1 ECSs support 56 GiB shared high 1/O storage.

To support 56 GiB shared high I/O storage, you only need to attach high I/O
(performance-optimized 1) or ultra-high 1/O (latency-optimized) EVS disks to
target HL1 ECSs.

Notes on Using H2 ECSs

H2 ECSs do not support OS reinstallation or change.
H2 ECSs do not support specifications modification.

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 42



Elastic Cloud Server
User Guide

1 Service Overview

H2 ECSs do not support cold migration, live migration, or high availability
(HA).

H2 ECSs support the following OSs:
- For public images:

=  CentOS 7.3 64bit
®  SUSE Linux Enterprise Server 11 SP4 64bit

" SUSE Linux Enterprise Server 12 SP2 64bit

- For private images:
= CentOS 6.5 64bit

"  CentOS 7.2 64bit

CentOS 7.3 64bit

®  SUSE Linux Enterprise Server 11 SP4 64bit

SUSE Linux Enterprise Server 12 SP2 64bit
®  Red Hat Enterprise Linux 7.2 64bit

®  Red Hat Enterprise Linux 7.3 64bit
H2 ECSs use InfiniBand NICs that provide a bandwidth of 100 Gbit/s.
Each H2 ECS uses one PCle 3.2 TB SSD card for temporary local storage.

If an H2 ECS is created using a private image, install an InfiniBand NIC driver
on the ECS after the ECS creation following the instructions provided by
Mellanox. Download the required version (4.2-1.0.0.0) of InfiniBand NIC driver
from the official Mellanox website and install the driver by following the
instructions provided by Mellanox.

- InfiniBand NIC type: Mellanox Technologies ConnectX-4 Infiniband
HBA (MCX455A-ECAT)

- Mellanox official website: http://www.mellanox.com/

- NIC driver download path: https://network.nvidia.com/products/
infiniband-drivers/linux/mlnx_ofed/

For SUSE H2 ECSs, if IP over InfiniBand (IPolB) is required, you must manually
configure an IP address for the InfiniBand NIC after installing the InfiniBand
driver. For details, see "How Can | Manually Configure an IP Address for an
InfiniBand NIC?" in the Elastic Cloud Server User Guide.

After you delete an H2 ECS, the data stored in SSDs is automatically cleared.
Therefore, do not store persistence data into SSDs during ECS running.

Notes on Using HL1 ECSs

HL1 ECSs only support the attachment of high 1/O (performance-optimized I)
and ultra-high I/O (latency-optimized) EVS disks.

To support 56 GiB shared high I/O storage, you only need to attach high I/O
(performance-optimized 1) or ultra-high I/O (latency-optimized) EVS disks to
target HL1 ECSs.
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HL1 ECSs do not support specifications modification.
HI1 ECSs use InfiniBand NICs that provide a bandwidth of 100 Gbit/s.

HL1 ECSs created using a private image must have the InfiniBand NIC driver
installed. Download the required version (4.2-1.0.0.0) of InfiniBand NIC driver
from the official Mellanox website and install the driver by following the
instructions provided by Mellanox.

- InfiniBand NIC type: Mellanox Technologies ConnectX-4 Infiniband
HBA (MCX455A-ECAT)

- Mellanox official website: http://www.mellanox.com/

For SUSE HI1 ECSs, if IP over InfiniBand (IPolB) is required, you must manually
configure an IP address for the InfiniBand NIC after installing the InfiniBand
driver. For details, see "How Can | Manually Configure an IP Address for an
InfiniBand NIC?" in the Elastic Cloud Server User Guide.

HL1 ECSs support the following OSs:
- For public images:

= CentOS 7.3 64bit
" SUSE Linux Enterprise Server 11 SP4 64bit

®  SUSE Linux Enterprise Server 12 SP2 64bit

- For private images:
®  CentOS 6.5 64bit
®  CentOS 7.2 64bit
= CentOS 7.3 64bit
®  SUSE Linux Enterprise Server 11 SP4 64bit
®  SUSE Linux Enterprise Server 12 SP2 64bit
®  Red Hat Enterprise Linux 7.2 64bit

®  Red Hat Enterprise Linux 7.3 64bit

1.4.4.7 GPU-accelerated ECSs

GPU-accelerated ECSs provide outstanding floating-point computing capabilities.
They are suitable for applications that require real-time, highly concurrent massive
computing.

GPU-accelerated ECSs are classified as G series and P series of ECSs.

G series: Graphics-accelerated ECSs, which are suitable for 3D animation
rendering and CAD

P series: Computing-accelerated or inference-accelerated ECSs, which are
suitable for deep learning, scientific computing, and CAE
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GPU-accelerated ECSs

Available now: All GPU models except the recommended ones. If available ECSs
are sold out, use the recommended ones.

e G series

GPU-accelerated Enhancement G7r
GPU-accelerated Enhancement G7v
Graphics-accelerated Enhancement G7
GPU-accelerated Enhancement G6
GPU-accelerated Enhancement G5r
Graphics-accelerated Enhancement G5

e P series

Computing-accelerated P3v
Computing-accelerated P2s (recommended)
Inference-accelerated Pi3
Inference-accelerated Pi2 (recommended)
Inference-accelerated Pi2nl

Helpful links:

e See "Installing a GRID Driver on a GPU-accelerated ECS" in the Elastic Cloud
Server User Guide.

e See "Installing a Tesla Driver and CUDA Toolkit on a GPU-accelerated ECS" in
the Elastic Cloud Server User Guide.

Images Supported by GPU-accelerated ECSs

Table 1-33 Images supported by GPU-accelerated ECSs

accelerated

Type Series Supported Image

Graphics- G7r Provided by the cloud desktop
accelerated

Graphics- G7v e (CentOS 8.2 64bit

e CentOS 7.6 64bit

e Ubuntu 20.04 Server 64bit
e Ubuntu 18.04 Server 64bit
e Windows Server 2019 Standard 64bit
e Windows Server 2016 Standard 64bit
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Type Series Supported Image

Graphics- G7 e (CentOS 8.2 64bit

accelerated e CentOS 7.6 64bit

e Ubuntu 20.04 Server 64bit

e Ubuntu 18.04 Server 64bit

e Windows Server 2019 Standard 64bit
e Windows Server 2016 Standard 64bit

Graphics- G6 e CentOS 8.2 64bit

accelerated e CentOS 7.6 64bit

e Ubuntu 20.04 64bit

e Ubuntu 18.04 64bit

e Windows Server 2019 Standard 64bit
e Windows Server 2016 Standard 64bit

Graphics- G5r e Windows Server 2016 Standard 64bit
accelerated e Windows Server 2012 R2 Standard 64bit

Graphics- G5 e CentOS 8.2 64bit

accelerated e CentOS 7.6 64bit

e (CentOS 7.5 64bit

e Ubuntu 20.04 64bit

e Ubuntu 18.04 64bit

e Windows Server 2019 Standard 64bit

e Windows Server 2016 Standard 64bit

e Windows Server 2019 Datacenter 64bit
e Windows Server 2016 Datacenter 64bit

Computing- | P3v e (CentOS 8.2 64bit
accelerated e CentOS 8.1 64bit
e CentOS 8.0 64bit
e CentOS 7.9 64bit
e CentOS 7.8 64bit
e CentOS 7.7 64bit
e CentOS 7.6 64bit
e Ubuntu 20.04 server 64bit
e Ubuntu 18.04 server 64bit

Computing- | P2s e Windows Server 2016 Standard 64bit
accelerated
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Type

Series

Supported Image

Inference-
accelerated

Pi3

e CentOS 8.2 64bit
o CentOS 8.1 64bit
e CentOS 8.0 64bit
e CentOS 7.9 64bit
e CentOS 7.8 64bit
e CentOS 7.7 64bit
e CentOS 7.6 64bit
e Ubuntu 20.04 server 64bit
e Ubuntu 18.04 server 64bit

Inference-
accelerated

Pi2

e CentOS 7.5 64bit
e Windows Server 2019 Standard 64bit
e Windows Server 2016 Standard 64bit

Inference-
accelerated

Pi2nl

e CentOS 7.5 64bit
e Ubuntu 16.04 Server 64bit
e Windows Server 2016 Standard 64bit

GPU-accelerated Enhancement G7r

Overview

G7r ECSs use NVIDIA Quadro RTX A6000 graphics card with up to 48 GiB GDDR6
GPU memory and support DirectX, Shader Model, OpenGL, and Vulkan.

Theoretically, the FP32 is 38.7 TFLOPS and the tensor is 309.7 TFLOPS (sparsity
enabled). More tensor cores deliver more powerful performance to meet diverse
graphics processing requirements.

Select your desired GPU-accelerated ECS type and specifications.

Specifications
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Table 1-34 G7r ECS specifications

Flav | vCPU | Memo | Max./ Max. Max | Ma | GPUs | GPU | Virtu
or s ry Assure | PPS . X. Me | alizat
(GIB) d (10'000 NIC NIC mor | ion
Bandw ) Que |s y
idth ues (GIB
(Gbit/s )
)
g7r. |12 48 17/5 200 4 6 1 x 6 KVM
3xla NVIDI
rge. A
4 RTXA6
000-6
Q
g7r. |16 64 20/6 280 8 8 1 x 8 KVM
4xla NVIDI
rge. A
4 RTXA6
000-8
Q
g7r. |24 96 25/9 400 8 8 1 x 12 KVM
6xla NVIDI
rge. A
4 RTXA6
000-1
2Q
g7r. |32 128 30/12 550 16 8 1 x 16 KVM
8xla NVIDI
rge. A
4 RTXA6
000-1
6Q
g7r. |48 192 35/18 750 16 8 1 x 24 KVM
12x1 NVIDI
arge A
4 RTXA6
000-2
4Q
g7r. |96 384 40/36 1,100 32 8 1 x 48 KVM
24x1 NVIDI
arge A
4 RTXA6
000

G7r ECS Features
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e CPU: 3rd Generation Intel® Xeon® Scalable 8378A processors (3.0 GHz of base
frequency and 3.5 GHz of turbo frequency)

e Graphics acceleration APIs

DirectX 12.0, Direct2D, DirectX Video Acceleration (DXVA)
Shader Model 5.1

OpenGL 4.6

Vulkan 1.1

e CUDA, DirectCompute, and OpenCL

e Asingle card is equipped with 10,752 CUDA cores, 84 second-generation RT
cores, and 576 third-generation Tensor cores.

e  Graphics applications accelerated
e Heavy-load CPU inference
e Application flow identical to common ECSs

e  Automatic scheduling of G7r ECSs to AZs where NVIDIA Quadro RTX A6000
GPUs are used

e One NVENC (encoding) engine and two NVDEC (decoding) engines (including
AV1 decoding) embedded

Supported Common Software

G7r ECSs are used in graphics acceleration scenarios, such as video rendering,
cloud desktop, and 3D visualization. If the software relies on GPU DirectX and
OpenGL hardware acceleration, use G7r ECSs. G7r ECSs support the following
commonly used graphics processing software:

e AutoCAD
e 3ds Max
e MAYA

e Agisoft PhotoScan
e ContextCapture

Notes

e After a G7r ECS is stopped, basic resources (including vCPUs, memory, image,
and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.

(1] NOTE

Resources will be released after a G7r ECS is stopped. If resources are insufficient at
the next start, the start may fail. If you want to use such an ECS for a long period of
time, do not stop the ECS.

e  G7r ECSs created using a public image have had the GRID driver of a specific
version installed by default. However, you need to purchase and configure a
GRID license by yourself. Ensure that the GRID driver version meets service
requirements.

For details about how to configure a GRID license, see "Installing a GRID
Driver on a GPU-accelerated ECS" in the Elastic Cloud Server User Guide.

e If a G7r ECS is created using a private image, make sure that the GRID driver
was installed during the private image creation. If the GRID driver has not
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been installed, install the driver for graphics acceleration after the ECS is
created.

For details, see "Installing a GRID Driver on a GPU-accelerated ECS" in the
Elastic Cloud Server User Guide.

e  GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other
specifications of the same instance type.

e GPU-accelerated ECSs do not support live migration.

GPU-accelerated Enhancement G7v
Overview

G7v ECSs use NVIDIA A40 GPUs and support DirectX, Shader Model, OpenGL, and
Vulkan. Each GPU provides 48 GiB of GPU memory. Theoretically, the peak FP32 is
37.4 TFLOPS and the peak TF32 tensor is 74.8 TFLOPS | 149.6 TFLOPS (sparsity
enabled). They deliver two times the rendering performance and 1.4 times the
graphics processing performance of RTX6000 GPUs to meet professional graphics
processing requirements.

Select your desired GPU-accelerated ECS type and specifications.

Specifications

Table 1-35 G7v ECS specifications

Flav | vCPU [ Memo | Max./ Max. Max | Ma | GPUs | GPU | Virtu
or s ry Assure | PPS . X. Me | alizat
Bandw ) Que | s y
idth ues (GiB
(Gbit/s )
)
g7v. | 8 64 15/3 100 4 4 1 x 8 KVM
2xla NVIDI
rge. A-
8 A40-8
Q
g7v. | 16 128 20/6 150 8 8 1 x 16 KVM
4xla NVIDI
rge. A-
8 A40-1
6Q
g7v. | 24 192 25/9 200 8 8 1 x 24 KVM
6xla NVIDI
rge. A-
8 A40-2
4Q
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G7v ECS Features

CPU: 3rd Generation Intel® Xeon® Scalable 8378A processors (3.0 GHz of base
frequency and 3.5 GHz of turbo frequency)

Graphics acceleration APIs

- DirectX 12.07, Direct2D, DirectX Video Acceleration (DXVA)
- Shader Model 5.17

- OpenGL 4.68

- Vulkan 1.18

CUDA, DirectCompute, OpenACC, and OpenCL

A single card is equipped with 10,752 CUDA cores, 84 second-generation RT
cores, and 336 third-generation Tensor cores.

Graphics applications accelerated

Heavy-load CPU inference

Application flow identical to common ECSs

Automatic scheduling of G7v ECSs to AZs where NVIDIA A40 GPUs are used

One NVENC (encoding) engine and two NVDEC (decoding) engines (including
AV1 decoding) embedded

Supported Common Software

G7v ECSs are used in graphics acceleration scenarios, such as video rendering,
cloud desktop, and 3D visualization. If the software relies on GPU DirectX and
OpenGL hardware acceleration, use G7v ECSs. G7v ECSs support the following
commonly used graphics processing software:

AutoCAD

3ds Max

MAYA

Agisoft PhotoScan
ContextCapture
Adobe Premiere Pro
Solidworks

Unreal Engine
Blender

Vray

Notes

After a G7v ECS is stopped, basic resources (including vCPUs, memory, image,
and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.

(11 NOTE

Resources will be released after a G7v ECS is stopped. If resources are insufficient at
the next start, the start may fail. If you want to use such an ECS for a long period of
time, do not stop the ECS.
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e G7v ECSs created using a public image have had the GRID driver of a specific
version installed by default. However, you need to purchase and configure a
GRID license by yourself. Ensure that the GRID driver version meets service
requirements.

For details about how to configure a GRID license, see "Installing a GRID
Driver on a GPU-accelerated ECS" in the Elastic Cloud Server User Guide.

e If a G7v ECS is created using a private image, make sure that the GRID driver
was installed during the private image creation. If the GRID driver has not
been installed, install the driver for graphics acceleration after the ECS is
created.

For details, see "Installing a GRID Driver on a GPU-accelerated ECS" in the
Elastic Cloud Server User Guide.

e GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other
specifications of the same instance type.

e  GPU-accelerated ECSs do not support live migration.

Graphics-accelerated Enhancement G7
Overview

G7 ECSs use NVIDIA A40 GPUs and support DirectX, Shader Model, OpenGL, and
Vulkan. Each GPU provides 48 GiB of GPU memory. Theoretically, the peak FP32 is
37.4 TFLOPS and the peak TF32 tensor is 74.8 TFLOPS | 149.6 TFLOPS (sparsity
enabled). They deliver two times the rendering performance and 1.4 times the
graphics processing performance of RTX6000 GPUs to meet professional graphics
processing requirements.

Select your desired GPU-accelerated ECS type and specifications.

Specifications

Table 1-36 G7 ECS specifications

Flav | vCPU | Memo | Max./ Max. Max | Ma | GPUs | GPU | Virtu
or S ry Assure | PPS . X. Me | alizat
(GiB) d (10’000 NIC NIC mor ion
Bandw ) Que | s y
idth ues (GiB
(Gbit/s )
)
g’7.1 | 48 384 35/18 750 16 8 1 x 1 x KVM
2xla NVIDI | 48
rge. A-A40
8
g7.2 | 96 768 40/36 850 16 8 2 x 2 x KVM
4xla NVIDI | 48
rge. A-A40
8
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G7 ECS Features

CPU: 3rd Generation Intel® Xeon® Scalable 8378A processors (3.0 GHz of base
frequency and 3.5 GHz of turbo frequency)

Graphics acceleration APIs

- DirectX 12.07, Direct2D, DirectX Video Acceleration (DXVA)
- Shader Model 5.17

- OpenGL 4.68

- Vulkan 1.18

CUDA, DirectCompute, OpenACC, and OpenCL

A single card is equipped with 10,752 CUDA cores, 84 second-generation RT
cores, and 336 third-generation Tensor cores.

Graphics applications accelerated

Heavy-load CPU inference

Application flow identical to common ECSs

Automatic scheduling of G7 ECSs to AZs where NVIDIA A40 GPUs are used

One NVENC (encoding) engine and two NVDEC (decoding) engines (including
AV1 decoding) embedded

Supported Common Software

G7 ECSs are used in graphics acceleration scenarios, such as video rendering, cloud
desktop, and 3D visualization. If the software relies on GPU DirectX and OpenGL
hardware acceleration, use G7 ECSs. G7 ECSs support the following commonly
used graphics processing software:

AutoCAD

3ds Max

MAYA

Agisoft PhotoScan
ContextCapture
Adobe Premiere Pro
Solidworks

Unreal Engine
Blender

Vray

Notes

After a G7 ECS is stopped, basic resources (including vCPUs, memory, image,
and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.

(11 NOTE

Resources will be released after a G7 ECS is stopped. If resources are insufficient at the
next start, the start may fail. If you want to use such an ECS for a long period of time,
do not stop the ECS.
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e G7 ECSs created using a public image have had the GRID driver of a specific
version installed by default. However, you need to purchase and configure a
GRID license by yourself. Ensure that the GRID driver version meets service
requirements.

For details about how to configure a GRID license, see "Installing a GRID
Driver on a GPU-accelerated ECS" in the Elastic Cloud Server User Guide.

e If a G7 ECS is created using a private image, make sure that the GRID driver
was installed during the private image creation. If the GRID driver has not
been installed, install the driver for graphics acceleration after the ECS is
created.

For details, see "Installing a GRID Driver on a GPU-accelerated ECS" in the
Elastic Cloud Server User Guide.

e  GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other
specifications of the same instance type.

e  GPU-accelerated ECSs do not support live migration.

GPU-accelerated Enhancement G6
Overview

G6 ECSs use NVIDIA Tesla T4 GPUs to support DirectX, OpenGL, and Vulkan and
provide 16 GiB of GPU memory. The theoretical Pixel rate is 101.8 Gpixel/s and
Texture rate 254.4 GTexel/s, meeting professional graphics processing
requirements.

Select your desired GPU-accelerated ECS type and specifications.

Specifications

Table 1-37 G6 ECS specifications

Flav | vCP | Mem | Max./ | Max. Ma | Max. | GPUs | GPU Virtu
or Us ory Assur | PPS X. NICs Memo | alizat
Band 0) Que (GiB)
width ues
(Gbit/
s)
géx |4 16 6/2 200 8 8 1xT4 |16 KVM
larg
ed
g64 | 16 64 15/8 200 8 8 1xT4 |16 KVM
xlar
ge4
g6.6 | 24 96 25/15 | 200 8 8 1xT4 |16 KVM
xlar
ge4
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Flav | vCP | Mem | Max./ | Max. Ma | Max. | GPUs | GPU Virtu
or Us ory Assur | PPS X. NICs Memo | alizat

Band 0) Que (GiB)
width ues
(Gbit/
s)
g6.9 | 36 252 25/15 | 200 16 8 1xT4 |16 KVM
xlar
ge.7
g6.1 | 40 280 25/15 | 200 16 8 1xT4 |16 KVM
Oxla
rge.
7
g6.1 | 72 504 30/30 | 400 32 16 2xT4 | 32 KVM
8xla
rge.
7
g6.2 | 80 560 30/30 | 400 32 16 2xT4 | 32 KVM
Oxla
rge.
7

G6 ECS Features
e CPU: 2nd Generation Intel® Xeon® Scalable 6266 processors (3.0 GHz of base
frequency and 3.4 GHz of turbo frequency)
e  Graphics acceleration APIs
- DirectX 12, Direct2D, and DirectX Video Acceleration (DXVA)
- OpenGL 45
- Vulkan 1.0
e CUDA and OpenCL
e NVIDIA T4 GPUs
e  Graphics applications accelerated
e Heavy-load CPU inference
e Automatic scheduling of G6 ECSs to AZs where NVIDIA T4 GPUs are used
e One NVENC engine and two NVDEC engines embedded

Supported Common Software

G6 ECSs are used in graphics acceleration scenarios, such as video rendering, cloud
desktop, and 3D visualization. If the software relies on GPU DirectX and OpenGL
hardware acceleration, use G6 ECSs. G6 ECSs support the following commonly
used graphics processing software:

e AutoCAD
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e 3ds Max

e MAYA

e  Agisoft PhotoScan
e ContextCapture

Notes

e After a G6 ECS is stopped, basic resources (including vCPUs, memory, image,
and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.

(1 NOTE

Resources will be released after a G6 ECS is stopped. If resources are insufficient at the
next start, the start may fail. If you want to use such an ECS for a long period of time,
do not stop the ECS.

e G6 ECSs created using a public image have had the GRID driver of a specific
version installed by default. However, you need to purchase and configure a
GRID license by yourself. Ensure that the GRID driver version meets service
requirements.

For details about how to configure a GRID license, see "Installing a GRID
Driver on a GPU-accelerated ECS" in the Elastic Cloud Server User Guide.

e If a G6 ECS is created using a private image, make sure that the GRID driver
was installed during the private image creation. If not, install the driver for
graphics acceleration after the ECS is created.

For details, see "Installing a GRID Driver on a GPU-accelerated ECS" in the
Elastic Cloud Server User Guide.

e  GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other
specifications of the same instance type.

e GPU-accelerated ECSs do not support live migration.

GPU-accelerated Enhancement G5r
Overview

G5r ECSs are based on PCI passthrough and exclusively use GPUs for professional
graphics acceleration. G5r ECSs equipped with NVIDIA Quadro RTX5000 GPUs
support DirectX and OpenGL and provide a maximum GPU memory of 16 GiB for
rendering, cloud gaming, and graphics workstations.

Specifications
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Table 1-38 G5r ECS specifications

Flav | vCPU | Memo | Max./ Max. Max | Ma | GPU | GPU Virtu
or S ry Assure | PPS . X. S Memo | alizat
(GiB) d (10,000 NIC NIC ry ion
Bandw ) Que S (GiB)
idth ues
(Gbit/s
)
gsr. | 32 64 10/4 100 4 8 1x |16 KVM
8xla RTX
rge. 500
2 0
L] NOTE

NVIDIA Quadro RTX5000 GPUs use the latest-generation Turing architecture and work with
the latest NVIDIA RTX platform.

G5r ECS Features

CPU: 2nd Generation Intel® Xeon® Scalable 6278 processors (2.6 GHz of base
frequency and 3.5 GHz of turbo frequency), or Intel® Xeon® Scalable 6151
processors (3.0 GHz of base frequency and 3.4 GHz of turbo frequency)

Grating acceleration based on 48 RT cores

NVIDIA RTX5000 GPUs

Rendering graphics acceleration

Deep learning based on 3,072 CUDA cores and 384 Tensor cores
GPU passthrough

A maximum GPU memory of 16 GiB

Notes

After a G5r ECS is stopped, basic resources (including vCPUs, memory, image,
and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.

(1] NOTE

Resources will be released after a G5r ECS is stopped. If resources are insufficient at
the next start, the start may fail. If you want to use such an ECS for a long period of
time, do not stop the ECS.

G5r ECSs do not support specifications modification.
G5r ECSs are in open beta testing. Contact customer service for the test.

GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other
specifications of the same instance type.

GPU-accelerated ECSs do not support live migration.
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GPU-accelerated Enhancement G5

Overview

G5 ECSs use NVIDIA GRID vGPUs and provide comprehensive, professional
graphics acceleration. They use NVIDIA Tesla V100 GPUs and support DirectX,
OpenGL, and Vulkan. These ECSs provide 1, 2, 4, 8, or 16 GiB of GPU memory and
up to 4096 x 2160 resolution, meeting requirements from entry-level through
professional graphics processing.

Select your desired GPU-accelerated ECS type and specifications.

Specifications

Table 1-39 G5 ECS specifications

Flav | vCPU | Memo | Max./ Max. Max | Ma | GPU | GPU Virtu
s ry Assure | PPS . X. s Memo | alizat
(GiB) d (10,000 NIC NIC ry ion
Bandw ) Que S (GiB)
idth ues
(Gbit/s
)
g5.8 | 32 128 25/15 200 16 8 1x |16 KVM
xlar V10
ged 0
(10 NOTE

V100-xQ indicates that V100 GPUs are virtualized to vGPUs with different specifications and
models using GRID. x specifies the vGPU memory, and Q indicates that the vGPU of this
type is designed to work in workstations and desktop scenarios. For more details about
GRID vGPUs, see GRID VIRTUAL GPU User Guide.

G5 ECS Features

CPU: 2nd Generation Intel® Xeon® Scalable 6278 processors (2.6 GHz of base
frequency and 3.5 GHz of turbo frequency), or Intel® Xeon® Scalable 6151
processors (3.0 GHz of base frequency and 3.4 GHz of turbo frequency)

Graphics acceleration APIs

- DirectX 12, Direct2D, and DirectX Video Acceleration (DXVA)

- OpenGL 45

- Vulkan 1.0

CUDA and OpenCL

Quadro vDWS for professional graphics acceleration

NVIDIA V100 GPUs

Graphics applications accelerated

GPU hardware virtualization (vGPUs)

Automatic scheduling of G5 ECSs to AZs where NVIDIA V100 GPUs are used
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A maximum specification of 16 GiB of GPU memory and 4096 x 2160
resolution for processing graphics and videos

Supported Common Software

G5 ECSs are used in graphics acceleration scenarios, such as video rendering, cloud
desktop, and 3D visualization. If the software relies on GPU DirectX and OpenGL
hardware acceleration, use G5 ECSs. G5 ECSs support the following commonly
used graphics processing software:

AutoCAD

3ds Max

MAYA

Agisoft PhotoScan
ContextCapture

Notes

After a G5 ECS is stopped, basic resources (including vCPUs, memory, image,
and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.

(10 NOTE

Resources will be released after a G5 ECS is stopped. If resources are insufficient at the
next start, the start may fail. If you want to use such an ECS for a long period of time,
do not stop the ECS.
When the Windows OS running on a G5 ECS is started, the GRID driver is
loaded by default, and vGPUs are used for video output by default. In such a
case, the remote login function provided on the management console is not
supported. To access such an ECS, use RDP, such as Windows MSTSC. Then,
install a third-party VDI tool on the ECS for remote login, such as VNC.

For G5 ECSs, you need to configure the GRID license after the ECS is created.

G5 ECSs created using a public image have had the GRID driver of a specific
version installed by default. However, you need to purchase and configure a
GRID license by yourself. Ensure that the GRID driver version meets service
requirements.

For details about how to configure a GRID license, see "Installing a GRID
Driver on a GPU-accelerated ECS" in the Elastic Cloud Server User Guide.

If a G5 ECS is created using a private image, make sure that the GRID driver
was installed during the private image creation. If not, install the driver for
graphics acceleration after the ECS is created.

For details, see "Installing a GRID Driver on a GPU-accelerated ECS" in the
Elastic Cloud Server User Guide.

GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other
specifications of the same instance type.

GPU-accelerated ECSs do not support live migration.

Computing-accelerated P3v

Overview
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P3v ECSs use NVIDIA A800 GPUs and provide flexibility and ultra-high-
performance computing. P3v ECSs have strengths in Al-based deep learning,
scientific computing, Computational Fluid Dynamics (CFD), computing finance,
seismic analysis, molecular modeling, and genomics. Theoretically, the FP32 is 19.5
TFLOPS, the TF32 tensor core is 156 TFLOPS, and the BFLOAT16 tensor core is 312
TFLOPS.

Specifications

Table 1-40 P3v ECS specifications

Fla | vCP | Mem | Max./ | Max. Ma | Max | GPUs | GPU | GPU Virtu
vor | Us ory Assur | PPS X. . Con | Mem | aliza
(GiB ed (10,00 | NIC | NICs nect | ory tion
) Band 0) Qu ion (GiB)
width eue
(Gbit s
/s)
p3v | 12 96 17/5 | 200 4 4 1 x N/A | 80 KVM
3xl NVIDI
arg A
e.8 A800
80GB
p3v | 96 768 | 40/36 | 850 32 |8 8 x NVL | 640 KVM
24 NVIDI | ink
xlar A
ge. A800
8 80GB

P3v ECS Features

CPU: 3rd Generation Intel® Xeon® Scalable 6348 processors (2.6 GHz of base
frequency and 3.5 GHz of turbo frequency)

Up to eight NVIDIA A800 GPUs on an ECS

NVIDIA CUDA parallel computing and common deep learning frameworks,
such as TensorFlow, Caffe, PyTorch, and MXNet

19.5 TFLOPS of single-precision computing and 9.7 TFLOPS of double-
precision computing

NVIDIA Tensor cores with 156 TFLOPS of single- and double-precision
computing for deep learning

Up to 40 Gbit/s of network bandwidth on a single ECS

80 GB HBM2 GPU memory per graphics card, and multiple GPU cards
interconnected based on NVLink for up to 2,039 Gbit/s

Comprehensive basic capabilities

- User-defined network with flexible subnet division and network access
policy configuration

- Mass storage, elastic expansion, and backup and restoration
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- Elastic scaling

Flexibility

Similar to other types of ECSs, P3v ECSs can be provisioned in a few minutes.
Excellent supercomputing ecosystem

The supercomputing ecosystem allows you to build up a flexible, high-
performance, cost-effective computing platform. A large number of HPC
applications and deep-learning frameworks can run on P3v ECSs.

Supported Common Software

P3v ECSs are used in computing acceleration scenarios, such as deep learning
training, inference, scientific computing, molecular modeling, and seismic analysis.
If the software is required to support GPU CUDA, use P3v ECSs. P2vs ECSs support
the following commonly used software:

Common deep learning frameworks, such as TensorFlow, Spark, PyTorch,
MXNet, and Caffe

CUDA GPU rendering supported by RedShift for Autodesk 3ds Max and V-Ray
for 3ds Max

Agisoft PhotoScan
MapD

More than 2,000 GPU-accelerated applications such as Amber, NAMD, and
VASP

Notes

After a P3v ECS is stopped, basic resources (including vCPUs, memory, image,
and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.

(10 NOTE

Resources will be released after a P3v ECS is stopped. If resources are insufficient at
the next start, the start may fail. If you want to use such an ECS for a long period of
time, do not stop the ECS.

If a P3v ECS is created using a private image, make sure that the Tesla driver
was installed during the private image creation. If not, install the driver for
computing acceleration after the ECS is created. For details, see "Installing a
Tesla Driver and CUDA Toolkit on a GPU-accelerated ECS" in the Elastic Cloud
Server User Guide.

GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other
specifications of the same instance type.

GPU-accelerated ECSs do not support live migration.

Computing-accelerated P2s

Overview

P2s ECSs use NVIDIA Tesla V100 GPUs to provide flexibility, high-performance
computing, and cost-effectiveness. P2s ECSs provide outstanding general
computing capabilities and have strengths in Al-based deep learning, scientific
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computing, Computational Fluid Dynamics (CFD), computing finance, seismic
analysis, molecular modeling, and genomics.

Specifications

Table 1-41 P2s ECS specifications

Flavo | vCP | Me |Max./ |Max. | Max [Ma [ GP | GPU | GPU | Virtu

r Us mor | Assure | PPS . X. Us Con | Mem | alizat
y d (10,0 | NIC | NIC nect | ory ion
(GiB Bandw | 00) Que (s ion (GiB
) idth ues )
(Gbit/s
)
p2s.2 | 8 64 10/4 50 4 4 1x | PCle | 1x KVM
xlarg V10 | Gen |32
e.8 0 3 GiB
p2s4 | 16 128 | 15/8 100 8 8 2x | PCle |2x KVM
xlarg V10 | Gen |32
e.8 0 3 GiB
p2s.8 | 32 256 | 25/15 | 200 16 8 4x | PCle | 4x KVM
xlarg V10 | Gen |32
e.8 0 3 GiB
p2s.1 | 64 512 |30/30 | 400 32 8 8x | PCle | 8 x KVM
6xlar V10 | Gen | 32
ge.8 0 3 GiB

P2s ECS Features

CPU: 2nd Generation Intel® Xeon® Scalable 6278 processors (2.6 GHz of base
frequency and 3.5 GHz of turbo frequency), or Intel® Xeon® Scalable 6151
processors (3.0 GHz of base frequency and 3.4 GHz of turbo frequency)

Up to eight NVIDIA Tesla V100 GPUs on an ECS

NVIDIA CUDA parallel computing and common deep learning frameworks,
such as TensorFlow, Caffe, PyTorch, and MXNet

14 TFLOPS of single-precision computing and 7 TFLOPS of double-precision
computing

NVIDIA Tensor cores with 112 TFLOPS of single- and double-precision
computing for deep learning

Up to 30 Gbit/s of network bandwidth on a single ECS
32 GiB of HBM2 GPU memory with a bandwidth of 900 Gbit/s
Comprehensive basic capabilities

- User-defined network with flexible subnet division and network access
policy configuration

- Mass storage, elastic expansion, and backup and restoration
- Elastic scaling
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e  Flexibility
Similar to other types of ECSs, P2s ECSs can be provisioned in a few minutes.
e  Excellent supercomputing ecosystem

The supercomputing ecosystem allows you to build up a flexible, high-
performance, cost-effective computing platform. A large number of HPC
applications and deep-learning frameworks can run on P2s ECSs.

Supported Common Software

P2s ECSs are used in computing acceleration scenarios, such as deep learning
training, inference, scientific computing, molecular modeling, and seismic analysis.
If the software is required to support GPU CUDA, use P2s ECSs. P2s ECSs support
the following commonly used software:

e Common deep learning frameworks, such as TensorFlow, Caffe, PyTorch, and
MXNet

e CUDA GPU rendering supported by RedShift for Autodesk 3ds Max and V-Ray
for 3ds Max

e Agisoft PhotoScan
e MapD

Notes

e After a P2s ECS is stopped, basic resources (including vCPUs, memory, image,
and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.

(1] NOTE

Resources will be released after a P2s ECS is stopped. If resources are insufficient at
the next start, the start may fail. If you want to use such an ECS for a long period of
time, do not stop the ECS.

e If a P2s ECS is created using a private image, make sure that the Tesla driver
was installed during the private image creation. If not, install the driver for
computing acceleration after the ECS is created. For details, see "Installing a
Tesla Driver and CUDA Toolkit on a GPU-accelerated ECS" in the Elastic Cloud
Server User Guide.

e  GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other
specifications of the same instance type.

e  GPU-accelerated ECSs do not support live migration.

Inference-accelerated Pi3

Overview

Pi3 ECSs use NVIDIA A30 GPUs dedicated for real-time Al inference. 24 GiB of GPU
memory plus up to 933 GB/s of bandwidth allows Pi3 ECSs to be used in Al
training scenarios. Its theoretical Al training throughput is three times that of
NVIDA V100 graphics card and six times that of T4 graphics cards on previous-
generation Pi2 ECSs. With NVIDIA A30 GPUs, Pi3 ECSs provide 330 peak INT 8
TOPS (with sparsity enabled). Theoretically, the TF32 is 10.3 TFLOPS and the TF32
tensor core is 82 TFLOPS | 165 TFLOPS (sparsity enabled).
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Specifications

Table 1-42 Pi3 ECS specifications

Fla | vCP | Mem | Max./ | Max. Ma | Max | GPUs | GPU | GPU | Virtu
vor | Us ory | Assur | PPS X. . Con | Mem | aliza
(GiB ed (10,00 NIC | NICs nect | ory tion
) Band 0) Qu ion (GiB)
width eue
(Gbit s
/s)
pi3. | 24 96 25/9 | 400 8 8 1 x 24 - KVM
6xl NVIDI
arg A
ed A30
pi3. | 48 192 | 35/18 | 750 8 8 2 x 48 - KVM
12x NVIDI
larg A
e A30

Pi3 ECS Features
e CPU: 3rd Generation Intel® Xeon® Scalable 6348 processors (2.6 GHz of base
frequency and 3.5 GHz of turbo frequency)

e Up to two NVIDIA A30 GPUs on an ECS, and multiple GPU cards
interconnected based on NVLink

e Up to 10.3 TFLOPS of single-precision computing on a single GPU

e Up to 330 TOPS of INT8 computing on a single GPU

e 24 GiB of HBM2 GPU memory with a bandwidth of 933 GiB/s on a single GPU
e One OFA, one NVJPEG, and four NVDECs embedded

Supported Common Software

Pi3 ECSs are used in GPU-based inference computing scenarios, such as image
recognition, speech recognition, and natural language processing. The Pi3 ECSs
can also be used for light-load training.

Pi3 ECSs support the following commonly used software:

e Deep learning frameworks, such as TensorFlow, Caffe, PyTorch, MXNet, and
Spark

e More than 2,000 GPU-accelerated software applications such as AMBER,
NAMD, and OPENFOAM

Notes

e After a Pi3 ECS is stopped, basic resources (including vCPUs, memory, image,
and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.
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(11 NOTE

Resources will be released after a Pi3 ECS is stopped. If resources are insufficient at the next
start, the start may fail. If you want to use such an ECS for a long period of time, do not
stop the ECS.

e  Pi3 ECSs support automatic recovery when the hosts accommodating such
ECSs become faulty.

e When creating a Pi3 ECS, make sure that the Tesla driver was installed during
the private image creation. If not, install the driver for computing acceleration
after the ECS is created. For details, see "Installing a Tesla Driver and CUDA
Toolkit on a GPU-accelerated ECS" in the Elastic Cloud Server User Guide.

e  GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other

specifications of the same instance type.

e GPU-accelerated ECSs do not support live migration.

Inference-accelerated Pi2

Overview

Pi2 ECSs use NVIDIA Tesla T4 GPUs dedicated for real-time Al inference. These
ECSs use the T4 INT8 calculator for up to 130 TOPS of INT8 computing. The Pi2

ECSs can also be used for light-load training.

Specifications

Table 1-43 Pi2 ECS specifications

Flav | vC | Me | Max./ | Max. Max. | Max. GPU | GP | Loc | Virtua
or P | mo | Assure | PPS NIC NICs S U al lizatio
Us |ry |d (10,0 Queu Me | Dis | n
(Gi Band 00) es mo | ks
B) width ry
(Gbit/ (Gi
S) B)
pi2. | 4 16 | 8/2 25 2 2 1 x 1x [ N/JA | KVM

xlar T4 16
ge4
pi2. |8 |32 |10/4 50 4 4 1 x x | N/A | KVM
2xla T4 6
rge.
4
pi2. |12 |48 |12/6 80 6 6 1 x x | N/JA | KVM
3xla T4 6
rge.
4
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Flav | vC | Me | Max./ | Max. Max. | Max. GPU | GP | Loc | Virtua
or P | mo | Assure | PPS NIC NICs S U al lizatio

Us (ry |[d (10,0 Queu Me | Dis | n
(Gi Band 00) es mo | ks
B) width ry
(Gbit/ (Gi
S) B)
pi2. |16 | 64 | 15/8 100 8 8 2 x 2x | N/JA | KVM
4xla T4 16
rge.
4
pi2. | 32 | 128 | 25/15 | 200 16 8 4 x 4 x | N/JA | KVM
8xla T4 16
rge.
4

Pi2 ECS Features

e CPU: 2nd Generation Intel® Xeon® Scalable 6278 processors (2.6 GHz of base
frequency and 3.5 GHz of turbo frequency), or Intel® Xeon® Scalable 6151
processors (3.0 GHz of base frequency and 3.4 GHz of turbo frequency)

e Up to four NVIDIA Tesla T4 GPUs on an ECS

e  GPU hardware passthrough

e Up to 8.1 TFLOPS of single-precision computing on a single GPU
e Up to 130 TOPS of INT8 computing on a single GPU

e 16 GiB of GDDR6 GPU memory with a bandwidth of 320 GiB/s on a single
GPU

e One NVENC engine and two NVDEC engines embedded
Supported Common Software

Pi2 ECSs are used in GPU-based inference computing scenarios, such as image
recognition, speech recognition, and natural language processing. The Pi2 ECSs
can also be used for light-load training.

Pi2 ECSs support the following commonly used software:
e Deep learning frameworks, such as TensorFlow, Caffe, PyTorch, and MXNet
Notes

e After a Pi2 ECS is stopped, basic resources (including vCPUs, memory, image,
and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.

(11 NOTE

Resources will be released after a Pi2 ECS is stopped. If resources are insufficient at the
next start, the start may fail. If you want to use such an ECS for a long period of time,
do not stop the ECS.
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e  Pi2 ECSs support automatic recovery when the hosts accommodating such
ECSs become faulty.

e By default, Pi2 ECSs created using a public image have the Tesla driver
installed.

e If a Pi2 ECS is created using a private image, make sure that the Tesla driver
was installed during the private image creation. If not, install the driver for
computing acceleration after the ECS is created. For details, see "Installing a
Tesla Driver and CUDA Toolkit on a GPU-accelerated ECS" in the Elastic Cloud
Server User Guide.

e  GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other

specifications of the same instance type.
e  GPU-accelerated ECSs do not support live migration.

Inference-accelerated Pi2nl

Overview

Pi2nl ECSs use NVIDIA Tesla T4 GPUs dedicated for real-time Al inference. These
ECSs use the T4 INT8 calculator for up to 130 TOPS of INT8 computing. The Pi2nl

ECSs can also be used for light-workload training.

Specifications

Table 1-44 Pi2nl ECS specifications

Flav | vCP | Mem | Max./ Max. Ma |Ma |GP | GP | Lo | Virtu
or Us |ory | Assured |PPS X. X. Us | U cal | alizat
) th Qu |s mo | sk
(Gbit/s) S y |s
s (Gi
B)
pi2nl | 8 32 10/4 50 4 4 1x [1x [N/ | KVM
2xla T4 |16 |A
rge.4
pi2nl | 16 | 64 15/8 100 8 8 2x | 2x | N/ | KVM
Axla T4 |16 |A
rge.4
pi2nl |32 | 128 | 25/15 200 16 |8 4% [4x | N/ | KVM
.8xla T4 |16 |A
rge.4

Pi2nl ECS Features

e CPU: 2nd Generation Intel® Xeon® Scalable 6278 processors (2.6 GHz of base
frequency and 3.5 GHz of turbo frequency), or Intel® Xeon® Scalable 6151
processors (3.0 GHz of base frequency and 3.4 GHz of turbo frequency)
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e Up to four NVIDIA Tesla T4 GPUs on an ECS

e  GPU hardware passthrough

e Up to 8.1 TFLOPS of single-precision computing on a single GPU
e Up to 130 TOPS of INT8 computing on a single GPU

e 16 GiB of GDDR6 GPU memory with a bandwidth of 320 GiB/s on a single
GPU

e One NVENC engine and two NVDEC engines embedded
Supported Common Software

Pi2nl ECSs are used in GPU-based inference computing scenarios, such as image
recognition, speech recognition, and natural language processing. The Pi2nl ECSs
can also be used for light-load training.

Pi2 ECSs support the following commonly used software:
e Deep learning frameworks, such as TensorFlow, Caffe, PyTorch, and MXNet
Notes

e After a Pi2nl ECS is stopped, basic resources (including vCPUs, memory,
image, and GPUs) are not billed, but its system disk is billed based on the disk
capacity. If other products, such as EVS disks, EIP, and bandwidth are
associated with the ECS, these products are billed separately.

(11 NOTE

Resources will be released after a Pi2nl ECS is stopped. If resources are insufficient at
the next start, the start may fail. If you want to use such an ECS for a long period of
time, do not stop the ECS.

e  Pi2nl ECSs support automatic recovery when the hosts accommodating such
ECSs become faulty.

e By default, Pi2nl ECSs created using a public image have the Tesla driver
installed.

e If a Pi2nl ECS is created using a private image, make sure that the Tesla driver
was installed during the private image creation. If the Tesla driver has not
been installed, install the driver for computing acceleration after the ECS is
created. For details, see "Installing a Tesla Driver and CUDA Toolkit on a GPU-
accelerated ECS" in the Elastic Cloud Server User Guide.

e  GPU-accelerated ECSs differ greatly in general-purpose and heterogeneous
computing power. Their specifications can only be changed to other
specifications of the same instance type.

e  GPU-accelerated ECSs do not support live migration.

1.4.4.8 Al-accelerated ECSs

Al-accelerated ECSs, powered by Ascend processors and software stacks, are
dedicated for accelerating Al applications.

Al inference-accelerated ECSs use Ascend 310 processors for Al inference
acceleration.
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Al-accelerated ECS Types

Al inference-accelerated: Enhanced Al Inference-accelerated Ails (Type I)

Public Images Supported by Al-accelerated ECSs

Table 1-45 Public images

Type

Series

Public Images

Enhanced Al inference-
accelerated (type I)

Ails

Ubuntu Server 18.04 64bit
CentOS 7.6 64bit

Enhanced Al Inference-accelerated Ails (Type I)

Overview

Ails ECSs use Ascend 310 processors for Al acceleration. Ascend 310 processors
feature low power consumption, high computing capabilities, and significantly
improved energy efficiency ratio (EER). This facilitates the wide application of Al
inference. Ails ECSs deliver the computing acceleration capabilities of the Ascend
310 processors on the cloud platform.

Ail1s ECSs are based on Atlas 300l accelerator cards. For details, go to Ascend

Community.

Al-accelerated ECSs are ideal for computer vision, smart campus, smart city, smart
transportation, smart retail, Internet-based real-time communication, and video
encoding and decoding scenarios.

Specifications

Table 1-46 Ails ECS specifications

Flavo | vCP | Mem | Max. | Max. Ascen | Ascen | Max. | Max. | Virt
r Us |ory / PPS d310 | d NIC | NICs | uali
(GiB) Assu (10,000) Proce | RAM Que zati
red Ssors | (GiB) | ues on
Band
widt
h
ails.l |2 8 4/1.3 | 20 1 8 2 2 KV
arge. M
4
ailsx | 4 16 6/2 35 2 16 2 3 KV
large. M
4
ails.2 | 8 32 10/4 | 50 4 32 4 4 KV
xlarg M
e4
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Flavo | vCP | Mem | Max. | Max. Ascen | Ascen | Max. | Max. [ Virt
r Us |ory / PPS d310 |d NIC | NICs | uali

(GiB) Assu (10,000) Proce | RAM Que zati

red ssors | (gig) | ues on

Band

widt

h
ails4 | 16 64 15/8 | 100 8 64 8 8 KV
xlarg M
e4
ail1s.8 | 32 128 25/1 | 200 16 128 8 8 KV
xlarg 5 M
e4
ails6 | 24 96 25/1 | 400 4 96 8 8 KV
xlarg 4 M
e4
ai1s9 | 36 144 30/1 | 550 4 144 16 8 KV
xlarg 8 M
e4
ails.1 | 72 288 40/3 | 1000 8 288 32 8 KV
8xlar 6 M
ge4

Features

Ails ECSs have the following features:

e vCPU to memory ratio: 1:4

e CPU: 2nd Generation Intel® Xeon® Scalable 6278 processors (2.6 GHz of base
frequency and 3.5 GHz of turbo frequency), or Intel® Xeon® Scalable 6151
processors (3.0 GHz of base frequency and 3.4 GHz of turbo frequency)

e Ascend 310 processors, four of which in an Atlas300I accelerator card
e 16 TeraOPS of integer-precision computing (INT8) on one processor

e 8 GiB of GPU memory with a memory bandwidth of 50 GiB/s on one
processor

e 5-channel HD video decoder (H.264/H.265) based on built-in hardware video
codec engine
Notes

1. Ails ECSs support the following public images:
- Ubuntu Server 18.04 64bit
- CentOS 7.6 64bit
2. Ails ECSs do not support modification of specifications.

3. Ails ECSs support automatic recovery when the hosts accommodating such
ECSs become faulty.
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Using an Al-accelerated ECS

Perform the following steps:
1. Create an ECS. For details, see "Step 1: Configure Basic Settings" in Elastic
Cloud Server User Guide.
- In the Specifications field, select Al-accelerated specifications.
- In the Image field, select Public image or Private image.
®  Public image: The CANN 3.1.0 development kit has been included

and environment variables have been configured in public images by
default. You need to verify the environment availability.

®  Private image: You need to install the driver, firmware, and
development kit, and configure environment variables by yourself.
For details, see the CANN Software Installation Guide of the
corresponding version in Ascend Documentation.

2. Remotely log in to the ECS.
If your Ai1 ECS runs Linux, use an SSH password to log in to the ECS.
3. Verify the environment availability.

Use a sample for compilation and running. For details, see "Sample Overview"
in the Model Development Learning Map of the corresponding CANN edition
in Ascend Documentation.

The sample shows how to classify images (decode, resize, and infer images)
based on the Caffe ResNet-50 network.

1.4.5 Kunpeng ECS Specifications and Types

1.4.5.1 Kunpeng General Computing ECSs

Overview
Kunpeng general computing ECSs use Kunpeng 920 processors and 25GE high-
speed intelligent NICs to cost-effectively provide a baseline level of vCPU
performance with the ability to burst above the baseline, meeting the
requirements of migrating infrastructure services to the cloud.
Specifications

Table 1-47 kS1 ECS specifications

Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ! Queu ion
h es
(Gbit/s)
ks1.large. | 2 2 1.5/0.3 15 1 1 KVM
1
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Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ' Queu ion
h es
(Gbit/s)
ksl.xlarg | 4 4 2/0.5 20 1 2 KVM
e.l
ks1.2xlar | 8 8 3.5/1 35 2 2 KVM
ge.l
ks1.3xlar |12 12 5/1.5 45 2 2 KVM
ge.1
ks1.4xlar | 16 16 7/2 60 2 2 KVM
ge.l
ks1.large. | 2 4 1.5/0.3 15 1 1 KVM
2
ksl.xlarg | 4 8 2/0.5 20 1 2 KVM
e.2
ks1.2xlar | 8 16 3.5/1 35 2 2 KVM
ge.2
ks1.3xlar | 12 24 5/1.5 45 2 2 KVM
ge.2
ks1.4xlar | 16 32 7/2 60 2 2 KVM
ge.2
ks1.large. | 2 8 1.5/0.3 15 1 1 KVM
4
ks1.xlarg | 4 16 2/0.5 20 1 2 KVM
ed
ks1.2xlar | 8 32 3.5/1 35 2 2 KVM
ge4
ks1.3xlar |12 48 5/1.5 45 2 2 KVM
ge4
ks1.4xlar | 16 64 7/2 60 2 2 KVM
ge4
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Table 1-48 kS1s ECS specifications
Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ! Queu ion
h es
(Gbit/s)
ks1s.larg | 2 2 1.5/0.3 15 1 1 KVM
e.l
kslsxlar |4 4 2/0.5 20 1 2 KVM
ge.1
ks1s.2xla | 8 8 3.5/1 35 2 2 KVM
rge.1
ks1s.3xla | 12 12 5/1.5 45 2 2 KVM
rge.1
ks1s.4xla | 16 16 7/2 60 2 2 KVM
rge.1
ks1s.larg |2 4 1.5/0.3 15 1 1 KVM
e.2
ks1sxlar |4 8 2/0.5 20 1 2 KVM
ge.2
ks1s.2xla | 8 16 3.5/1 35 2 2 KVM
rge.2
ks1s.3xla | 12 24 5/1.5 45 2 2 KVM
rge.2
ks1s.4xla | 16 32 7/2 60 2 2 KVM
rge.2
ks1s.larg |2 8 1.5/0.3 15 1 1 KVM
ed
ks1sxlar |4 16 2/0.5 20 1 2 KVM
ge4
ks1s.2xla | 8 32 3.5/ 35 2 2 KVM
rge.4
ks1s.3xla | 12 48 5/1.5 45 2 2 KVM
rge.4
ks1s.4xla | 16 64 7/2 60 2 2 KVM
rge.4
Scenarios
Kunpeng general computing ECSs are suitable for applications that require
moderate CPU performance generally but burstable high performance
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occasionally, such as light-load web servers, enterprise R&D and testing
environments, and low- and medium-performance databases.

1.4.5.2 Kunpeng General Computing-plus ECSs

Overview

Kunpeng general computing-plus ECSs use Kunpeng processors to provide
powerful compute and high-performance networks, meeting enterprise
requirements for cost-effective, secure, reliable cloud services.

Available now: kC1, kC1s, and kC1m

Table 1-49 Kunpeng general computing-plus ECS features

Series Compute Disk Type | Network
kC1 e vCPU to memory e High e Ultra-high packets per
ratio: 1:1, 1:2, or 1:4 /O second (PPS)
e Number of vCPUs: 1 | @ Ultra- throughput
to 60 high e An ECS with higher
e Kunpeng 920 I/O specifications has
processor better network
erformance.
e Base frequency: 2.6 P .
GHz e Maximum PPS:
4,000,000
e Maximum intranet
bandwidth: 30 Gbit/s
kC1s e vCPU to memory e Ultra- e Ultra-high PPS
ratio: 1:2 or 1:4 high throughput
e Number of vCPUs:; 2 e e An ECS with higher
to 60 e High specifications has
e Kunpeng 920 1/O better network
processor performance.
e Base frequency: 2.6 e Maximum PPS:
GHz 4,000,000
e Maximum intranet
bandwidth: 18 Gbit/s
kC1m e vCPU to memory e Ultra- e Ultra-high PPS
ratio: 1:2 or 1:4 high throughput
e Number of vCPUs: 2 e e An ECS with higher
to 48 e High specifications has
e Kunpeng 920 /O better network
processor performance.
e Base frequency: 2.6 e Maximum PPS:
GHz 3,500,000
e Maximum intranet
bandwidth: 25 Gbit/s

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 74



Elastic Cloud Server

User Guide

1 Service Overview

Specifications

Table 1-50 kC1 ECS specifications

Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ! Queu ion
h es
(Gbit/s)
kcl.small | 1 1 2/0.5 20 1 2 KVM
N
kcl.large |2 4 3/0.8 30 2 2 KVM
2
kcl.xlarg | 4 8 5/1.5 50 2 3 KVM
e.2
kc1.2xlar | 8 16 7/3 80 4 4 KVM
ge.2
kc1.3xlar | 12 24 9/4.5 110 4 5 KVM
ge.2
kcl.4xlar | 16 32 12/6 140 4 6 KVM
ge.2
kcl.6xlar | 24 48 15/8.5 200 8 6 KVM
ge.2
kc1.8xlar | 32 64 18/10 260 8 6 KVM
ge.2
kc1.12xla | 48 96 25/16 350 16 6 KVM
rge.2
kc1.15xla | 60 120 30/20 400 16 6 KVM
rge.2
kcl.large | 2 8 3/0.8 30 2 2 KVM
A4
kcl.xlarg | 4 16 5/1.5 50 2 3 KVM
ed
kc1.2xlar | 8 32 7/3 80 4 4 KVM
ge4
kc1.3xlar | 12 48 9/4.5 110 4 5 KVM
ge4
kc1l.4xlar | 16 64 12/6 140 4 6 KVM
ge4
kcl.6xlar | 24 96 15/8.5 200 8 6 KVM
ge4
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Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ' Queu ion
h es
(Gbit/s)
kc1.8xlar | 32 128 18/10 260 8 6 KVM
ge4
kc1.12xla | 48 192 25/16 350 16 6 KVM
rge.4
Table 1-51 kC1s ECS specifications
Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ! Queu ion
h es
(Gbit/s)
kcls.larg | 2 4 2/0.4 25 2 2 KVM
e.2
kclsxlar | 4 8 3/0.8 40 2 3 KVM
ge.2
kc1s.2xla | 8 16 4/1.5 65 4 4 KVM
rge.2
kc1s.3xla | 12 24 5/2 90 4 5 KVM
rge.2
kc1s.4xla | 16 32 7/3 120 4 6 KVM
rge.2
kcls.6xla | 24 48 8/4 160 8 6 KVM
rge.2
kc1s.8xla | 32 64 10/5 200 8 6 KVM
rge.2
kc1s.12xl | 48 96 15/8 280 16 6 KVM
arge.2
kc1s.15xL | 60 120 18/10 320 16 6 KVM
arge.2
kcls.larg | 2 8 2/0.4 25 2 2 KVM
ed
kclsxlar | 4 16 3/0.8 40 2 3 KVM
ge4
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Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ' Queu ion
h es
(Gbit/s)
kc1s.2xla | 8 32 4/1.5 65 4 4 KVM
rge.4
kc1s.3xla | 12 48 5/2 90 4 5 KVM
rge.4
kcls.dxla | 16 64 7/3 120 4 6 KVM
rge.4
kcls.6xla | 24 96 8/4 160 8 6 KVM
rge.4
kc1s.8xla | 32 128 10/5 200 8 6 KVM
rge.4
kc1s.12xl | 48 192 15/8 280 16 6 KVM
arge.4
Table 1-52 kC1m ECS specifications
Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ' Queu ion
h es
(Gbit/s)
kcim.lar |2 4 3/0.8 30 2 2 KVM
ge.2
kcimxla | 4 8 5/1.5 50 2 3 KVM
rge.2
kctm.2xl | 8 16 7/3 80 4 4 KVM
arge.2
kecTm.3xl | 12 24 9/4.5 110 4 5 KVM
arge.2
kctm.dxl | 16 32 12/6 140 4 6 KVM
arge.2
kc1m.6xl | 24 48 15/8.5 200 8 6 KVM
arge.2
kcTm.8xl | 32 64 18/10 260 8 6 KVM
arge.2
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Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ' Queu ion
h es
(Gbit/s)
kcim.12 | 48 96 25/16 350 16 6 KVM
xlarge.2
kcim.ar |2 8 3/0.8 30 2 2 KVM
ge4
kcimxla | 4 16 5/1.5 50 2 3 KVM
rge.4
kcTm.2xl | 8 32 7/3 80 4 4 KVM
arge4
kctm.3xl | 12 48 9/4.5 110 4 5 KVM
arge4
kcim.dxl | 16 64 12/6 140 4 6 KVM
arge.4
kc1m.6xl | 24 96 15/8.5 200 8 6 KVM
arge4
kcTm.8xl | 32 128 18/10 260 8 6 KVM
arge.4
kcim.12 | 48 192 25/16 350 16 6 KVM
xlarge.4
Scenarios

Kunpeng general computing-plus ECSs are suitable for:

e Governments, enterprises, and the financial industry with strict requirements
on security and privacy

e Internet applications with high requirements on network performance

e Big data and HPC with requirements on a large number of vCPUs

e Website setups and e-Commerce requiring cost-effectiveness

1.4.5.3 Kunpeng Memory-optimized ECSs

Overview

Kunpeng memory-optimized ECSs use Kunpeng 920 processors and 25GE high-
speed intelligent NICs to provide up to 480 GiB DDR4-based memory with high
network performance for large in-memory datasets.

Available now: kM1, kM1s, and kM1m
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Table 1-53 Kunpeng memory-optimized ECS features

Series Compute Disk Type | Network
kM1 e vCPU to memory e High e Ultra-high packets per
ratio: 1:8 /O second (PPS)
e Number of vCPUs: 2 | e General throughput
to 60 Purpos | e An ECS with higher
e Kunpeng 920 e SSD specifications has
processor e Ultra- bet]Eer network
e Base frequency: 2.6 high Per (?rmance.
GHz /O e Maximum PPS:
4,000,000
e Maximum intranet
bandwidth: 30 Gbit/s
kM1s e vCPU to memory e Ultra- e Ultra-high PPS
ratio: 1:8 high throughput
e Number of vCPUs: 2 e e An ECS with higher
to 60 e High specifications has
e Kunpeng 920 I/O better network
processor performance.
e Base frequency: 2.6 e Maximum PPS:
GHz 4,000,000
e Maximum intranet
bandwidth: 18 Gbit/s
kKM1m e VvCPU to memory e Ultra- e Ultra-high PPS
ratio: 1:8 high throughput
e Number of vCPUs: 2 e e An ECS with higher
to 48 e High specifications has
e Kunpeng 920 /O better network
processor performance.
e Base frequency: 2.6 e Maximum PPS:
GHz 3,500,000
e Maximum intranet
bandwidth: 25 Gbit/s
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Specifications

Table 1-54 kM1 ECS specifications

Flavor vCPUs | Memory | Max./ Max. PPS Max. | Max. | Virtu
(GIB) ASSUI’E(.:' (10’000) NIC NICs .allzat
Bandwidt Que ion
h ues
(Gbit/s)
km1.larg | 2 16 3/0.8 30 2 2 KVM
e.8
km1.xlar | 4 32 5/1.5 50 2 3 KVM
ge.8
km1.2xl |8 64 7/3 80 4 4 KVM
arge.8
km1.3xl | 12 96 9/4.5 110 4 5 KVM
arge.8
km1.4xl |16 128 12/6 140 4 6 KVM
arge.8
km1.6xl | 24 192 15/8 200 8 6 KVM
arge.8
km1.8xl | 32 256 18/10 260 8 6 KVM
arge.8
km1.12x | 48 384 25/16 350 16 8 KVM
large.8
km1.15x | 60 480 30/20 400 16 8 KVM
large.8
Table 1-55 kM1s ECS specifications
Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ! Queu ion
h es
(Gbit/s)
km1ls.lar |2 16 2/0.4 30 2 2 KVM
ge.8
kmisxla |4 32 3/0.8 50 2 3 KVM
rge.8
km1s.2xl | 8 64 4/1.5 80 4 4 KVM
arge.8
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Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ' Queu ion
h es
(Gbit/s)
km1s.3xl | 12 96 5/2 110 4 5 KVM
arge.8
km1s.4xl | 16 128 7/3 140 4 6 KVM
arge.8
km1s.6xl | 24 192 8/4 200 8 6 KVM
arge.8
km1s.8xl | 32 256 10/5 260 8 6 KVM
arge.8
km1s.12x | 48 384 15/8 350 16 8 KVM
large.8
km1s.15x | 60 480 18/10 400 16 8 KVM
large.8
Table 1-56 kM1m ECS specifications
Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
s (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ' Queu ion
h es
(Gbit/s)
kmim.la |2 16 3/0.8 30 2 2 KVM
rge.8
kmimxl |4 32 5/1.5 50 2 3 KVM
arge.8
kmim.2x | 8 64 7/3 80 4 4 KVM
large.8
kmim.3x | 12 96 9/4.5 110 4 5 KVM
large.8
kmim.4x | 16 128 12/6 140 4 6 KVM
large.8
km1m.6x | 24 192 15/8.5 200 8 6 KVM
large.8
km1m.8x | 32 256 18/10 260 8 6 KVM
large.8
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Flavor vCPU | Memory | Max./ Max. PPS | Max. | Max. | Virtu
S (GiB) Assured (10,000) NIC NICs | alizat
Bandwidt ' Queu ion
h es
(Gbit/s)
kmim.12 | 48 384 25/16 350 16 8 KVM
xlarge.8
Scenarios

Big data analysis, precision marketing, e-commerce, loV, and in-memory storage
(such as Memcache)

1.4.5.4 Kunpeng Ultra-high 1/O ECSs

Overview

Kunpeng ultra-high 1/O ECSs use Kunpeng 920 processors and 25GE high-speed
intelligent NICs to provide up to 480 GiB DDR4-based memory with high network
performance for large in-memory datasets.

Available now: kI1 and kl1s

Table 1-57 Kunpeng ultra-high 1/O ECS features

Kunpeng 920

processor

Base frequency: 2.6

GHz

Series Compute Disk Type | Network
kl1s e vCPU to memory e Ultra- e Ultra-high packets per
ratio: 1:4 high second (PPS)
e Number of vCPUs: 8 e throughput
to 64 e High e An ECS with higher
o I/O specifications has

better network
performance.

e Maximum PPS:
3,200,000

e Maximum intranet
bandwidth: 18 Gbit/s
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Series Compute Disk Type | Network
ki1 e VvCPU to memory e High e Ultra-high packets per
ratio: 1:4 /O second (PPS)
e Number of vCPUs: 8 | @ Ultra- throughput
to 64 high e An ECS with higher
e Kunpeng 920 I/O specifications has
processor better network
performance.
e Base frequency: 2.6 )
GHz e Maximum PPS:
4,000,000
e Maximum intranet
bandwidth: 30 Gbit/s
Specifications
Table 1-58 ki1s ECS specifications
Flav | vCPUs | Memor | Max./ Max. Max | Max. | Local Virtua
or y Assured | PPS . NIC | Disks lizatio
dth s ues
(Gbit/s)
kils. |8 32 4/1.5 65 4 4 1 x KVM
2xlar 3,200
ge4 GiB
kils. | 16 64 7/3 120 6 4 2 x KVM
4xlar 3,200
ge.d GiB
kils. | 24 96 8/4 160 6 8 3 x KVM
6xlar 3,200
ge4 GiB
kils. | 32 128 10/5 200 6 8 4 x KVM
8xlar 3,200
ge4 GiB
kils. | 48 192 15/8 280 6 16 6 x KVM
12xl 3,200
arge. GiB
4
kils. | 64 228 18/10 320 6 16 8 x KVM
16xl 3,200
arge. GiB
4
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Table 1-59 ki1 ECS specifications

Flav | vCPUs | Memor | Max./ Max. Max | Max. | Local Virtua
or y Assured | PPS . NIC | Disks lizatio
dth S ues
(Gbit/s)
ki1.2 | 8 32 7/3 80 4 4 1 x KVM
xlarg 3,200
ed GiB
kit4 | 16 64 12/6 140 6 4 2 x KVM
xlarg 3,200
ed GiB
ki1.6 | 24 96 15/8.5 200 6 8 3 x KVM
xlarg 3,200
ed GiB
ki1.8 | 32 128 18/10 260 6 8 4 x KVM
xlarg 3,200
ed GiB
ki1.1 | 48 192 25/16 350 6 16 6 x KVM
2xlar 3,200
ge4 GiB
kil.1 | 64 228 30/20 400 6 16 8 x KVM
6xlar 3,200
ged GiB

Features

Table 1-60 and Table 1-61 lists the IOPS performance of kl1s ECSs and
specifications of a single local disk attached to a kl1s ECS.

Table 1-60 ki1s ECS IOPS performance

Flavor Maximum IOPS for Random 4 KB
Read

ki1s.2xlarge.4 750,000

ki1s.4xlarge.4 1,500,000

ki1s.6xlarge.4 2,250,000

ki1s.8xlarge.4 3,000,000

ki1s.12xlarge.4 4,500,000

ki1s.16xlarge.4 6,000,000

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 84



Elastic Cloud Server
User Guide

1 Service Overview

Table 1-61 Specifications of a single NVMe disk attached to a kl1s ECS

Metric Performance
Disk capacity 3.2TB

IOPS for random 4 KB read 750,000

IOPS for random 4 KB write 200,000
Read throughput 2.9 GiB/s
Write throughput 1.9 GiB/s

Access latency

Within microseconds

Table 1-62 and Table 1-63 lists the IOPS performance of ki1 ECSs and
specifications of a single local disk attached to a kI1 ECS.

Table 1-62 ki1 ECS IOPS performance

Flavor Maximum IOPS for Random 4 KB
Read

ki1.2xlarge.4 750,000

ki1.4xlarge.4 1,500,000

ki1.6xlarge.4 2,250,000

ki1.8xlarge.4 3,000,000

ki1.12xlarge.4 4,500,000

ki1.16xlarge.4 6,000,000

Table 1-63 Specifications of a single NVMe disk attached to a kI1 ECS

Metric Performance
Disk capacity 32TB

IOPS for random 4 KB read 750,000

IOPS for random 4 KB write 200,000
Read throughput 2.9 GiB/s
Write throughput 1.9 GiB/s

Access latency

Within microseconds
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Notes

Scenarios

Kunpeng ultra-high 1/O ECSs do not support specifications modification.
Kunpeng ultra-high 1/O ECSs do not support local disk snapshots or backups.

Kunpeng ultra-high 1/O ECSs can use both local disks and EVS disks to store
data. In addition, they can have EVS disks attached to provide a larger storage
size. Use restrictions on the two types of storage media are as follows:

- Only an EVS disk, not a local disk, can be used as the system disk of a
Kunpeng ultra-high 1/O ECS.

- Both EVS disks and local disks can be used as data disks of a Kunpeng
ultra-high 1/O ECS.

- A Kunpeng ultra-high 1/O ECS can have a maximum of 60 attached disks
(including VBD, SCSI, and local disks). Among the 60 disks, the maximum
number of SCSI disks is 30, and the maximum number of VBD disks is 22
(including the system disk).

- Itis a good practice to use World Wide Names (WWNs), but not drive
letters, to perform operations on local disks to prevent drive letter drift
(low probability) on Linux. Take local disk attachment as an example:

If the local disk WWN is wwn-0x50014ee2b14249f6, run the
mount /dev/disk/by-id/wwn-0x50014ee2b14249f6 command.

(11 NOTE

How can | view the local disk WWN?
1. Log in to the ECS.
2. Run the following command:

Ll /dev/disk/by-id

The local disk data of a Kunpeng ultra-high 1/O ECS if an exception occurs,
such as physical server breakdown or local disk damage. If your application
does not use the data reliability architecture, it is a good practice to use EVS
disks to build your ECS.

When a Kunpeng ultra-high 1/O ECS is deleted, the data on local NVMe SSDs
will also be automatically deleted, which can take some time. As a result, a
Kunpeng ultra-high 1/O ECS takes a longer time than other ECSs to be
deleted. Back up the data before deleting such an ECS.

The data reliability of local disks depends on the reliability of physical servers
and hard disks, which are SPOF-prone. It is a good practice to use data
redundancy mechanisms at the application layer to ensure data availability.
Use EVS disks to store service data that needs to be stored for a long time.

The device name of a local disk attached to a Kunpeng ultra-high I/O ECS
is /dev/nvmeOn1 or /dev/nvmeOn2.

The basic resources, including vCPUs, memory, and image of a Kunpeng ultra-
high 1/O ECS will continue to be billed after the ECS is stopped. To stop the
ECS from being billed, delete it and its associated resources.

Kunpeng ultra-high 1/O ECSs can be used for high-performance relational
databases, NoSQL databases (such as Cassandra and MongoDB), and
ElasticSearch.
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1.4.5.5 Kunpeng Al Inference-accelerated ECSs

Kunpeng Al inference-accelerated ECSs are designed to provide acceleration
services for Al services. These ECSs are provided with the Ascend Al Processors and
Ascend Al Software Stack.

Kunpeng Al inference-accelerated ECSs use Ascend 310 processors for Al inference
acceleration.

Table 1-64 Kunpeng Al Inference-accelerated ECSs

Series Compute Disk Type | Network
kAils e vCPU to memory e High e Ultra-high packets per
ratio: 1:1 or 1:2 /O second (PPS)
e Number of vCPUs: 4 | e General throughput
to 48 Purpos | e An ECS with higher
e Kunpeng 920 e SSD specifications has
processor e Ultra- better network
hiah performance.
e Base frequency: 2.6 g ‘
GHz /O e Maximum PPS:
2,000,000

e Extrem
e SSD e Maximum intranet

e General bandwidth: 12 Gbit/s

Purpos
e SSD
V2

(11 NOTE

The driver and CANN used by kAi1s ECSs only support version 21.0.2 (3.0.1) and cannot be
upgraded.

Kunpeng Enhanced Al Inference-accelerated kAils (Type I)

Overview

Kunpeng Al inference-accelerated kAils ECSs use Ascend 310 processors for Al
acceleration. Ascend 310 processors feature low power consumption, high
computing capabilities, and significantly improved energy efficiency ratio (EER),
facilitating the wide application of Al inference. kAi1s ECSs deliver the computing
acceleration capabilities of the Ascend 310 processors on the cloud platform. This
helps you quickly and simply use the Ascend 310 processors.

kAi1s ECSs are based on Atlas 300! accelerator cards. For details, see Ascend
Community.

kAi1s ECSs are used for general technologies, such as computer vision, speech
recognition, and natural language processing to support smart retail, smart
campus, robot cloud brain, and safe city scenarios.

Specifications
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Table 1-65 kAi1s ECS specifications

Flavo | vCPUs | Memo | Max./ | Max. Max. Max. Asce | Virtu
r ry Assure | PPS NIC NICs nd alizat
(GIB) d (10 00 Queue 310 ion
Bandw | o) ! s Proc
idth esso
(Gbit/s rs
)
kails. | 4 4 3/0.8 20 2 2 1 KVM
xlarg
e.l
kails. | 8 8 4/1.5 40 2 3 2 KVM
2xlar
ge.1
kails. | 16 16 6/3 80 4 4 4 KVM
4xlar
ge.1
kails. | 12 24 8/4 100 4 4 4 KVM
3xlar
ge.2
kails. | 16 32 10/6 140 4 5 6 KVM
4xlar
ge.2
kails. | 24 48 12/8 200 8 6 8 KVM
6xlar
ge.2
kails. | 36 72 12/8 200 8 6 12 KVM
Oxlar
ge.2
kails. | 48 96 12/8 200 16 6 12 KVM
12xla
rge.2
Features
kAi1s ECSs have the following features:
e 1:1 or 1:2 ratio of vCPUs to memory
e CPU: Kunpeng 920 (2.6 GHz)
e Ascend 310 processors, four of which in an Atlas 3001 accelerator card
e 8 TeraFLOPS of half-precision computing (FP16) on one processor
e 16 TeraOPS of integer-precision computing (INT8) on one processor
e 8 GiB of GPU memory with a memory bandwidth of 50 GiB/s on one
processor
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Built-in hardware video codec engine, supporting H.264/H.265

Notes

Using a kAi ECS

kAi1s ECSs support the following OSs:

- Ubuntu Server 18.04 64bit

- CentOS 7.6 64-bit

kAi1s ECSs do not support modification of specifications.

kAi1s ECSs support automatic recovery when the hosts accommodating such
ECSs become faulty.

Perform the following steps:

1.

1.5 Images

Create an ECS. For details, see "Step 1: Configure Basic Settings" in the Elastic
Cloud Server User Guide.

- In the Specifications field, select kAi-accelerated specifications.
- In the Image field, select Public image or Private image.
®  Public image: The CANN 3.1.0 development kit has been included

and environment variables have been configured in public images by
default. You need to verify the environment availability.

®  Private image: You need to install the driver, firmware, and
development kit, and configure environment variables by yourself.
For details, see the CANN Software Installation Guide of the
corresponding version in Ascend Documentation.

Remotely log in to the ECS.
If your ECS runs Linux, use an SSH password to log in to the ECS.
Verify the environment availability.

Use a sample for compilation and running. For details, see "Sample Overview"
in the Model Development Learning Map of the corresponding CANN edition
in Ascend Documentation.

The sample shows how to classify images (decode, resize, and infer images)
based on the Caffe ResNet-50 network.

1.5.1 Image Types

What Is Image?

An image is an ECS template that contains an OS. It may also contain proprietary
software and application software, such as database software. You can use images
to create ECSs.

Images can be public or private. Public images are provided by the system by
default, and private images are manually created. You can use any type of image
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to create an ECS. You can also create a private image using an existing ECS or
external image. This provides you with a simple and fast way to create ECSs
tailored to your needs. For example, if you use web services, your image can
contain web server configurations, static configurations, and dynamic page code.
After you use this image to create an ECS, the web server will run on the created

ECS.

Image Types

Image Type

Description

Public

A public image is a standard, widely used image. It contains an
OS and preinstalled public applications and is available to all
users. Public images are very stable and their OS and any
included software have been officially authorized for use. If a
public image does not contain the environments or software you
need, you can use a public image to create an ECS and then
deploy the required environments or software on it.

Private

A private image contains an OS or service data, preinstalled
public applications, and a user's personal applications. Private
images are only available to the users who created them.

A private image can be a system disk image, data disk image,
ISO image, or full-ECS image.

e A system disk image contains an OS and preinstalled
software for various services. You can use a system disk
image to create ECSs and migrate your services to the cloud.

e A data disk image contains only service data. You can use a
data disk image to create EVS disks and use them to migrate
your service data to the cloud.

e An ISO image is created from an external ISO image file. It is
a special image that is not available on the ECS console.

e A full-ECS image contains an OS, preinstalled software, and
service data. A full-ECS image is created using differential
backups and the creation takes less time than creating a
system or data disk image that has the same disk capacity.

Shared

A shared image is a private image another user has shared with
you.

For more information, see "Sharing Images" in /mage
Management Service User Guide.

1.5.2 Cloud-Init

Cloud-Init is an open-source cloud initialization program, which initializes some of
the customized configurations of a newly created ECS, such as the hostname and

user data.

Using Cloud-Init to initialize your ECSs will affect your ECS, IMS, and AS services.
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Impact on IMS

To ensure that ECSs that are created using a private image support custom
configurations, you must install Cloud-Init or Cloudbase-Init on the ECSs before
using them to create private images.

For Windows OSs, download and install Cloudbase-Init.

For Linux OSs, download and install Cloud-Init.

After being installed in an image, Cloud-Init or Cloudbase-Init automatically
configures initial attributes for the ECSs created using this image.

For more information, see /mage Management Service User Guide.

Impact on ECS

Impact on AS

Notes

When creating an ECS, if the selected image supports Cloud-Init, you can use
the User Data function to specify custom configuration, such as ECS login
password to the ECS. Such custom settings will take effect upon ECS
initialization.

If Cloud-Init is supported, ECS login modes will be changed.

If Cloud-Init is supported, you can view and use metadata to configure and
manage running ECSs.

When creating an AS configuration, you can use the User Data function to
specify ECS configurations for initialization. If the AS configuration has taken
effect in an AS group, the ECSs newly created in the AS group will
automatically initialize their configurations based on the specified ECS
configurations.

For an existing AS configuration, if its private image does not have Cloud-Init
or Cloudbase-Init installed, the login mode of the ECSs created in the AS
group where the AS configuration takes effect may fail to take effect.

To resolve this issue, see "How Does Cloud-Init Affect the AS Service?" in Auto
Scaling User Guide.

When using Cloud-Init, enable DHCP in the VPC which the ECS belongs to.

When using Cloud-Init, ensure that security group rules for the outbound
direction meet the following requirements:

- Protocol: TCP
- Port: 80
- Destination: 169.254.0.0/16

(11 NOTE

If you use the default security group rules for the outbound direction, the metadata
can be accessed because the default rules meet the preceding requirements. For
details about the default security group rules for the outbound direction, see Security
Group.
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1.6 EVS Disks

What Is Elastic Volume Service?

Disk Types

Device Types

Elastic Volume Service (EVS) offers scalable block storage for ECSs. With high
reliability, high performance, and rich specifications, EVS disks can be used for
distributed file systems, development and test environments, data warehouses,
and high-performance computing (HPC) scenarios to meet diverse service
requirements.

EVS disk types differ in performance. Choose a disk type based on your
requirements.

For more information about EVS disk specifications and performance, see Elastic
Volume Service User Guide.

EVS disks have two device types, Virtual Block Device (VBD) and Small Computer
System Interface (SCSI).

e VBD

When you create an EVS disk on the management console, Device Type of
the EVS disk is VBD by default. VBD EVS disks support only simple SCSI read/
write commands.

e SCSI

You can create EVS disks whose Device Type is SCSI on the management
console. These EVS disks support transparent SCSI command transmission,
allowing ECS OS to directly access underlying storage media. SCSI EVS disks
support both basic and advanced SCSI commands.

(10 NOTE

For more information about how to use SCSI EVS disks, for example, how to install a
driver for SCSI EVS disks, see "Device Types and Usage Instructions" in Elastic Volume
Service User Guide.

1.7 Network

VPC

Virtual Private Cloud (VPC) allows you to create customized virtual networks in
your logically isolated AZ. Such networks are dedicated zones that are logically
isolated, providing secure network environments for your ECSs. You can define
security groups, virtual private networks (VPNs), IP address segments, and
bandwidth for a VPC. This facilitates internal network configuration and
management and allows you to change your network in a secure and convenient
network manner. You can also customize the ECS access rules within a security
group and between security groups to improve ECS security.
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For more information about VPC, see Virtual Private Cloud User Guide.

Subnets

A subnet is a range of IP addresses in your VPC and provides IP address
management and DNS resolution functions for ECSs in it. The IP addresses of all
ECSs in a subnet belong to the subnet.

By default, ECSs in all subnets of the same VPC can communicate with each other,
while ECSs in different VPCs cannot.

Security Group

A security group is a collection of access control rules for ECSs that have the same
security protection requirements and that are mutually trusted. By adding an ECS
to a security group, you apply all the rules defined for this security group to this
ECS.

Your account automatically comes with a default security group. The default
security group allows all outbound data, denies all inbound data, and allows all
data between ECSs in the group. Your ECSs in the security group can communicate
with each other without the need to add rules.

Figure 1-2 Default security group

Region
e
VPC
192.168.0.0/16
Subnet 1 Subnet 2
192.168.0.0/24 192.168.1.0/24
Custom security Allow all Default security group Default security group

X S
EL B Deny al ECS  ECS

inbound traffic

group outbound traffic Mutual
0 0 access @ @
ECS ECS

______________________________________ J
Table 1-66 describes the rules in the default security group.
Table 1-66 Default security group rules
Directi | Protoc | Port/ Source/ Description
on ol Range Destination
Outbo | All All Destination: Allows all outbound traffic.
und 0.0.0.0/0
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Directi | Protoc | Port/ Source/ Description
on ol Range Destination
Inboun | All All Source: the Allows communications
d current security among ECSs within the
group (for security group and denies
example, sg- all inbound traffic
XXXXX) (incoming data packets).
EIP

The Elastic IP (EIP) service enables your cloud resources to communicate with the
Internet using static public IP addresses and scalable bandwidths. EIPs can be
bound to or unbound from ECSs, BMSs, virtual IP addresses, or load balancers.

Each EIP can be used by only one cloud resource at a time.

1.8 Security

1.8.1 Fault Recovery

Cloud Backup and Recovery (CBR) lets you back up and restore data in case of a
failure. If an ECS or EVS disk is faulty or data is deleted accidentally, you can use
data backups to quickly restore data.

What Is CBR?

CBR enables you to back up ECSs and EVS disks with ease. If any exceptions occur,
such as virus attack, accidental deletion, or software or hardware fault, you can
restore data to any point in the past when the data was backed up.

CBR secures your services by ensuring the security and consistency of your data.

Differences Between Cloud Server Backup and Cloud Disk Backup

You can back up ECS data using Cloud Server Backup or Cloud Disk Backup.

e Cloud Server Backup (recommended): Use this backup function if you want to
back up the data of all EVS disks (system and data disks) on an ECS. This
prevents data inconsistency caused by time difference in creating a backup.

e Cloud Disk Backup: Use this backup function if you want to back up the data
of one or more EVS disks (system or data disk) on an ECS. This minimizes
backup costs on the basis of data security.
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Table 1-67 Differences between cloud server backup and cloud disk backup

Item Cloud Server Backup Cloud Disk Backup
Resources to | All disks (system and data One or more specified disks
be backed disks) on a server (system or data disks)

up or

restored

Recommend | An entire cloud server needs | Only data disks need to be
ed scenario | to be protected. backed up, because the system

disk does not contain users'
application data.

Advantages | All disks on a server are Backup cost is reduced without

backed up at the same time, | compromising data security.
ensuring data consistency.

1.9 Constraints

This section describes notes and constraints on using ECSs.

Precautions

Do not use ECSs as unauthorized servers for any illegal or violation activities,
such as gambling or cross-border VPN.

Do not use ECSs for fraudulent transactions, such as click farming on e-
commerce websites.

Do not use ECSs to initiate network attacks, such as DDoS attacks, CC attacks,
web attacks, brute force cracking, or to spread viruses and Trojan horses.

Do not use ECSs for traffic transit.
Do not use ECSs for web crawling.

Do not use ECSs to detect other systems like scanning or penetration unless
otherwise being authorized.

Do not deploy any illegal websites or applications on ECSs.

Do not use ECSs to send spams or engage in activities that violate personal
privacy.

Restrictions on using ECSs

Do not uninstall drivers on the ECS hardware.

Do not install external hardware devices, such as encryption dongles, USB
flash drives, external hard disks, or bank USB security keys on ECSs.

Do not change the MAC address of NICs.
Do not install virtualization software on ECSs for nested virtualization.

Do not associate software licenses with the physical server hosting an ECS.
Once an ECS is migrated from one physical server to another, the associated
licenses may become invalid.
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Do not deploy applications on a single ECS if you require high availability. Set
up auto start for your ECSs or deploy applications in cluster or active/standby
mode.

Data on ECSs running core applications needs to be backed up.
Monitoring needs to be configured for ECSs.

Do not change the default DNS server address. If you need to configure a
public DNS address, configure both a public and a private DNS address on
your ECS.

The system disk can boot from Basic Input Output System (BIOS) or Unified
Extensible Firmware Interface (UEFI) according to the boot mode in the
image file.

- You can change the OS to convert the boot mode of the ECS.
- You can create a UEFI or BIOS private image and use it to create an ECS.

Precautions for Using Windows ECSs

Do not stop system processes if you are not sure about the consequences.
Otherwise, BSOD or a restart may occur on the ECS.

Ensure that there is at least 2 GiB of idle memory. Otherwise, BSOD, freezing,
or service failures may occur.

Do not modify the registry. Otherwise, the system startup may fail. If the
modification is mandatory, back up the registry before modifying it.

Do not modify ECS clock settings. Otherwise, DHCP lease may fail, leading to
the loss of IP addresses.

Do not delete the CloudResetPwdAgent or CloudResetPwdUpdateAgent
process. Otherwise, one-click password reset will become unavailable.

Do not disable virtual memory. Otherwise, system performance may
deteriorate, or system exceptions may occur.

Do not delete the VMTool program, or an exception may occur on the ECS.

Precautions for Using Linux ECSs

Do not modify the /etc/issue file. Otherwise, the OS distribution will not be
identified.

Do not delete system directories or files. Otherwise, the system may fail to
run or start.

Do not change the permissions for or names of system directories. Otherwise,
the system may fail to run or start.

Do not upgrade the kernel of the Linux unless necessary.

Do not delete the CloudResetPwdAgent or CloudResetPwdUpdateAgent
process. Otherwise, one-click password reset will be unavailable.

Do not change the default /etc/resolv.conf of the DNS server. Otherwise,
software sources and NTP may be unavailable.

Do not modify default intranet configurations, such as the IP address, subnet
mask, or gateway address of an ECS. Otherwise, network exceptions may
occur.

Manually specified IP addresses for Linux ECSs are generally static IP
addresses. To avoid network exceptions caused by conflicts between
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NetworkManager and internal network services, do not enable
NetworkManager when not required, such as when installing Kubernetes.

1.10 ECS and Other Services

ECS-related Services
e Auto Scaling (AS)

Automatically adjusts ECS resources based on the configured AS policies. This
improves resource usage and reduces resource costs.

e (ELB)

Automatically distributes traffic to multiple ECSs. This enhances system
service and fault tolerance capabilities.

e Elastic Volume Service (EVS)
Enables you to attach EVS disks to an ECS and expand their capacity.
e Virtual Private Cloud (VPC)

Enables you to configure internal networks and change network
configurations by customizing security groups, VPNs, IP address ranges, and
bandwidth. This simplifies network management. You can also customize the
ECS access rules within a security group and between security groups to
improve ECS security.

e Image Management Service (IMS)

Enables you to create ECSs using images. This improves the efficiency of ECS
creation.

e C(Cloud Eye

Allows you to check the status of monitored service objects after you have
obtained an ECS. This can be done without requiring additional plug-ins be
installed.

e Cloud Backup and Recovery (CBR)

Backs up EVS disks and ECSs for restoration. You can back up all EVS disks
(including the system disk and data disks) attached to an ECS and use the
backup to restore the ECS data.

1.11 Permissions Management

If you need to assign different permissions to employees in your enterprise to
access your ECS resources, IAM is a good choice for fine-grained permissions
management. IAM provides identity authentication, permissions management,
and access control, helping you secure access to your resources.

With IAM, you can use your account to create IAM users, and assign permissions
to the users to control their access to specific resources. For example, some
software developers in your enterprise need to use ECS resources but should not
be allowed to delete the resources or perform any other high-risk operations. In
this scenario, you can create IAM users for the software developers and grant
them only the permissions required for using ECS resources.
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If your account does not need individual IAM users for permissions management,
skip this section.

IAM is a free service. You pay only for the resources in your account. For more
information about IAM, see /dentity and Access Management Service Overview.

ECS Permissions

By default, new IAM users do not have permissions assigned. You need to add a
user to one or more groups, and attach permissions policies or roles to these
groups. Users inherit permissions from the groups to which they are added and
can perform specified operations on cloud services based on the permissions.

ECS is a project-level service deployed and accessed in specific physical regions. To
assign ECS permissions to a user group, specify the scope as region-specific
projects and select projects for the permissions to take effect. If you select All
projects, the permissions will take effect for user groups in all region-specific
projects. When accessing ECS, the users need to switch to a region where they
have got permissions to use this service.

You can grant users permissions by using roles and policies.

e Roles: A type of coarse-grained authorization mechanism that defines
permissions related to user responsibilities. This mechanism provides only a
limited number of service-level roles for authorization. When using roles to
grant permissions, you also need to assign other roles which the permissions
depend on to take effect. However, roles are not an ideal choice for fine-
grained authorization and secure access control.

e Policies: A fine-grained authorization strategy that defines permissions
required to perform operations on specific cloud resources under certain
conditions. This mechanism allows for more flexible policy-based
authorization, meeting requirements for secure access control. For example,
you can grant ECS users only the permissions for managing a certain type of
ECSs.

Most policies define permissions based on APIs. For the API actions supported
by ECS, see "Permissions Policies and Supported Actions" in Elastic Cloud
Server APl Reference.

Table 1-68 and Table 1-69 list all ECS system-defined policies and roles.

Table 1-68 ECS system-defined policies (recommended)

Policy/Role Description Policy Content
Name

ECS FullAccess Administrator permissions for ECS. ECS FullAccess Policy
Users granted these permissions Content

can perform all operations on ECSs,
including creating, deleting, and
viewing ECSs, and modifying ECS
specifications.
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Policy/Role Description Policy Content
Name
ECS Common user permissions for ECS. ECS
CommonOperati | Users granted these permissions CommonOperations
ons can start, stop, restart, and query Policy Content
ECSs.
ECS Read-only permissions for ECS. ECS ReadOnlyAccess
ReadOnlyAccess | Users granted these permissions Policy Content
can only view ECS data.

Table 1-69 ECS system-defined roles

Role Name

Description

Role Content

Server
Administrator

Full permissions for ECS. This role
must be used together with the
Tenant Guest role in the same

project.

If a user needs to create, delete, or
change resources of other services,
the user must also be granted
administrator permissions of the
corresponding services in the same

project.

For example, if a user needs to
create a new VPC when creating an
ECS, the user must also be granted
permissions with the VPC
Administrator role.

Server Administrator
Role Content

Table 1-70 lists the common operations supported by each system-defined policy

of ECS. Select the policies as required.

Table 1-70 Common operations supported by each system-defined policy

Operation ECS FullAccess | ECS ECS
CommonOperati | ReadOnlyAcces
ons s
Creating an ECS Supported Not supported Not supported
Remotely logging in to | Supported Supported Not supported
an ECS on the (VNC login not
management console supported)
Querying an ECS list Supported Supported Supported
Querying ECS details Supported Supported Supported

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 99



Elastic Cloud Server

User Guide 1 Service Overview

Operation ECS FullAccess | ECS ECS
CommonOperati | ReadOnlyAcces
ons s

Modifying ECS details | Supported Not supported Not supported

Starting an ECS Supported Supported Not supported

Stopping an ECS Supported Supported Not supported

Restarting an ECS Supported Supported Not supported

Deleting an ECS Supported Not supported Not supported

Reinstalling an ECS OS | Supported Not supported Not supported

Changing an ECS OS Supported Not supported Not supported

Attaching a disk to an | Supported Not supported Not supported

ECS

Detaching a disk from | Supported Not supported Not supported

an ECS

Querying a disk list Supported Supported Supported

Attaching a NIC to an | Supported Not supported Not supported

ECS

Detaching a NIC from | Supported Not supported Not supported

an ECS

Querying a NIC list Supported Supported Supported

Modifying ECS Supported Not supported Not supported

specifications

Querying the ECS Supported Supported Supported

flavor list

Querying ECS groups Supported Supported Supported

ECS FullAccess Policy Content

{
"Version": "1.1",
"Statement": [

{

"Effect": "Allow",

"Action": [
"ecs*,

"evs:*.get",

"evs:*list",
"evs:.volumes:create",
"evs:volumes:delete",
"evs:.volumes:attach",
"evs:volumes:detach",
"evs:volumes:manage",
"evs:volumes:update",
"evs:volumes:use",
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"evs:volumes:uploadimage",
"evs:snapshots:create",
"vpc*:get”,

"vpc:*ilist",
"vpc:networks:create”,
"vpc:networks:update",
"vpc:subnets:update”,
"vpc:subnets:create”,
"vpc:ports:*",
"vpcrouters:get”,
"vpc:routers:update",
"vpc:securityGroups:*",
"vpc:securityGroupRules:*",
"vpc:floatinglps:*",
"vpc:publiclps:*",
"ims:images:create",
"ims:images:delete",
"ims:images:get",
"ims:images:list",
"ims:images:update",
"ims:images:upload"

ECS CommonOperations Policy Content
{

"Version": "1.1",
"Statement": [
{

"Effect": "Allow",

"Action": [
"ecs:*:get*",
"ecs:*:list*",
"ecs:*:start"”,
"ecs:*:stop”,
"ecs:*:reboot",
"ecs:blockDevice:use",
"ecs:cloudServerFpgalmages:relate",
"ecs:cloudServerFpgalmages:register",
"ecs:cloudServerFpgalmages:delete",
"ecs:cloudServerFpgalmags:unrelate",
"ecs:cloudServers:setAutoRecovery",
"ecs:cloudServerPasswords:reset",
"ecs:cloudServerPorts:modify",
"ecs:cloudServers:vnc",
"ecs:diskConfigs:use",
"ecs:securityGroups:use"”,
"ecs:serverGroups:manage”,
"ecs:serverFloatinglps:use",
"ecs:serverKeypairs:*",
"ecs:serverPasswords:manage",
"ecs:servers:createConsole",
"ecs:servers:createlmage”,
"ecs:servers:setMetadata",
"ecs:servers:setTags",
"ecs:serverVolumes:use",
"evs:*:.get*",
"evs:*list*",
"evs:snapshots:create",
"evs:volumes:uploadimage",
"evs:volumes:delete",
"evs:volumes:update",
"evs:.volumes:attach",
"evs:.volumes:detach",
"evs:volumes:manage",
"evs:volumes:use",
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"vpcr:get*”,

"vpc:*ilist*",
"vpc:floatinglps:create”,
"vpc:floatinglps:update”,
"vpc:floatinglps:delete”,
"vpc:publiclps:update”,
"vpc:publiclps:delete”,
"ims:images:create",
"ims:images:delete",
"ims:images:get",
"ims:images:list",
"ims:images:update",
"ims:images:upload"

ECS ReadOnlyAccess Policy Content

{

"Version": "1.1",
"Statement": [

"Effect": "Allow",
"Action": [

"ecs:*:get*",
"ecs:*:list*",

"ecs:serverGroups:manage”,

"ecs:serverVolumes:use",
"evs:*:.get*",

"evs:*:list*",

"vpc*:get*”,

"vpcrlist*",

"ims:*:get*",

"ims:*:list*"

Server Administrator Role Content

{

"Version": "1.1",
"Statement": [

"evs:volumes:create",
"evs:volumes:delete",
"evs:volumes:attach",
"evs:volumes:detach",
"evs:volumes:manage",
"evs:volumes:update",
"evs:volumes:uploadimage",
"evs:snapshots:create",

"vpc:networks:create",
"vpc:networks:update"”,
"vpc:subnets:update”,
"vpc:subnets:create”,
"vpcrouters:get”,
"vpc:routers:update",
"vpc:ports:*",
"vpc:privatelps:*",
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"vpc:securityGroups:*",
"vpc:securityGroupRules:*",
"vpc:floatinglps:*",
"vpc:publiclps:*",
"vpc:bandwidths:*",
"vpc:firewalls:*",
"ims:images:create”,
"ims:images:delete",
"ims:images:get",
"ims:images:list",
"ims:images:update",
"ims:images:upload"

"'Effect": "Allow"
}

1
}

1.12 Region and AZ

Concept

A region and availability zone (AZ) identify the location of a data center. You can
create resources in a specific region and AZ.

e Avregion is a physical data center, which is completely isolated to improve
fault tolerance and stability. The region that is selected during resource
creation cannot be changed after the resource is created.

e An AZis a physical location where resources use independent power supplies
and networks. A region contains one or more AZs that are physically isolated
but interconnected through internal networks. Because AZs are isolated from
each other, any fault that occurs in one AZ will not affect others.

Figure 1-3 shows the relationship between regions and AZs.

Figure 1-3 Regions and AZs

Selecting a Region

Select a region closest to your target users for lower network latency and quick
access.

Selecting an AZ

When deploying resources, consider your applications' requirements on disaster
recovery (DR) and network latency.
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e  For high DR capability, deploy resources in different AZs within the same
region.

e  For lower network latency, deploy resources in the same AZ.

Regions and Endpoints

Before you use an API to call resources, specify its region and endpoint. For more
details, see Regions and Endpoints.
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Getting Started

2.1 Creating an ECS

2.1.1 Overview

Scenarios

ECSs are more cost-effective than physical servers. Within minutes, you can obtain
ECS resources from the cloud service platform. ECS resources are flexible and on-
demand. This section describes how to create an ECS on the management console.

Creation process:

Step 1: Configure Basic Settings
Step 2: Configure Network

Step 3: Configure Advanced Settings
Step 4: Confirm

2.1.2 Step 1: Configure Basic Settings

Accessing the ECS Creation Page

Basic Settings
1.

Log in to the management console.

Under Computing, click Elastic Cloud Server.
Click Create ECS.

The page for creating ECSs is displayed.

Confirm the region.

If the region is incorrect, click 0 in the upper left corner of the page to
select your region.
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Select an AZ.

An AZ is a physical location that uses independent power supply and
networks. AZs in the same region can communicate with each other over an
intranet.

- To enhance application availability, create ECSs in different AZs.
- To shorten network latency, create ECSs in the same AZ.

(1] NOTE

e During the creation process, you can select a random AZ. The system will use a
hash algorithm to select an AZ as the default AZ based on your universally unique
identifier (UUID).

e The available ECS types and flavors vary depending on AZs. To view all supported
ECS types and flavors on the cloud service platform, set AZ to Random. Then, the
system automatically allocates an AZ according to your selected ECS flavor.

For example, S3 ECSs are available only in AZ1; S2 ECSs are available in AZ2 and
AZ3 and have been sold out in AZ1. If you set AZ to Random, you can view both
S3 and S2 ECSs. If you create an S3 ECS, the system automatically allocates it to
AZ1. If you create an S2 ECS, the system randomly allocates it to AZ2 or AZ3.

Set Specifications.

The cloud platform provides various ECS types for different application
scenarios. You can choose from existing ECS types and flavors in the list.
Alternatively, you can enter a flavor or specify vCPUs and memory size to
search for the flavor suited to your needs.

(1] NOTE

e Before selecting an ECS type, learn about various types of ECSs and their
precautions. For details, see ECS Types.

Select an image.

- Public image
A public image is a standard, widely used image. It contains an OS and
preinstalled public applications and is available to all users. You can
configure the runtime environment or software in the public image as
needed.

- Private image

A private image is an image available only to the user who created it. It
contains an OS, preinstalled public applications, and the user's private
applications. Using a customized private image, you can create ECSs
tailored to your needs in batches.
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Network Settings

{11 NOTE

If a full-ECS image is in Normal state and the system displays message
"Available in AZx", the full-ECS image can be used to create ECSs in this AZ
only. Additionally, the SCSI and sharing attribute settings of the system and
data disks cannot be modified during ECS creation.

If a full-ECS image is in Normal state but the system does not display
message "Available in AZx", the full-ECS image can be used to create ECSs in
the entire region. Additionally, the SCSI and sharing attribute settings of data
disks can be modified during ECS creation.

To ensure that NIC multi-queue is enabled on an ECS created using a private
image, configure NIC multi-queue when creating such a private image. NIC
multi-queue routes NIC interrupt requests among multiple vCPUs for higher
network packets per second (PPS) and bandwidth.

For details, see "How Do | Set NIC Multi-Queue Feature of an Image?"

Shared image

A shared image is a private image shared by another user.
5. Set System Disk and Data Disk if required.

System disk

For details about the disk types supported by ECSs, see EVS Disks.
Data disk

You can create multiple data disks for an ECS and enable required
functions for each data disk. During the creation process, you can add a
maximum of 23 data disks for each ECS and customize the disk size as
needed.

Click Show ™ and set the following functions if required:

SCSI: indicates that the device type of the data disk is SCSI if you
select this option. For more information about SCSI disks and ECSs
that can have SCSI disks attached, see EVS Disks.

Share: indicates that the EVS disk is sharable if you select this option.
Such an EVS disk can be attached to multiple ECSs.

6. Click Next: Configure Network.

2.1.3 Step 2: Configure Network

1. Set Network by selecting an available VPC and subnet from the drop-down
list and specifying a private IP address assignment mode.

VPC provides a dedicated network for your ECS. A VPC can contain subnets for
further isolation. You can configure security groups per subnet to control
access to cloud resources.

You can select an existing VPC or create a new one.

For more information about VPC, see Virtual Private Cloud User Guide.
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(11 NOTE

e Ensure that DHCP is enabled in the VPC which the ECS belongs to.

e When you use VPC for the first time, the system automatically creates a VPC for
you, including the security group and NIC.
2. (Optional) Add an extension NIC. You can add multiple extension NICs to an
ECS and specify IP addresses for them (including primary NICs).

(10 NOTE

If you specify an IP address for a NIC when creating multiple ECSs in a batch:
e This IP address serves as the start IP address.

e Ensure that the IP addresses required by the NICs are within the subnet,
consecutive, and available.

e The subnet with the specified IP address cannot overlap with other subnets.

- By default, the system assigns IPv4 addresses. If you select
Automatically-assigned IPv6 address, NICs support both IPv4 and IPv6
addresses, and the system assigns IPv4 and IPv6 dual-stack addresses. In
a VPC, an ECS uses an IPv6 address to access the dual-stack intranet. To
access the Internet, you must enable IPvé Bandwidth and select a shared
bandwidth. Then, the ECS accesses the IPv6 Internet through the IPv6
address.

After creating an ECS, manually configure it, including allowing it to
dynamically obtain an IPv6 address and enabling IPv6. For details, see
Dynamically Assigning IPv6 Addresses.

{11 NOTE

e |Pv6 can be enabled only during ECS creation, and the configuration cannot
be modified. If IPv6 Bandwidth is not enabled when you create an ECS, you
can enable it after the ECS is created.

e Dedicated bandwidth is not supported.

3. Set Security Group by selecting an available security group from the drop-
down list or creating a new one.

A security group controls ECS access within or between security groups by
defining access rules. This enhances ECS security.

When creating an ECS, you can select multiple (recommended not more than
five) security groups. In such a case, the access rules of all the selected
security groups apply on the ECS.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 108



Elastic Cloud Server
User Guide

2 Getting Started

(11 NOTE

Before initializing an ECS, ensure that the security group rules for the outbound
direction meet the following requirements:

e Protocol: TCP
e Port: 80
e Source: 169.254.0.0/16

If you use the default security group rules for the outbound direction, the preceding
requirements are met, and the ECS can be initialized. The default security group rules
for the outbound direction are as follows:

e Protocol: ANY

e Port: ANY

e Remote End: 0.0.0.0/16
Set EIP.

An EIP is a static public IP address bound to an ECS in a VPC. Using the EIP,
the ECS can provide services externally.

The following options are provided:
- Auto assign

The system automatically assigns an EIP for the ECS. The EIP provides a
dedicated bandwidth that is configurable.

- Specify

An existing EIP is assigned for the ECS. When using an existing EIP, you
are not allowed to create ECSs in a batch.

- Do not use

Without an EIP, the ECS cannot access the Internet and is used in the
private network or cluster only.

Set Bandwidth Size.
Select the bandwidth based on service requirements. The unit is Mbit/s.

2.1.4 Step 3: Configure Advanced Settings

Advanced Settings

1.

Set ECS Name.

The name can be customized but can contain only letters, digits, underscores
(1), hyphens (-), and periods (.).

If you want to create multiple ECSs at a time, the system automatically
sequences these ECSs.

If multiple ECSs are created at a time, the system automatically adds a
hyphen followed by a four-digit incremental number to the end of each ECS
name. For example, if you enter ecs, the ECSs will be named ecs-0001,
ecs-0002, ... If you create multiple ECSs again, the numbering of the new ECS
names continues from the highest existing value. For example, if the ECS with
the highest number in name is ecs-0010. If you enter ecs, the names of the
new ECSs will be ecs-0011, ecs-0012, ... When the value reaches 9999, it will
start over again from 0001.
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2.

Allow duplicate name: allows ECS names to be duplicate. If you select Allow
duplicate name and create multiple ECSs in a batch, the created ECSs will

have the same name.

The ECS Name set in this step will be the initial host name in the ECS OS.

(10 NOTE

The naming rules of hostnames comply with RFC 952 and RFC 1123.

When you set the ECS name and hostname, you are advised to use letters (a-z), digits
(0-9), and hyphens (-) to prevent unknown issues. In the ECS:

e Periods (.), hyphens (-), Chinese characters, or underscores (_) at the beginning of
the name will be ignored.

e If periods (.) and Chinese characters are not at the beginning, they and the content
following them will be ignored.

Set Login Mode.
- Password

A username and its initial password are used for ECS login authentication.

The initial password of user root is used for authenticating Linux ECSs,
while that of user Administrator is used for authenticating Windows

ECSs.

The passwords must meet the requirements described in Table 2-1.

Table 2-1 Password complexity requirements

Parameter

Requirement

Password

Consists of 8 to 26 characters. For specific
requirements on the password length, see the
information displayed on the console.

Contains at least three of the following character
types:

- Uppercase letters

- Lowercase letters

- Digits

- Special characters for Windows: $!@%-_=+[]:./,?
- Special characters for Linux: !@%-_=+[]:./A{}?

Cannot contain the username or the username
spelled backwards.

Cannot contain more than two consecutive
characters in the same sequence as they appear in
the username. (This requirement applies only to
Windows ECSs.)

(11 NOTE

The system does not periodically change the ECS password. It is recommended
that you change your password regularly for security.
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- Image password

If you use a Linux private image to create an ECS, you can use the image
password for login authentication. Make sure that a password has been
set for the selected private image.

- Set password later

The password for logging in to the ECS is not configured during the ECS
creation. After the ECS is created, select Reset Password in the
Operation column, set a password for the ECS as prompted, and log in to
the ECS.

Set Cloud Backup and Recovery.

Cloud Backup and Recovery (CBR) provides backup protection for EVS disks
and ECSs, and uses backups to restore the EVS disks and ECSs. After you set
Cloud Backup and Recovery, the system binds the target ECS to the cloud
backup vault and associates the ECS with the selected backup policy to
periodically back up the ECS.

The following options are provided:
- Create new

i. Set the name of the cloud backup vault, which consists of 1 to 64
characters, containing only letters, digits, underscores (_), and
hyphens (-). For example, vault-fé1e. The default naming rule is
vault oo

ii. Enter the vault capacity, which is required for backing up the ECS.
The vault capacity cannot be smaller than that of the ECS to be
backed up. Its value ranges from the total capacity of the ECS to
10,485,760 in the unit of GB.

iii. Select a backup policy from the drop-down list, or log in to the CBR
console and configure a desired one.

- Specify
i. Select an existing cloud backup vault from the drop-down list.

ii. Select a backup policy from the drop-down list, or log in to the CBR
console and configure a desired one.

- Do not use

Skip this configuration if CBR is not required. If you need to enable CBR
after creating an ECS, log in to the CBR console, locate the target vault,
and bind the ECS to the vault.

Set ECS Group (Optional).

An ECS group applies the anti-affinity policy to the ECSs in it so that the ECSs
are automatically allocated to different hosts. This configuration is optional.
For instructions about how to create an ECS group, see Managing ECS
Groups.

(] NOTE
An existing ECS attached with a local disk cannot be added to an ECS group. To use
ECS group functions, select an ECS group when creating an ECS.
Configure automatic recovery.

If a physical server accommodating ECSs breaks down, the ECSs with
automatic recovery enabled will automatically be migrated to a functional
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server to minimize the impact on your services. During this process, the ECSs
will restart. If automatic recovery is not enabled, the affected users must wait
for the system administrator to recover ECSs once the physical server becomes
faulty. For more information about automatic recovery, see Automatically
Recovering ECSs.

(10 NOTE

An ECS with any of the following resources cannot be automatically recovered:
e Local disk

e Passthrough FPGA

e Passthrough InfiniBand NIC

6. To use functions listed in Advanced Options, select Configure now.
Otherwise, do not select it.

- User Data

You can specify the user data. The user data will be automatically passed
to the ECS when the ECS starts for the first time. This configuration is
optional.

For example, if you activate user root permission by passing a script file
to an ECS, you can log in to the ECS as user root.
For detailed operations, see Passing User Data.

- Agency
This configuration is optional. When your ECS resources need to be
shared with other accounts, or your ECS is delegated to professional
personnel or team for management, the tenant administrator creates an
agency in IAM and grants the ECS management permissions to the
personnel or team. The delegated account can log in to the cloud system
and switch to your account to manage resources. You do not need to

share security credentials (such as passwords) with other accounts,
ensuring the security of your account.

If you have created an agency in IAM, you can select the agency from the
drop-down list and obtain specified operation permissions. For
instructions about how to create an agency, see /dentity and Access
Management User Guide.

7. Click Next: Confirm.

2.1.5 Step 4: Confirm

Confirming the Order

1. On the Confirm page, view details about the ECS configuration.
2. Set the number of ECSs to be created.
3. Confirm the configuration and click Apply Now.

Follow-up Procedure

e If your ECS is created using a private image that is created using an external
image file, and the ECS has no one-click password reset plug-in installed, it is
a good practice to install the password reset plug-in after you log in to the
ECS. If your login password is forgotten or expires, you can use the one-click
password reset function to set a new password for the ECS.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 112



Elastic Cloud Server
User Guide 2 Getting Started

For details, see "Installing the One-Click Password Reset Plug-in on an ECS".

e After an ECS with automatic recovery enabled is created, you can check
whether this function has been enabled by viewing Failures. For details, see
Viewing Failed Tasks.

2.2 Logging In to an ECS

Logging In to a Windows ECS in China

You can log in to a Windows ECS using either VNC or MSTSC provided on the
management console.
e Management console (VNC)
For details, see Logging In to a Windows ECS Using VNC.
e Remote desktop connection (MSTSC)
For details, see Logging In to a Windows ECS Using MSTSC.

Logging In to a Windows ECS Outside China

You can log in to a Windows ECS using either VNC or MSTSC provided on the
management console.
e Management console (VNC)
For details, see Logging In to a Windows ECS Using VNC.
e Remote desktop connection (MSTSC)
For details, see Logging In to a Windows ECS Using MSTSC.

Logging In to a Linux ECS in China

The method of logging in to an ECS varies depending on the login authentication
configured during ECS creation.

e To log in to a password-authenticated ECS for the first time, use either of the
following methods:

- For logins using VNC on the management console, the login username is
root.

For details about how to log in to the ECS using VNC, see Logging In to
a Linux ECS Using VNC.

- For logins using an SSH password, the login username is root and the
ECS must have an EIP bound.

For details, see Logging In to a Linux ECS Using an SSH Password.

Logging In to a Linux ECS Outside China

Select a login method and log in to the ECS.
e VNC
For details, see Logging In to a Linux ECS Using VNC.
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Follow-up Procedure

If you have added a data disk during ECS creation, you must initialize the data
disk after logging in to the ECS.

For details, see Scenarios and Disk Partitions.

Certain ECSs require the installation of a driver after you log in to them. For
details about available ECS types and functions, see ECS Types. For details
about restrictions on using different types of ECSs, see their notes.

2.3 Initializing EVS Data Disks

2.3.1 Scenarios and Disk Partitions

Scenarios

If you have added a data disk during ECS creation, you must initialize the data
disk after logging in to the ECS.

After a disk is attached to a server, you need to log in to the server to initialize the
disk, that is, format the disk. You must initialize a disk before accessing it.

System disk

A system disk does not require manual initialization because it is
automatically created and initialized upon server creation. The default
partition style is master boot record (MBR).

Data disk

- If a data disk is created along with a server, it will be automatically
attached to the server.

- If a data disk is created separately, you need to manually attach it to a
server.

In both cases, you must initialize the data disk before using it. Choose an
appropriate partition style based on your service plan.

Partitioning Operation Guide

Table 2-2 lists the common disk partition styles. In Linux, different disk partition
styles require different partitioning tools.

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 114



Elastic Cloud Server

User Guide

2 Getting Started

Table 2-2 Disk partition styles

Disk
Partition
Style

Maximum
Disk
Capacity
Supported

Maximum Number of
Partitions Supported

Linux
Partitioning
Tool

Master Boot 2 TiB

Record (MBR)

e 4 primary partitions

e 3 primary partitions and 1
extended partition

With MBR, you can create
several primary partitions and
one extended partition. The
extended partition must be
divided into logical partitions
before use. For example, if 6
partitions need to be created,
you can create them in the
following two ways:

e 3 primary partitions and 1
extended partition, with the
extended partition divided
into 3 logical partitions

e 1 primary partition and 1
extended partition, with the
extended partition divided
into 5 logical partitions

o fdisk
e parted

GUID
Partition
Table (GPT)

18 EiB

1 EiB=
1048576 TiB

Unlimited

Disk partitions created using
GPT are not categorized.

parted

2.3.2 Initializing a Windows Data Disk (Windows Server 2008)

Scenarios

This section uses Windows Server 2008 R2 Enterprise 64bit to describe how to
initialize a data disk attached to a server running Windows.

The maximum disk capacity supported by MBR is 2 TiB, and that supported by

GPT is 18 EiB. Therefore, use the GPT partition style if your disk capacity is larger
than 2 TiB. For details, see Initializing a Windows Data Disk Larger Than 2 TiB
(Windows Server 2008). To learn more about disk partition styles, see Scenarios

and Disk Partitions.

The method for initializing a disk varies slightly depending on the OS running on
the server. This document is used for reference only. For the detailed operations
and differences, see the product documents of the corresponding OS.
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When using a disk for the first time, if you have not initialized it, including
creating partitions and file systems, the additional space added to this disk in an
expansion later may not be normally used.

Prerequisites
e A data disk has been attached to a server and has not been initialized.

e You have logged in to the .
- For how to log in to an ECS, see the Elastic Cloud Server User Guide.
- For how to log in to a BMS, see the Bare Metal Server User Guide.
Procedure

Step 1 On the desktop of the server, right-click Computer and choose Manage from the

shortcut menu.

The Server Manager window is displayed.

Step 2 In the navigation tree, choose Storage > Disk Management.

The Disk Management window is displayed.

e If Figure 2-1 is displayed, the new disk is offline. Go to Step 3.
e If Figure 2-4 is displayed, the Initialize Disk window is prompted. Go to Step

5.

Figure 2-1 Disk Management
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Step 3 Disks are displayed in the right pane. In the Disk 1 area, right-click Offline and
choose Online from the shortcut menu to online the disk.
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2 Getting Started
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(11 NOTE

If the disk is offline, you need to bring it online before initializing it.

Step 4 After making the disk online, the status of Disk 1 changes from Offline to Not
Initialized. Right-click the disk status and choose Initialize Disk from the shortcut

menu.

Figure 2-3 Initialize Disk
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Step 5 In the Initialize Disk dialog box, select the target disk, click MBR (Master Boot
Record) or GPT (GUID Partition Table), and click OK.

Figure 2-4 Unallocated space
=l5(x]

Fle Action View Help
G R IEEERE

Tk Server Manager (ECS-EN-FQY) Disk Management  Volume List + Gra iew | Actions

= Roles -
% Features Volume: Layout | Type | File System | Status _ _“ ment ~
2 Dizgnostis C:) = Simple  Basic NTFS Healthy (Boot, Page File, Cr Mare Actions »
33’& Configuration Initialize Disk x|

= =5 Storage
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Select disks

5Disk1 |

Use the following partition style for the selected disks:
' MBR (Master Boot Record)
" GPT(GUID Partition Table)

\'@ Windows Server Backup
=5 Disk Management

Mote: The GPT partition style is not recognized by all previous versions of
Windows. It is recommended for disks largerthan 2TB, or disks used on
ltanium-based computers.

[ ok | Cancal
Unknown
100.00 GB 100.00 GB
Not Initizized Unallocated

B Unallocated ] Primary partition

NOTICE

The maximum disk size supported by MBR is 2 TiB, and that supported by GPT is
18 EiB. Because an EVS data disk currently supports up to 32 TiB, use GPT if your
disk size is greater than 2 TiB.

If the partition style is changed after the disk has been used, all data on the disk
will be lost, so take care to select an appropriate partition style when initializing
the disk. If you must change the partition style to GPT after a disk has been used,
it is recommended that you back up the disk data before the change.

Step 6 Right-click at the unallocated space and choose New Simple Volume from the
shortcut menu.
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Figure 2-5 New Simple Volume
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Step 7 On the displayed New Simple Volume Wizard window, click Next.

Figure 2-6 New Simple Volume Wizard
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Step 8 Specify the volume size and click Next. The default value is the maximum size.
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Figure 2-7 Specify Volume Size
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Step 9 Assign the drive letter and click Next.
. . .
Figure 2-8 Assign Drive Letter or Path
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Step 10 On the displayed Format Partition page, click Format this volume with the

following settings, set parameters based on the requirements, and select
Perform a quick format. Then, click Next.
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Figure 2-9 Format Partition
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Figure 2-10 Completing the partition creation
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NOTICE

The partition sizes supported by file systems vary. Choose an appropriate file
system format based on your service requirements.
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Step 11 Click Finish. Wait for the initialization to complete. When the volume status
changes to Healthy, the initialization has finished successfully.

Figure 2-11 Disk initialization succeeded
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2.3.3 Initializing a Windows Data Disk (Windows Server 2019)

Scenarios

This section uses Windows Server 2019 Standard 64bit to describe how to initialize
a data disk attached to a server running Windows.

The maximum disk capacity supported by MBR is 2 TiB, and that supported by
GPT is 18 EiB. Therefore, use the GPT partition style if your disk capacity is larger
than 2 TiB. For details, see Initializing a Windows Data Disk Larger Than 2 TiB

(Windows Server 2008). To learn more about disk partition styles, see Scenarios
and Disk Partitions.

The method for initializing a disk varies slightly depending on the OS running on
the server. This document is used for reference only. For the detailed operations
and differences, see the product documents of the corresponding OS.

NOTICE

When using a disk for the first time, if you have not initialized it, including

creating partitions and file systems, the additional space added to this disk in an
expansion later may not be normally used.
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Prerequisites
e A data disk has been attached to a server and has not been initialized.
e You have logged in to the .
- For how to log in to an ECS, see the Elastic Cloud Server User Guide.
- For how to log in to a BMS, see the Bare Metal Server User Guide.
Procedure
Step 1 On the desktop of the server, click the start icon in the lower left corner.
The Windows Server window is displayed.
Step 2 Click Server Manager.

The Server Manager window is displayed.

Figure 2-12 Server Manager
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Step 3 In the upper right corner, choose Tools > Computer Management.

The Computer Management window is displayed.
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Figure 2-13 Computer Management
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Step 4 Choose Storage > Disk Management.

Disks are displayed in the right pane. If there is a disk that is not initialized, the
system will prompt you with the Initialize Disk dialog box.

Figure 2-14 Disk list
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Step 5 In the Initialize Disk dialog box, the to-be-initialized disk is selected. Select a disk
partition style and click OK. In this example, GPT (GUID Partition Table) is
selected.

The Computer Management window is displayed.

Figure 2-15 Computer Management
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NOTICE

The maximum disk size supported by MBR is 2 TiB, and that supported by GPT is
18 EiB. Because an EVS data disk currently supports up to 32 TiB, use GPT if your
disk size is greater than 2 TiB.

If the partition style is changed after the disk has been used, all data on the disk
will be lost, so take care to select an appropriate partition style when initializing
the disk. If you must change the partition style to GPT after a disk has been used,
it is recommended that you back up the disk data before the change.

Step 6 Right-click at the unallocated disk space and choose New Simple Volume from
the shortcut menu.

The New Simple Volume Wizard window is displayed.
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Figure 2-16 New Simple Volume Wizard
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Step 7 Follow the prompts and click Next.

Step 8

The Specify Volume Size page is displayed.

Figure 2-17 Specify Volume Size
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Specify the volume size and click Next. The system selects the maximum volume
size by default. You can specify the volume size as required. In this example, the

default setting is used.
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The Assign Drive Letter or Path page is displayed.

Figure 2-18 Assign Drive Letter or Path
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Step 9 Assign a drive letter or path to your partition and click Next. The system assigns
drive letter D by default. In this example, the default setting is used.

The Format Partition page is displayed.

Figure 2-19 Format Partition
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Step 10 Specify format settings and click Next. The system selects the NTFS file system by
default. You can specify the file system type as required. In this example, the
default setting is used.

The Completing the New Simple Volume Wizard page is displayed.

Figure 2-20 Completing the New Simple Volume Wizard
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NOTICE

The partition sizes supported by file systems vary. Choose an appropriate file
system format based on your service requirements.

Step 11 Click Finish.

Wait for the initialization to complete. When the volume status changes to
Healthy, the initialization has finished successfully.
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Figure 2-21 Disk initialized
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Step 12 After the volume is created, click D on the task bar and check whether a new
volume appears in This PC. In this example, New Volume (D:) is the new volume.

If New Volume (D:) appears, the disk is successfully initialized and no further
action is required.
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Figure 2-22 This PC
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2.3.4 Initializing a Linux Data Disk (fdisk)

Scenarios

This section uses CentOS 7.4 64bit to describe how to initialize a data disk
attached to a server running Linux and use fdisk to partition the data disk.

The maximum partition size that MBR supports is 2 TiB and that GPT supports is
18 EiB. If the disk size you need to partition is greater than 2 TiB, partition the disk
using GPT.

The fdisk partitioning tool is suitable only for MBR partitions, and the parted
partitioning tool is suitable for both MBR and GPT partitions. For more
information, see Scenarios and Disk Partitions.

The method for initializing a disk varies slightly depending on the OS running on
the server. This document is used for reference only. For the detailed operations
and differences, see the product documents of the corresponding OS.

NOTICE

When using a disk for the first time, if you have not initialized it, including
creating partitions and file systems, the additional space added to this disk in an
expansion later may not be normally used.
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Prerequisites
e A data disk has been attached to a server and has not been initialized.
e You have logged in to the .
- For how to log in to an ECS, see the Elastic Cloud Server User Guide.
- For how to log in to a BMS, see the Bare Metal Server User Guide.

Creating and Mounting a Partition

The following example shows you how a new primary partition can be created on
a new data disk that has been attached to a server. The primary partition will be
created using fdisk, and MBR will be used. Furthermore, the partition will be
formatted using the file system, mounted on /mnt/sdc, and configured to mount
automatically at startup.

Step 1 Query what block devices are available on the server.
fdisk -l

Information similar to the following is displayed:
[root@ecs-test-0001 ~]# fdisk -1

Disk /dev/vda: 42.9 GiB, 42949672960 bytes, 83886080 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

1/O size (minimum/optimal): 512 bytes / 512 bytes

Disk label type: dos

Disk identifier: 0x000bcb4e

Device Boot  Start End Blocks Id System
/dev/vdal * 2048 83886079 41942016 83 Linux

Disk /dev/vdb: 107.4 GiB, 107374182400 bytes, 209715200 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/O size (minimum/optimal): 512 bytes / 512 bytes

In the command output, this server contains two disks: /dev/vda and /dev/
vdb. /dev/vda is the system disk, and /dev/vdb is the new data disk.

Step 2 Launch fdisk to partition the new data disk.
fdisk New data disk
In this example, run the following command:
fdisk /dev/vdb
Information similar to the following is displayed:
[root@ecs-test-0001 ~]# fdisk /dev/vdb

Welcome to fdisk (util-linux 2.23.2).

Changes will remain in memory only, until you decide to write them.
Be careful before using the write command.

Device does not contain a recognized partition table
Building a new DOS disklabel with disk identifier 0x38717fc1.

Command (m for help):
Step 3 Enter n and press Enter to create a new partition.

Information similar to the following is displayed:
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Command (m for help): n

Partition type:
p primary (0 primary, 0 extended, 4 free)
e extended

There are two types of disk partitions:

e Choosing p creates a primary partition.
e Choosing e creates an extended partition.

(11 NOTE

If MBR is used, a maximum of four primary partitions, or three primary partitions plus one
extended partition can be created. The extended partition must be divided into logical
partitions before use.

Disk partitions created using GPT are not categorized.
Step 4 Enter p and press Enter to create a primary partition in this example.

Information similar to the following is displayed:
Select (default p): p
Partition number (1-4, default 1):

Partition number indicates the serial number of the primary partition. The value
ranges from 1 to 4.

Step 5 Enter the serial number of the primary partition and press Enter. Primary partition
number 1 is used in this example. One usually starts with partition number 1
when partitioning an empty disk.

Information similar to the following is displayed:
Partition number (1-4, default 1): 1
First sector (2048-209715199, default 2048):

First sector indicates the start sector. The value ranges from 2048 to 209715199,
and the default value is 2048.

Step 6 Select the default start sector 2048 and press Enter.

The system displays the start and end sectors of the partition's available space.
You can customize the value within this range or use the default value. The start
sector must be smaller than the partition's end sector.

Information similar to the following is displayed:

First sector (2048-209715199, default 2048):

Using default value 2048

Last sector, +sectors or +size{K,M,G} (2048-209715199, default 209715199):

Last sector indicates the end sector. The value ranges from 2048 to 209715199,
and the default value is 209715199.

Step 7 Select the default end sector 209715199 and press Enter.

The system displays the start and end sectors of the partition's available space.
You can customize the value within this range or use the default value. The start
sector must be smaller than the partition's end sector.

Information similar to the following is displayed:

Last sector, +sectors or +size{K,M,G} (2048-209715199, default 209715199):
Using default value 209715199

Partition 1 of type Linux and of size 100 GiB is set

Command (m for help):
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A primary partition has been created for the new data disk.
Step 8 Enter p and press Enter to print the partition details.

Information similar to the following is displayed:
Command (m for help): p

Disk /dev/vdb: 107.4 GiB, 107374182400 bytes, 209715200 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/O size (minimum/optimal): 512 bytes / 512 bytes

Disk label type: dos

Disk identifier: 0x38717fc1

Device Boot  Start End  Blocks Id System
/dev/vdb1 2048 209715199 104856576 83 Linux

Command (m for help):
Details about the /dev/vdb1 partition are displayed.
Step 9 Enter w and press Enter to write the changes to the partition table.

Information similar to the following is displayed:
Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.
Syncing disks.

The partition is created.

{11 NOTE
In case that you want to discard the changes made before, you can exit fdisk by entering q.

Step 10 Synchronize the new partition table to the OS.

partprobe
Step 11 Format the new partition with a desired file system format.

mkfs -t File system format [dev/vdb1

In this example, the ext4 format is used for the new partition.

mkfs -t ext4 /dev/vdb1

Information similar to the following is displayed:

[root@ecs-test-0001 ~]# mkfs -t ext4 /dev/vdb1

mke2fs 1.42.9 (28-Dec-2013)

Filesystem label=

OS type: Linux

Block size=4096 (log=2)

Fragment size=4096 (log=2)

Stride=0 blocks, Stripe width=0 blocks

6553600 inodes, 26214144 blocks

1310707 blocks (5.00%) reserved for the super user

First data block=0

Maximum filesystem blocks=2174746624

800 block groups

32768 blocks per group, 32768 fragments per group

8192 inodes per group

Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208,
4096000, 7962624, 11239424, 20480000, 23887872
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Step 12

Step 13

Step 14

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

The formatting takes a period of time. Observe the system running status and do
not exit.

NOTICE

The partition sizes supported by file systems vary. Choose an appropriate file
system format based on your service requirements.

Create a mount point.
mkdir Mount point
In this example, the /mnt/sdc mount point is created.

mkdir /mnt/sdc

(11 NOTE

The /mnt directory exists on all Linux systems. If the mount point cannot be created, it may
be that the /mnt directory has been accidentally deleted. You can run mkdir -p /mnt/sdc
to create the mount point.

Mount the new partition on the created mount point.

mount Disk partition Mount point

In this example, the /dev/vdb1 partition is mounted on /mnt/sdc.

mount /dev/vdb1 /mnt/sdc

Check the mount result.

df -TH

Information similar to the following is displayed:

[root@ecs-test-0001 ~]# df -TH

Filesystem Type  Size Used Avail Use% Mounted on

/dev/vda1 ext4 43G 19G 39G 5%/
devtmpfs devtmpfs 2.0G 0 2.0G 0% /dev

tmpfs tmpfs 2.0G 0 2.0G 0% /dev/shm
tmpfs tmpfs 2.0G 9.TM 2.0G 1% /run

tmpfs tmpfs 2.0G 0 2.0G 0% /sys/fs/cgroup
tmpfs tmpfs 398M 0 398M 0% /run/user/0

/dev/vdb1 ext4 106G 63M 101G 1% /mnt/sdc

You should now see that partition /dev/vdb1 is mounted on /mnt/sdc.
L] NOTE
After the server is restarted, the disk will not be automatically mounted. You can modify

the /etc/fstab file to configure automount at startup. For details, see Configuring
Automatic Mounting at System Start.

--—-End
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Configuring Automatic Mounting at System Start

Step 1

Step 2

Step 3
Step 4

The fstab file controls what disks are automatically mounted at startup. You can
use fstab to configure your data disks to mount automatically. This operation will
not affect the existing data.

The example here uses UUIDs to identify disks in the fstab file. You are advised
not to use device names to identify disks in the file because device names are
assigned dynamically and may change (for example, from /dev/vdb1 to /dev/
vdb2) after a server stop or start. This can even prevent the server from booting

up.
L] NOTE

UUIDs are the unique character strings for identifying partitions in Linux.
Query the partition UUID.
blkid Disk partition
In this example, the UUID of the /dev/vdb1 partition is queried.
blkid /dev/vdb1

Information similar to the following is displayed:

[root@ecs-test-0001 ~]# blkid /dev/vdb1
/dev/vdb1: UUID="0b3040e2-1367-4abb-841d-ddb0b92693df" TYPE="ext4"

Carefully record the UUID, as you will need it for the following step.
Open the fstab file using the vi editor.

vi /etc/fstab

Press i to enter editing mode.

Move the cursor to the end of the file and press Enter. Then, add the following
information:
UUID=0b3040e2-1367-4abb-841d-ddb0b92693df /mnt/sdc ext4 defaults 02

In this example, the line starting with "UUID" is the information added. Edit this
line to match the following format:
e UUID: The UUID obtained in Step 1.

e Mount point: The directory on which the partition is mounted. You can query
the mount point using df -TH.

e Filesystem: The file system format of the partition. You can query the file
system format using df -TH.

e Mount option: The partition mount option. Usually, this parameter is set to
defaults.

e  Dump: The Linux dump backup option.

- 0: Linux dump backup is not used. Usually, dump backup is not used, and
you can set this parameter to 0.

- 1: Linux dump backup is used.

e fsck: The fsck option, which means whether to use fsck to check the disk
during startup.
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- 0: The fsck option is not used.
- If the mount point is the root partition (/), this parameter must be set to
1.
If this parameter is set to 1 for the root partition, this parameter for other
partitions must start with 2 because the system checks the partitions in
the ascending order of the values.
Step 5 Press Esc, enter :wq, and press Enter.
The system saves the configurations and exits the vi editor.
Step 6 Verify that the disk is auto-mounted at startup.

1. Unmount the partition.
umount Disk partition
In this example, run the following command:
umount /dev/vdb1

2. Reload all the content in the /etc/fstab file.
mount -a

3.  Query the file system mounting information.
mount | grep Mount point
In this example, run the following command:
mount | grep /mnt/sdc

If information similar to the following is displayed, automatic mounting has
been configured:

root@ecs-test-0001 ~]# mount | grep /mnt/sdc

/dev/vdb1 on /mnt/sdc type ext4 (rw,relatime,data=ordered)

--—-End

2.3.5 Initializing a Linux Data Disk (parted)

Scenarios

This section uses CentOS 7.4 64bit to describe how to initialize a data disk
attached to a server running Linux and use parted to partition the data disk.

The maximum partition size that MBR supports is 2 TiB and that GPT supports is
18 EiB. If the disk size you need to partition is greater than 2 TiB, partition the disk
using GPT.

The fdisk partitioning tool is suitable only for MBR partitions, and the parted
partitioning tool is suitable for both MBR and GPT partitions. For more
information, see Scenarios and Disk Partitions.

The method for initializing a disk varies slightly depending on the OS running on
the server. This document is used for reference only. For the detailed operations
and differences, see the product documents of the corresponding OS.
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NOTICE

When using a disk for the first time, if you have not initialized it, including
creating partitions and file systems, the additional space added to this disk in an
expansion later may not be normally used.

Prerequisites
e A data disk has been attached to a server and has not been initialized.
e You have logged in to the .
- For how to log in to an ECS, see the Elastic Cloud Server User Guide.
- For how to log in to a BMS, see the Bare Metal Server User Guide.

Creating and Mounting a Partition

The following example shows you how a new partition can be created on a new
data disk that has been attached to a server. The partition will be created using
parted, and GPT will be used. Furthermore, the partition will be formatted using
the ext4 file system, mounted on /mnt/sdc, and configured to mount
automatically at startup.

Step 1 Query information about the new data disk.
Isblk

Information similar to the following is displayed:
root@ecs-test-0001 ~]# [sblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT

vda 253:0 0 40G 0 disk

L-vda1253:1 0 40G O part/

vdb 253:16 0 100G O disk

In the command output, this server contains two disks. /dev/vda and /dev/
vdb. /dev/vda is the system disk, and /dev/vdb is the new data disk.

Step 2 Launch parted to partition the new data disk.
parted New data disk
In this example, run the following command:
parted /dev/vdb

Information similar to the following is displayed:
[root@ecs-test-0001 ~]# parted /dev/vdb

GNU Parted 3.1

Using /dev/vdb

Welcome to GNU Parted! Type 'help' to view a list of commands.
(parted)

Step 3 Enter p and press Enter to view the current disk partition style.

Information similar to the following is displayed:
(parted) p

Error: /dev/vdb: unrecognised disk label

Model: Virtio Block Device (virtblk)

Disk /dev/vdb: 107GiB

Sector size (logical/physical): 512B/512B

Partition Table: unknown
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Step 4

Step 5

Step 6
Step 7

Disk Flags:
(parted)

In the command output, the Partition Table value is unknown, indicating that no
partition style is set for the new disk.

Set the disk partition style.
mklabel Disk partition style

This command lets you control whether to use MBR or GPT for your partition
table. In this example, GPT is used.

mklabel gpt

NOTICE

The maximum disk size supported by MBR is 2 TiB, and that supported by GPT is
18 EiB. Because an EVS data disk currently supports up to 32 TiB, use GPT if your
disk size is greater than 2 TiB.

If the partition style is changed after the disk has been used, all data on the disk
will be lost, so take care to select an appropriate partition style when initializing
the disk. If you must change the partition style to GPT after a disk has been used,
it is recommended that you back up the disk data before the change.

Enter p and press Enter to view the disk partition style.

Information similar to the following is displayed:
(parted) mklabel gpt

(parted) p

Model: Virtio Block Device (virtblk)

Disk /dev/vdb: 107GiB

Sector size (logical/physical): 512B/512B

Partition Table: gpt

Disk Flags:

Number Start End Size File system Name Flags
(parted)

In the command output, the Partition Table value is gpt, indicating that the disk
partition style is GPT.

Enter unit s and press Enter to set the measurement unit of the disk to sector.
Create a new partition.

mkpart Partition name Start sector End sector

In this example, run the following command:

mkpart test 2048s 100%

In this example, one partition is created for the new data disk, starting on 2048
and using 100% of the rest of the disk. The two values are used for reference only.
You can determine the number of partitions and the partition size based on your
service requirements.

Information similar to the following is displayed:
(parted) mkpart opt 2048s 100%
(parted)
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Step 8

Step 9

Step 10

Step 11

Enter p and press Enter to print the partition details.

Information similar to the following is displayed:
(parted) p

Model: Virtio Block Device (virtblk)

Disk /dev/vdb: 209715200s

Sector size (logical/physical): 512B/512B

Partition Table: gpt

Disk Flags:

Number Start End Size File system Name Flags
1 2048s 209713151s 209711104s test

(parted)
Enter q and press Enter to exit parted.
Information similar to the following is displayed:

(parted) q
Information: You may need to update /etc/fstab.

You can configure automatic mounting by updating the /etc/fstab file. Before
doing so, format the partition with a desired file system and mount the partition

on the mount point.
View the disk partition information.
Isblk

Information similar to the following is displayed:
[root@ecs-test-0001 ~]# lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT

vda 253:0 0 40G 0 disk

L-vda1253:1 0 40G O part/

vdb 253:16 0 100G O disk

L—vdb1 253:17 0 100G O part

In the command output, /dev/vdb1 is the partition you created.
Format the new partition with a desired file system format.
mkfs -t File system format [dev/vdb1

In this example, the ext4 format is used for the new partition.
mkfs -t ext4 /dev/vdb1

Information similar to the following is displayed:

[root@ecs-test-0001 ~]# mkfs -t ext4 /dev/vdb1

mke2fs 1.42.9 (28-Dec-2013)

Filesystem label=

OS type: Linux

Block size=4096 (log=2)

Fragment size=4096 (log=2)

Stride=0 blocks, Stripe width=0 blocks

6553600 inodes, 26213888 blocks

1310694 blocks (5.00%) reserved for the super user

First data block=0

Maximum filesystem blocks=2174746624

800 block groups

32768 blocks per group, 32768 fragments per group

8192 inodes per group

Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208,
4096000, 7962624, 11239424, 20480000, 23887872

Allocating group tables: done
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Step 12

Step 13

Step 14

Writing inode tables: done
Creating journal (32768 blocks): done
Writing superblocks and filesystem accounting information: done

The formatting takes a period of time. Observe the system running status and do
not exit.

NOTICE

The partition sizes supported by file systems vary. Choose an appropriate file
system format based on your service requirements.

Create a mount point.
mkdir Mount point
In this example, the /mnt/sdc mount point is created.

mkdir /mnt/sdc

(1 NOTE
The /mnt directory exists on all Linux systems. If the mount point cannot be created, it may
be that the /mnt directory has been accidentally deleted. You can run mkdir -p /mnt/sdc
to create the mount point.

Mount the new partition on the created mount point.

mount Disk partition Mount point

In this example, the /dev/vdb1 partition is mounted on /mnt/sdc.

mount /dev/vdb1 /mnt/sdc

Check the mount result.

df -TH

Information similar to the following is displayed:

[root@ecs-test-0001 ~]# df -TH

Filesystem  Type Size Used Avail Use% Mounted on
/dev/vdal ext4 43G 1.9G 39G 5%/

devtmpfs devtmpfs 2.0G 0 2.0G 0% /dev

tmpfs tmpfs 20G 0 2.0G 0% /dev/shm
tmpfs tmpfs 2.0G 9.0M 2.0G 1% /run

tmpfs tmpfs 2.0G 0 2.0G 0% /sys/fs/cgroup
tmpfs tmpfs 398M 0 398M 0% /run/user/0

/dev/vdb1 ext4 106G 63M 101G 1% /mnt/sdc

You should now see that partition /dev/vdb1 is mounted on /mnt/sdc.

(11 NOTE

After the server is restarted, the disk will not be automatically mounted. You can modify
the /etc/fstab file to configure automount at startup. For details, see Configuring
Automatic Mounting at System Start.

--—-End
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Configuring Automatic Mounting at System Start

Step 1

Step 2

Step 3
Step 4

The fstab file controls what disks are automatically mounted at startup. You can
configure the fstab file of an that has data. This operation will not affect the
existing data.

The following example uses UUIDs to identify disks in the fstab file. You are
advised not to use device names (like /dev/vdb1) to identify disks in the file
because device names are assigned dynamically and may change (for example,
from /dev/vdb1 to /dev/vdb2) after an stop or start. This can even prevent your
from booting up.

{0 NOTE

UUIDs are the unique character strings for identifying partitions in Linux.
Query the partition UUID.
blkid Disk partition
In this example, the UUID of the /dev/vdb1 partition is queried.
blkid /dev/vdb1

Information similar to the following is displayed:

[root@ecs-test-0001 ~]# blkid /dev/vdb1
/dev/vdb1: UUID="0b3040e2-1367-4abb-841d-ddb0b92693df" TYPE="ext4"

Carefully record the UUID, as you will need it for the following step.
Open the fstab file using the vi editor.

vi /etc/fstab

Press i to enter editing mode.

Move the cursor to the end of the file and press Enter. Then, add the following
information:
UUID=0b3040e2-1367-4abb-841d-ddb0b92693df /mnt/sdc ext4 defaults 02

The preceding information is used for reference only. The line starting with UUID
is the information added. Edit this line from left to right to match the following
format:

e UUID: The UUID obtained in Step 1.

e Mount point: The directory on which the partition is mounted. You can query
the mount point using df -TH.

e Filesystem: The file system format of the partition. You can query the file
system format using df -TH.

e Mount option: The partition mount option. Usually, this parameter is set to
defaults.

e  Dump: The Linux dump backup option.

- 0: Linux dump backup is not used. Usually, dump backup is not used, and
you can set this parameter to 0.

- 1: Linux dump backup is used.

e fsck: The fsck option, which means whether to use fsck to check the disk
during startup.
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- 0: not use fsck.

- If the mount point is the root partition (/), this parameter must be set to
1.

If this parameter is set to 1 for the root partition, this parameter for other
partitions must start with 2 because the system checks the partitions in
the ascending order of the values.

Step 5 Press Esc, enter :wq, and press Enter.
The system saves the configurations and exits the vi editor.

Step 6 Verify that the disk is auto-mounted at startup.

1. Unmount the partition.
umount Disk partition
In this example, run the following command:
umount /dev/vdb1

2. Reload all the content in the /etc/fstab file.
mount -a

3.  Query the file system mounting information.
mount | grep Mount point
In this example, run the following command:
mount | grep /mnt/sdc

If information similar to the following is displayed, automatic mounting has
been configured:

root@ecs-test-0001 ~]# mount | grep /mnt/sdc
/dev/vdb1 on /mnt/sdc type ext4 (rw,relatime,data=ordered)

--—-End

2.3.6 Initializing a Windows Data Disk Larger Than 2 TiB
(Windows Server 2008)

Scenarios

This section uses Windows Server 2008 R2 Standard 64bit to describe how to
initialize a data disk whose capacity is larger than 2 TiB. In the following
operations, the capacity of the example disk is 3 TiB.

The maximum disk capacity supported by MBR is 2 TiB, and that supported by
GPT is 18 EiB. Therefore, use the GPT partition style if your disk capacity is larger
than 2 TiB. For details, see Initializing a Windows Data Disk Larger Than 2 TiB
(Windows Server 2008). To learn more about disk partition styles, see Scenarios
and Disk Partitions.

The method for initializing a disk varies slightly depending on the OS running on
the server. This document is used for reference only. For the detailed operations
and differences, see the product documents of the corresponding OS.
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NOTICE

When using a disk for the first time, if you have not initialized it, including
creating partitions and file systems, the additional space added to this disk in an
expansion later may not be normally used.

Prerequisites

e A data disk has been attached to a server and has not been initialized.
e You have logged in to the .

- For how to log in to an ECS, see the Elastic Cloud Server User Guide.
- For how to log in to a BMS, see the Bare Metal Server User Guide.

Procedure

Step 1 On the desktop of the server, click Start.
The Start window is displayed.
Step 2 Right-click Computer and choose Manage from the short-cut menu.

The Server Manager window is displayed.

Figure 2-23 Server Manager (Windows Server 2008)
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Step 3 Disks are listed in the right pane. If the new disk is offline, bring it online before
initializing it.

In the Disk 1 area, right-click and choose Online from the shortcut menu.

When the status of Disk 1 changes from Offline to Not Initialized, the disk has
been brought online.
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Figure 2-24 Bring online succeeded (Windows Server 2008)
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Step 4

The Initialize Disk

dialog box is displayed.

Figure 2-25 Initialize Disk (Windows Server 2008)

In the Disk 1 area, right-click and choose Initialize Disk from the shortcut menu.
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Step 5 In the Initialize Disk dialog box, the to-be-initialized disk is selected. In this

example, the disk capacity is larger than 2 TiB. Therefore, select GPT (GUID
Partition Table) and click OK.

The Server Manager window is displayed.
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Figure 2-26 Server Manager (Windows Server 2008)
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NOTICE

The maximum disk size supported by MBR is 2 TiB, and that supported by GPT is
18 EiB. Because an EVS data disk currently supports up to 32 TiB, use GPT if your
disk size is greater than 2 TiB.

If the partition style is changed after the disk has been used, all data on the disk
will be lost, so take care to select an appropriate partition style when initializing
the disk. If you must change the partition style to GPT after a disk has been used,
it is recommended that you back up the disk data before the change.

Step 6 Right-click at the unallocated disk space and choose New Simple Volume from
the shortcut menu.

The New Simple Volume Wizard window is displayed.
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Figure 2-27 New Simple Volume Wizard (Windows Server 2008)
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Step 7 Follow the prompts and click Next.

The Specify Volume Size page is displayed.

Figure 2-28 Specify Volume Size (Windows Server 2008)
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Step 8 Specify the volume size and click Next. The system selects the maximum volume

size by default. You can specify the volume size as required. In this example, the
default setting is used.

The Assign Drive Letter or Path page is displayed.
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Figure 2-29 Assign Drive Letter or Path (Windows Server 2008)
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Step 9 Assign a drive letter or path to your partition and click Next. The system assigns
drive letter D by default. In this example, the default setting is used.

The Format Partition page is displayed.

Figure 2-30 Format Partition (Windows Server 2008)
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Step 10 Specify format settings and click Next. The system selects the NTFS file system by
default. You can specify the file system type as required. In this example, the
default setting is used.

The Completing the New Simple Volume Wizard page is displayed.
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Figure 2-31 Completing the New Simple Volume Wizard
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Completing the New Simple
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You have successfully completed the New Simple Volume
Wizard.

You selected the following settings:

Volume type: Simple Volume s
Digk selected: Disk 1

Volume size: 3145558 ME

Drive letter or path: D:

File system: NTF5S

Allocation unit size: Default

Volume label: New Volume LI
Miicls frmat - Yeas

To close this wizard, click Finish.

« Back I Finish I Cancel

NOTICE

The partition sizes supported by file systems vary. Choose an appropriate file
system format based on your service requirements.

Step 11 Click Finish.

Wait for the initialization to complete. When the volume status changes to
Healthy, the initialization has finished successfully.
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Figure 2-32 Disk initialization succeeded (Windows Server 2008)
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Step 12 After the volume is created, click E and check whether a new volume appears
in Computer. In this example, New Volume (D:) is the new volume.

If New Volume (D:) appears, the disk is successfully initialized and no further
action is required.

Figure 2-33 Computer (Windows Server 2008)
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2.3.7 Initializing a Windows Data Disk Larger Than 2 TiB
(Windows Server 2012)

Scenarios

This section uses Windows Server 2012 R2 Standard 64bit to describe how to
initialize a data disk whose capacity is larger than 2 TiB. In the following
operations, the capacity of the example disk is 3 TiB.

The maximum disk capacity supported by MBR is 2 TiB, and that supported by
GPT is 18 EiB. Therefore, use the GPT partition style if your disk capacity is larger
than 2 TiB. For details, see Initializing a Windows Data Disk Larger Than 2 TiB
(Windows Server 2008). To learn more about disk partition styles, see Scenarios
and Disk Partitions.

The method for initializing a disk varies slightly depending on the OS running on
the server. This document is used for reference only. For the detailed operations
and differences, see the product documents of the corresponding OS.

NOTICE

When using a disk for the first time, if you have not initialized it, including
creating partitions and file systems, the additional space added to this disk in an
expansion later may not be normally used.

Prerequisites
e A data disk has been attached to a server and has not been initialized.
e You have logged in to the .
- For how to log in to an ECS, see the Elastic Cloud Server User Guide.
- For how to log in to a BMS, see the Bare Metal Server User Guide.

Procedure
-

Step 1 On the desktop of the server, click = in the lower area.

The Server Manager window is displayed.
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Figure 2-34 Server Manager (Windows Server 2012)
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Step 2 In the upper right corner, choose Tools > Computer Management.

The Computer Management window is displayed.

Figure 2-35 Computer Management window (Windows Server 2012)
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Step 3 Choose Storage > Disk Management.

Disks are displayed in the right pane.
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Figure 2-36 Disk Management list (Windows Server 2012)
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Step 4 (Optional) If the new disk is offline, bring it online before initializing it.

In the Disk 1 area, right-click and choose Online from the shortcut menu.

When the status of Disk 1 changes from Offline to Not Initialized, the disk has

been brought online.

Figure 2-37 Bring online succeeded (Windows Server 2012)
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Step 5 (Optional) In the Disk 1 area, right-click and choose Initialize Disk from the
shortcut menu.
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The Initialize Disk dialog box is displayed.

Figure 2-38 Initialize Disk (Windows Server 2012)
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Windows.

Step 6 In the Initialize Disk dialog box, the to-be-initialized disk is selected. In this
example, the disk capacity is larger than 2 TiB. Therefore, select GPT (GUID
Partition Table) and click OK.

The Computer Management window is displayed.

Figure 2-39 Computer Management (Windows Server 2012)
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NOTICE

The maximum disk size supported by MBR is 2 TiB, and that supported by GPT is
18 EiB. Because an EVS data disk currently supports up to 32 TiB, use GPT if your
disk size is greater than 2 TiB.

If the partition style is changed after the disk has been used, all data on the disk
will be lost, so take care to select an appropriate partition style when initializing
the disk. If you must change the partition style to GPT after a disk has been used,
it is recommended that you back up the disk data before the change.

Step 7 Right-click at the unallocated disk space and choose New Simple Volume from
the shortcut menu.

The New Simple Volume Wizard window is displayed.

Figure 2-40 New Simple Volume Wizard (Windows Server 2012)
New Simple Volume Wizard [x]

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on 2 disk

A smple wolume can only be on a single disk.

To cortirue, click Meod.

Step 8 Follow the prompts and click Next.
The Specify Volume Size page is displayed.
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Figure 2-41 Specify Volume Size (Windows Server 2012)
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Step 9 Specify the volume size and click Next. The system selects the maximum volume
size by default. You can specify the volume size as required. In this example, the

default setting is used.

The Assign Drive Letter or Path page is displayed.

Figure 2-42 Assign Drive Letter or Path (Windows Server 2012)

New Simple Volume Wizard
Aszzign Drive Letter or Path

For easier access, you can assign a drive letter or drive path to your partition.

(®) Assign the following drive letter: D v
Mount in the following empty MTFS folder:

Do not assign a drive letter or dive path

|| Cancel

Step 10 Assign a drive letter or path to your partition and click Next. The system assigns
drive letter D by default. In this example, the default setting is used.
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The Format Partition page is displayed.

Figure 2-43 Format Partition (Windows Server 2012)
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Step 11 Specify format settings and click Next. The system selects the NTFS file system by

default. You can specify the file system type as required. In this example, the
default setting is used.

The Completing the New Simple Volume Wizard page is displayed.

Figure 2-44 Completing the New Simple Volume Wizard (Windows Server 2012)
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NOTICE

The partition sizes supported by file systems vary. Choose an appropriate file
system format based on your service requirements.

Step 12 Click Finish.

Wait for the initialization to complete. When the volume status changes to
Healthy, the initialization has finished successfully.

Figure 2-45 Disk initialization succeeded (Windows Server 2012)
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Step 13 After the volume is created, click D and check whether a new volume appears
in This PC. In this example, New Volume (D:) is the new volume.

If New Volume (D:) appears, the disk is successfully initialized and no further
action is required.
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Figure 2-46 This PC (Windows Server 2012)
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2.3.8 Initializing a Linux Data Disk Larger Than 2 TiB (parted)

Scenarios

This section uses CentOS 7.4 64bit to describe how to use parted to initialize a
data disk whose capacity is larger than 2 TiB. In the following operations, the
capacity of the example disk is 3 TiB.

The maximum partition size that MBR supports is 2 TiB and that GPT supports is
18 EiB. If the disk size you need to partition is greater than 2 TiB, partition the disk
using GPT.

The fdisk partitioning tool is suitable only for MBR partitions, and the parted
partitioning tool is suitable for both MBR and GPT partitions. For more
information, see Scenarios and Disk Partitions.

The method for initializing a disk varies slightly depending on the OS running on
the server. This document is used for reference only. For the detailed operations
and differences, see the product documents of the corresponding OS.

NOTICE

When using a disk for the first time, if you have not initialized it, including
creating partitions and file systems, the additional space added to this disk in an
expansion later may not be normally used.

Prerequisites
e A data disk has been attached to a server and has not been initialized.
e You have logged in to the .
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- For how to log in to an ECS, see the Elastic Cloud Server User Guide.
- For how to log in to a BMS, see the Bare Metal Server User Guide.

Creating and Mounting a Partition

The following example shows you how a new partition can be created on a new
data disk that has been attached to a server. The partition will be created using
parted, and GPT will be used. Furthermore, the partition will be formatted using
the ext4 file system, mounted on /mnt/sdc, and configured to mount
automatically at startup.

Step 1 Query information about the new data disk.
Isblk

Information similar to the following is displayed:

[root@ecs-centos74 ~]# Isblk
NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
vda 253:0 0 40G 0 disk
tvda1 2531 0 1G O part /boot
vda2 253:2 0 39G 0 part /
vdb 253:16 0 3T 0 disk

In the command output, this server contains two disks. /dev/vda and /dev/
vdb. /dev/vda is the system disk, and /dev/vdb is the new data disk.

Step 2 Launch parted to partition the new data disk.
parted New data disk
In this example, run the following command:
parted /dev/vdb

Information similar to the following is displayed:

[root@ecs-centos74 ~]# parted /dev/vdb

GNU Parted 3.1

Using /dev/vdb

Welcome to GNU Parted! Type 'help' to view a list of commands.
(parted)

Step 3 Enter p and press Enter to view the current disk partition style.

Information similar to the following is displayed:

(parted) p

Error: /dev/vdb: unrecognised disk label
Model: Virtio Block Device (virtblk)

Disk /dev/vdb: 3299GiB

Sector size (logical/physical): 512B/512B
Partition Table: unknown

Disk Flags:

(parted)

In the command output, the Partition Table value is unknown, indicating that no
partition style is set for the new disk.

Step 4 Set the disk partition style.

mklabel Disk partition style
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The disk partition style can be MBR or GPT. If the disk capacity is greater than 2
TiB, use GPT.

mklabel gpt

NOTICE

The maximum disk size supported by MBR is 2 TiB, and that supported by GPT is
18 EiB. Because an EVS data disk currently supports up to 32 TiB, use GPT if your
disk size is greater than 2 TiB.

If the partition style is changed after the disk has been used, all data on the disk
will be lost, so take care to select an appropriate partition style when initializing
the disk. If you must change the partition style to GPT after a disk has been used,
it is recommended that you back up the disk data before the change.

Step 5 Enter p and press Enter to view the disk partition style.

Information similar to the following is displayed:

(parted) mklabel gpt

(parted) p

Model: Virtio Block Device (virtblk)

Disk /dev/vdb: 3299GiB

Sector size (logical/physical): 512B/512B
Partition Table: gpt

Disk Flags:

Number Start End Size File system Name Flags

(parted)
Step 6 Enter unit s and press Enter to set the measurement unit of the disk to sector.
Step 7 Create a new partition.

mkpart Partition name Start sector End sector

In this example, run the following command:

mkpart opt 2048s 100%

In this example, one partition is created for the new data disk, starting on 2048
and using 100% of the rest of the disk. The two values are used for reference only.
You can determine the number of partitions and the partition size based on your
service requirements.

Information similar to the following is displayed:

(parted) mkpart opt 2048s 100%

Warning: The resulting partition is not properly aligned for best performance.
Ignore/Cancel? Ignore

If the preceding warning message is displayed, enter Ignore to ignore the
performance warning.

Step 8 Enter p and press Enter to print the partition details.

Information similar to the following is displayed:

(parted) p
Model: Virtio Block Device (virtblk)
Disk /dev/vdb: 6442450944s
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Step 9
Step 10

Step 11

Sector size (logical/physical): 512B/512B
Partition Table: gpt
Disk Flags:

Number Start End Size File system Name Flags
1 2048s 6442448895s 6442446848s opt

Details about the dev/vdb1 partition are displayed.
Enter q and press Enter to exit parted.

View the disk partition information.

Isblk

Information similar to the following is displayed:

[root@ecs-centos74 ~]# Isblk
NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
vda 253:0 0 40G 0 disk
|:vda1 253:1 0 1G 0 part /boot
vda2 253:2 0 39G O part /
vdb 253:16 0 3T 0disk
L-vdb1 253:17 0 3T 0 part

In the command output, /dev/vdb1 is the partition you created.

Format the new partition with a desired file system format.
mkfs -t File system format [dev/vdb1

In this example, the ext4 format is used for the new partition.
mkfs -t ext4 /dev/vdb1

Information similar to the following is displayed:

[root@ecs-centos74 ~]# mkfs -t ext4 /dev/vdb1

mke2fs 1.42.9 (28-Dec-2013)

Filesystem label=

OS type: Linux

Block size=4096 (log=2)

Fragment size=4096 (log=2)

Stride=0 blocks, Stripe width=0 blocks

201326592 inodes, 805305856 blocks

40265292 blocks (5.00%) reserved for the super user

First data block=0

Maximum filesystem blocks=2952790016

24576 block groups

32768 blocks per group, 32768 fragments per group

8192 inodes per group

Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208,
4096000, 7962624, 11239424, 20480000, 23887872, 71663616, 78675968,
102400000, 214990848, 512000000, 550731776, 644972544

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

The formatting takes a period of time. Observe the system running status and do

not exit.
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NOTICE

The partition sizes supported by file systems vary. Choose an appropriate file
system format based on your service requirements.

Step 12 Create a mount point.
mkdir Mount point
In this example, the /mnt/sdc mount point is created.

mkdir /mnt/sdc

(10 NOTE
The /mnt directory exists on all Linux systems. If the mount point cannot be created, it may
be that the /mnt directory has been accidentally deleted. You can run mkdir -p /mnt/sdc
to create the mount point.
Step 13 Mount the new partition on the created mount point.
mount Disk partition Mount point
In this example, the /dev/vdb1 partition is mounted on /mnt/sdc.
mount /dev/vdb1 /mnt/sdc
Step 14 Check the mount result.
df -TH
Information similar to the following is displayed:

[root@ecs-centos74 ~]# df -TH

Filesystem Type  Size Used Avail Use% Mounted on
/dev/vda2 ext4 42G 15G 38G 4%/

devtmpfs devtmpfs 2.0G 0 2.0G 0% /dev

tmpfs tmpfs 2.0G 0 2.0G 0% /dev/shm
tmpfs tmpfs 2.0G 89M 2.0G 1% /run

tmpfs tmpfs 2.0G 0 2.0G 0% /sys/fs/cgroup
/dev/vda1 ext4 1.1G 153M 801M 17% /boot
tmpfs tmpfs 398M 0 398M 0% /run/user/0

/dev/vdb1 ext4 3.3T 93M 3.1T 1% /mnt/sdc
You should now see that partition /dev/vdb1 is mounted on /mnt/sdc.

--—-End

Configuring Automatic Mounting at System Start

The fstab file controls what disks are automatically mounted at startup. You can
configure the fstab file of an that has data. This operation will not affect the
existing data.

The following example uses UUIDs to identify disks in the fstab file. You are
advised not to use device names (like /dev/vdb1) to identify disks in the file
because device names are assigned dynamically and may change (for example,
from /dev/vdb1 to /dev/vdb2) after an stop or start. This can even prevent your
from booting up.
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{11 NOTE
UUIDs are the unique character strings for identifying partitions in Linux.
Step 1 Query the partition UUID.
blkid Disk partition
In this example, the UUID of the /dev/vdb1 partition is queried.
blkid /dev/vdb1
Information similar to the following is displayed:
[root@ecs-test-0001 ~]+# blkid /dev/vdb1
/dev/vdb1: UUID="0b3040e2-1367-4abb-841d-ddb0b92693df" TYPE="ext4"
Carefully record the UUID, as you will need it for the following step.
Step 2 Open the fstab file using the vi editor.
vi /etc/fstab
Step 3 Press i to enter editing mode.
Step 4 Move the cursor to the end of the file and press Enter. Then, add the following
information:
UUID=0b3040e2-1367-4abb-841d-ddb0b92693df /mnt/sdc ext4 defaults 02
The preceding information is used for reference only. The line starting with UUID
is the information added. Edit this line from left to right to match the following
format:
e UUID: The UUID obtained in Step 1.
e Mount point: The directory on which the partition is mounted. You can query
the mount point using df -TH.
e  Filesystem: The file system format of the partition. You can query the file
system format using df -TH.
e Mount option: The partition mount option. Usually, this parameter is set to
defaults.
e Dump: The Linux dump backup option.
- 0: Linux dump backup is not used. Usually, dump backup is not used, and
you can set this parameter to 0.
- 1: Linux dump backup is used.
e fsck: The fsck option, which means whether to use fsck to check the disk
during startup.
- 0: not use fsck.
- If the mount point is the root partition (/), this parameter must be set to
1.
If this parameter is set to 1 for the root partition, this parameter for other
partitions must start with 2 because the system checks the partitions in
the ascending order of the values.
Step 5 Press Esc, enter :wq, and press Enter.

The system saves the configurations and exits the vi editor.
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Step 6 Verify that the disk is auto-mounted at startup.

1. Unmount the partition.
umount Disk partition
In this example, run the following command:
umount /dev/vdb1

2. Reload all the content in the /etc/fstab file.
mount -a

3.  Query the file system mounting information.
mount | grep Mount point
In this example, run the following command:
mount | grep /mnt/sdc

If information similar to the following is displayed, automatic mounting has
been configured:

root@ecs-test-0001 ~]# mount | grep /mnt/sdc
/dev/vdb1 on /mnt/sdc type ext4 (rw,relatime,data=ordered)

----End
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Using IAM to Grant Access to ECS

3.1 Creating a User and Granting ECS Permissions

Use IAM to implement fine-grained permissions control over your ECSs. With IAM,
you can:

e Create IAM users for personnel based on your enterprise's organizational
structure. Each IAM user has their own identity credentials for accessing ECS
resources.

e Grant only the permissions required for users to perform a specific task.
e Delegate access to other accounts or cloud services for efficient O&M.

If your account does not require individual IAM users, you can skip this section.

This section describes the procedure for granting permissions (see Process Flow).

Prerequisites

Before assigning permissions to user groups, you should learn about system
policies supported by ECS and select the policies based on service requirements.

For more information about system policies supported by ECS, see Permissions
Management.
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Process Flow

Figure 3-1 Process for granting ECS permissions

Start

1. Create a user group and assign permissions.

Create a user group on the IAM console and click Authorize in the Operation
column to assign the ECS ReadOnlyAccess permissions to the group.

2. Create a user and add the user to the user group.

Create a user on the IAM console and add it to the user group created in 1 by
choosing Authorize in the Operation column.

3. Log in to the management console as the created user.
In the authorized region, perform the following operations:

- Choose Compute > Elastic Cloud Server in the service list. On the ECS
console, click Create ECS. If the creation attempt failed, the
ECSReadOnlyAccess policy has already taken effect.

- Choose any service other than ECS in the service list. If a message
appears indicating that you have insufficient permissions to access the
service, the ECSReadOnlyAccess policy has already taken effect.

3.2 ECS Custom Policies

Custom policies can be created to supplement the system-defined policies of ECS.
For the actions that can be added to custom policies, see "Permissions and
Supported Actions" in "Elastic Cloud Server AP| Reference".

You can create custom policies in either of the following ways:

e Visual editor: Select cloud services, actions, resources, and request conditions.
This does not require knowledge of policy syntax.

e JSON: Edit JSON policies from scratch or based on an existing policy.
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For details, see "Creating a Custom Policy" in /dentity and Access Management
User Guide. The following provides examples of common ECS custom policies.

Example Custom Policies

e Example 1: Only allowing users to start, stop, and restart ECSs in batches
{
"Version": "1.1",
"Statement": [
{

"Effect": "Allow",

"Action": [
"ecs:cloudServerFlavors:get",
"ecs:cloudServers:reboot",
"ecs:cloudServers:start",
"ecs:cloudServers:get",
"ecs:cloudServers:list",
"ecs:cloudServers:stop"

1

}
1
}

e Example 2: Only allowing users to stop and delete ECSs in batches
{
"Version": "1.1",
"Statement": [
{

"Effect": "Allow",

"Action": [
"ecs:cloudServers:get”,
"ecs:cloudServers:delete",
"ecs:cloudServers:list",
"ecs:cloudServers:stop"

1

}
1
}

e Example 3: Only allowing VNC login
{

"Version": "1.1",
"Statement": [

{
"Effect": "Allow",
"Action": [
"ecs:cloudServerFlavors:get",
"ecs:cloudServers:vnc",
"ecs:cloudServers:get",
"ecs:cloudServers:list"
1
}
1
}

e Example 4: Denying ECS deletion

A policy with only "Deny" permissions must be used in conjunction with other
policies to take effect. If the permissions assigned to a user contain both
"Allow" and "Deny", the "Deny" permissions take precedence over the "Allow"
permissions.

The following method can be used if you need to assign permissions of the
ECSFullAccess policy to a user but you want to prevent the user from
deleting ECSs. Create a custom policy for denying ECS deletion, and attach
both policies to the group which the user belongs to. Then, the user can
perform all operations on ECSs except deleting ECSs. The following is an
example of a deny policy:
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{
"Version": "1.1",
"Statement": [
{
"Effect": "Deny",
"Action": [
"ecs:cloudServers:delete"

1

}
]
}
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Instances

4.1 Logging In to a Windows ECS

4.1.1 Login Overview (Windows)

Constraints
e Only a running ECS can be logged in.
e The username for logging in to a Windows ECS is Administrator.

e  Certain G-series ECSs do not support remote login from the console. If you
need to remotely log in to the ECSs, install the VNC server on them. For
details, see GPU-accelerated ECSs. You are suggested to log in to the ECSs
using MSTSC.

Login Modes

You can choose from a variety of login modes based on your local OS type.

Table 4-1 Windows login modes

ECS OS Local OS | Connection Method Requirement

Windows | Windows | Use MSTSC. The target ECS

Click Start on the local computer. | has had an EIP
In the Search programs and files | Pound.

text box, enter mstsc to open the
Remote Desktop Connection
dialog box.

For details, see Logging In to a
Windows ECS Using MSTSC.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 169



Elastic Cloud Server
User Guide

4 Instances

ECS OS Local OS | Connection Method Requirement

Linux Install a remote connection tool,
for example, rdesktop.

For details, see Logging In to a
Windows ECS from a Linux
Computer.

macOS Install a remote connection tool,
for example, Microsoft Remote
Desktop on the macOS.

For details, see Logging In to a
Windows ECS from a macOS

Server.
Mobile Install a remote connection tool,
terminal | for example, Microsoft Remote
Desktop.

For details, see Logging In to a
Windows ECS from a Mobile
Terminal.

Windows | Through the management console. | No EIP is

For details, see Logging In to a required.
Windows ECS Using VNC.

4.1.2 Logging In to a Windows ECS Using VNC

Scenarios

This section describes how to use VNC provided on the management console to
log in to an ECS.

Constraints

The remote login function is implemented using customized ports. Therefore,
before attempting to log in remotely, ensure that the port to be used is not
blocked by the firewall. For example, if the remote login link is xxx:8002,
ensure that port 8002 is not blocked by the firewall.

If the client OS uses a local proxy and the firewall port cannot be configured
on the local proxy, disable the proxy mode and then try logging in remotely.

Logging In to a Windows ECS

1.

Log in to the management console.

Under Computing, click Elastic Cloud Server.

Obtain the password for logging in to the ECS.

Before logging in to the ECS, you must have the login password.
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- If your ECS uses password authentication, log in to the ECS using the
password you configured during the ECS creation.

4. In the Operation column of the target ECS, click Remote Login.

5. (Optional) When the system displays "Press CTRL+ALT+DELETE to log on",
click Send CtrlAltDel in the upper part of the remote login page to log in to
the ECS.

Figure 4-1 Send CtrlAltDel

Local Cursor | AlGr § Send CtrlAltDel

6. Enter the ECS password as prompted.

4.1.3 Logging In to a Windows ECS Using MSTSC

Scenarios

This section describes how to use the remote login tool MSTSC to log in to a
Windows ECS from a local computer.

Prerequisites
e The target ECS is running.
e You have bound an EIP to the ECS. For details, see Binding an EIP.

e Access to port 3389 is allowed in the inbound direction of the security group
which the ECS belongs to. For details, see Configuring Security Group Rules.

e The network connection between the login tool and the target ECS is normal.
For example, the default port 3389 is not blocked by the firewall.

e Remote Desktop Protocol (RDP) needs to be enabled on the target ECS. For
ECSs created using public images, RDP has been enabled by default. For
instructions about how to enable RDP, see Enabling RDP.

Logging In to a Windows ECS Using MSTSC

If your local server runs Windows, you can use the remote desktop connection tool
MSTSC delivered with the Windows OS to log in to a Windows ECS.

1. Click the start menu on the local server.

2. In the Search programs and files text box, enter mstsc.

3. In the Remote Desktop Connection dialog box, click Show Options.
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Figure 4-2 Show Options
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Computer:

Remote Desktop
b Connection
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The computer name field is blank. Erter a full remote computer

name.

¥ Show Options Connect

Help

4. Enter the EIP and username (Administrator by default) of the target ECS.

(10 NOTE

If you do not want to enter the username and password in follow-up logins, select
Allow me to save credentials.
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Figure 4-3 Remote Desktop Connection
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5. (Optional) To use local server resources in a remote session, configure
parameters on the Local Resources tab.

To copy data from the local server to your ECS, select Clipboard.
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Figure 4-4 Clipboard
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To copy files from the local server to your ECS, click More and select your

desired disks.
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Figure 4-5 Drives
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6. (Optional) Click the Display tab and then adjust the size of the remote
desktop.
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Figure 4-6 Adjusting the size of the desktop
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7. Click Connect and enter the login password as prompted to log in to the ECS.

To ensure system security, change the login password after you log in to the
ECS for the first time.

8. (Optional) Copy local files to the Windows ECS using clipboard. If the file size
is greater than 2 GB, an error will occur.

To resolve this issue, see troubleshooting cases.

Enabling RDP

For your first login, use VNC to log in and enable RDP for your ECS. Then, use
MSTSC to log in.

L] NOTE
By default, RDP has been enabled on the ECSs created using a public image.

1. Log in to the Windows ECS using VNC.
For details, see Logging In to a Windows ECS Using VNC.
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2. Click Start in the task bar and choose Control Panel > System and Security
> System > Remote settings.

The System Properties dialog box is displayed.

Figure 4-7 System Properties

Systemn Properties x

Computer Name Hardware Advanced Remole

Femote Assistance

Remote Deskiop

Choose an option, and then specy who can connect
(O) Don't allow remote connections to this computer
(®) Abow remote connections to this computer

[[] Allow connections only from computers running Remote
Deslkiop with Network Level Authentication recommended)

Help me chogse Select Users.
Cancel
3. Click the Remote tab and select Allow remote connections to this
computer.
4. Click OK.

4.1.4 Logging In to a Windows ECS from a Linux Computer

Scenarios

This section describes how to log in to a Windows ECS from a Linux computer.

Prerequisites
e The target ECS is running.
e The ECS must have an EIP bound.

e Access to port 3389 is allowed in the inbound direction of the security group
which the ECS belongs to.

e Data can be exchanged between the login tool and the target ECS. For
example, the default port 3389 is not blocked by the firewall.

e RDP has been enabled on the target ECS. By default, RDP has been enabled
on the ECSs created using a public image. For instructions about how to
enable RDP, see Enabling RDP.
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Procedure

To log in to a Windows ECS from a local Linux computer, use a remote access tool,

such as rdesktop.

1. Run the following command to check whether rdesktop has been installed on

the ECS:
rdesktop

If the message "command not found" is displayed, rdesktop is not installed. In
such a case, obtain the rdesktop installation package at the official rdesktop

website.

2. Run the following command to log in to the ECS:

rdesktop -u Username -p Password -g Resolution EIP

For example, run rdesktop -u administrator -p password -g 1024*720

127.XX.XX.XX.

Table 4-2 Parameters in the remote login command

Parameter

Description

Username, which defaults to Administrator for Windows
ECSs

Password for logging in to the Windows ECS

Full screen by default, which can be switched using Ctrl+Alt
+Enter

Resolution, which uses an asterisk (*) to separate numbers.
This parameter is optional. If it is not specified, the remote
desktop is displayed in full screen by default, for example,

1024*720.

EIP

EIP of the Windows ECS to be remotely logged in. Replace it
with the EIP bound to your Windows ECS.

Enabling RDP

For your first login, use VNC to log in and enable RDP for your ECS. Then, use

MSTSC to log in.
{0 NOTE

By default, RDP has been enabled on the ECSs created using a public image.

1. Log in to the Windows ECS using VNC.
For details, see Logging In to a Windows ECS Using VNC.

2. Click Start in the task bar and choose Control Panel > System and Security
> System > Remote settings.

The System Properties dialog box is displayed.
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4.

Figure 4-8 System Properties
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Click the Remote tab and select Allow remote connections to this
computer.

Click OK.

4.1.5 Logging In to a Windows ECS from a macOS Server

Scenarios

This section describes how to use a remote login tool to log in to a Windows ECS
from a macOS server. In this section, the remote login tool Microsoft Remote
Desktop for Mac and the ECS running Windows Server 2012 R2 Data Center 64bit
are used as an example.

Prerequisites

The target ECS is running.
You have obtained the username and password for logging in to the ECS.
You have bound an EIP to the ECS. For details, see Binding an EIP.

Access to port 3389 is allowed in the inbound direction of the security group
which the ECS belongs to. For details, see Configuring Security Group Rules.

The remote access tool supported by Mac, such as Microsoft Remote Desktop
for Mac has been installed.

Microsoft stopped providing the link for downloading the Remote Desktop
client. You can download the beta version by visiting Microsoft Remote
Desktop Beta.
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Procedure

. Start Microsoft Remote Desktop.
2. Click Add Desktop.

Figure 4-9 Add Desktop

@ @ Microsoft Remaote Deskiop

E * v+ - “ Weorkspaces LQ _I

Add your first desktop
connection to get started.

Add Desktop

3. On the Add PC page, set login information.
- PC name: Enter the EIP bound to the target Windows ECS.
- User account: Select Add user account from the drop-down list.
The Add user account dialog box is displayed.

i. Enter the username administrator and password for logging in to
the Windows ECS and click Add.
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Figure 4-10 Add user account
Add a User Account

Username:

Password: liliilllllt’ !

| Show password

Friendly name:

Cancel _ Add

Figure 4-11 Add PC

Add PC

PC name: I I

User account: B

General Di_splay Devic_es&.ﬂ.udin Folders |

Friendly name:

Group: | Saved PCs

Gateway: Mo gateway a

| Bypass [n

Reconnect if the connection is dropped
 Connect to an admin session
" Swap mouse buttons

4. On the Remote Desktop page, double-click the icon of the target Windows
ECS.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 181



Elastic Cloud Server
User Guide

4 Instances

Figure 4-12 Double-click for login

2] @ Microsoft Remote Desktop

% Saved PCs

/-
C—

5. Confirm the information and click Continue.
You have logged in to the Windows ECS.

Figure 4-13 Successful login

28 Windows Se

!

NS

printers and TVs?

We recommend that you do this on
your home and work networks.

4.1.6 Logging In to a Windows ECS from a Mobile Terminal

Scenarios

This section describes how to log in to an ECS running Windows Server 2012 R2
DataCenter 64bit from a mobile terminal via the Microsoft Remote Desktop client.
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Prerequisites
e The target ECS is running.
e You have obtained the username and password for logging in to the ECS.
e You have bound an EIP to the ECS. For details, see Binding an EIP.

e Access to port 3389 is allowed in the inbound direction of the security group
which the ECS belongs to. For details, see Configuring Security Group Rules.

e Microsoft Remote Desktop has been installed on the mobile terminal.

Procedure

Start the Microsoft Remote Desktop client.

2. In the upper right corner of the Remote Desktop page, tap s and select
Desktop.

Figure 4-14 Remote Desktop

=  Remote Desktop

Desktop

|tIS IO nely Remote Resource Feed

To get started, add the remote desktop
that you want to connect to using this
device. You can also add remote resources
to work with apps and desktops your
administrator has set up for you.

3. On the Add desktop page, set login information and tap SAVE.
- PC name: Enter the EIP bound to the target Windows ECS.
- Perform the following operations to set User name:

i. Tap User name and select Add user account from the drop-down
list.

The Add user account dialog box is displayed.

ii. Enter the username administrator and password for logging in to
the Windows ECS and click SAVE.
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Figure 4-15 Setting the login information

Add user account

User name

administrator

Password

CANCEL
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Figure 4-16 Saving the settings

X  Add desktop

PC name

» * X

User name

administrator

How do | set up a PC? ,

" Show additional options

4. On the Remote Desktop page, tap the icon of the target Windows ECS.

Figure 4-17 Logging in to the Windows ECS

=  Remote Desktop SF

[
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5.  Confirm the information and tap CONNECT.

Figure 4-18 CONNECT

Certificate can't be verified.
Do you want to connect anyway?

A te
WALy LRA.

from th
-windows

because of the following reason:
Mot from a trusted certifying authority

| ] Never ask again for connections to this PC

" More details

CANCEL CONNECT

You have logged in to the Windows ECS.
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Figure 4-19 Successful login

Networks

We recommend that you do this on
your home and work networks

R Windows Se

4.2 Logging In to a Linux ECS

4.2.1 Login Overview (Linux)

Constraints
e Only a running ECS can be logged in.
e The username for logging in to a Linux ECS is root.

Login Modes

You can choose from a variety of login modes based on your local OS type.

Table 4-3 Linux ECS login modes

ECS OS | Local OS | Connection Method Requirement
Linux Windows | Use a remote login tool, such as | The target ECS has
PuTTY or Xshell. an EIP bound.

e Password-authenticated:
Logging In to a Linux ECS
from a Local Windows
Server

Linux Run commands.

e Password-authenticated:
Logging In to a Linux ECS
from a Local Linux Server
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ECS OS | Local OS | Connection Method Requirement
Mobile Use an SSH client tool, such as
terminal Termius or JuiceSSH, to log in to
the ECS.

Logging In to a Linux ECS from
a Mobile Terminal

macOS Use the terminal included in the
macOS.

Logging In to a Linux ECS from
a macOS Server

Windows | Use the remote login function No EIP is required.
available on the management
console. For details, see Logging
In to a Linux ECS Using VNC.

4.2.2 Logging In to a Linux ECS Using VNC

Scenarios
This section describes how to use VNC provided on the management console to
log in to an ECS.
For instructions about how to copy and paste data on VNC pages after the ECS
login, see Follow-up Procedure.
Constraints
e The remote login function is implemented using customized ports. Therefore,
before attempting to log in remotely, ensure that the port to be used is not
blocked by the firewall. For example, if the remote login link is xxx:8002,
ensure that port 8002 is not blocked by the firewall.
e If the client OS uses a local proxy and the firewall port cannot be configured
on the local proxy, disable the proxy mode and then try logging in remotely.
Procedure

Log in to the management console.
2. Under Computing, click Elastic Cloud Server.
3. Obtain the password for logging in to the ECS.
Before logging in to the ECS, you must have the login password.

- If your ECS uses password authentication, log in to the ECS using the
password you configured during the ECS creation.

4. In the Operation column of the target ECS, click Remote Login.

5. (Optional) When the system displays "Press CTRL+ALT+DELETE to log on",
click Send CtrlAltDel in the upper part of the remote login page to log in to
the ECS.
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(11 NOTE

Do not press CTRL+ALT+DELETE on the physical keyboard because this operation does
not take effect.

6. Enter the ECS password as prompted.

Follow-up Procedure

Local commands can be copied to an ECS. To do so, perform the following
operations:

1. Log in to the ECS using VNC.
2. Click Input Commands in the upper right corner of the page.

Figure 4-20 Input Commands

Local Cursor . Send CtrlAltDel § Input Commands

Copy Commands

Copy and paste content into the text bax. Up to 70 characters are
allowed. Non-standard keyboard characters are not supported.

7070

3. Press Ctrl+C to copy data from the local computer.

Press Ctrl+V to paste the local data to the Paste & Send window.
5. Click Send.

Send the copied data to the CLI.

(11 NOTE

There is a low probability that data is lost when you use Paste & Send on the VNC page of
a GUI-based Linux ECS. This is because the number of ECS vCPUs fails to meet GUI
requirements. In such a case, it is a good practice to send a maximum of 5 characters at a
time or switch from GUI to CLI (also called text interface), and then use the Paste & Send
function.
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4.2.3 Logging In to a Linux ECS Using an SSH Password

Scenarios
This section describes how to remotely log in to a Linux ECS using an SSH
password from a Windows and a Linux server, respectively.
Logging in to a Linux ECS using SSH password authentication is disabled by
default. If you require password authentication, configure it after logging in to the
ECS. To ensure system security, reset the common user password for logging in to
the Linux ECS after configuring SSH password authentication.

Prerequisites

e The target ECS is running.
e You have bound an EIP to the ECS. For details, see Binding an EIP.

e  Access to port 22 is allowed in the inbound direction of the security group
which the ECS belongs to. For details, see Configuring Security Group Rules.

e The network connection between the login tool (PuTTY) and the target ECS is
normal. For example, the default port 22 is not blocked by the firewall.

Logging In to a Linux ECS from a Local Windows Server

To log in to a Linux ECS from a local Windows server, perform the operations
below.

The following operations use PUTTY as an example to log in to the ECS.

1. Visit the following website and download PuTTY and PuTTYgen:
https://www.chiark.greenend.org.uk/~sgtatham/putty/latest.html
Run PuTTY.

3. Choose Session.

a. Host Name (or IP address): Enter the EIP bound to the ECS.
b. Port: Enter 22.

c. Connection type: Click SSH.

d

Saved Sessions: Enter the task name, which can be clicked for remote
connection when you use PUTTY next time.
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Figure 4-21 Session

B® PUTTY Configuration

Categorny:

=~ Session

P Logging

- Terminal

- Keyboard

. Bell

- Features

|- Window

- Appearance
- Behawiour

Basic options for your PuTTY session

Specify the destination you want to connect to
Host Mame (or IP address) Port
22

Connection type:
) Raw ) Telnet ) Rlogin @ 55H ) Serial

Load, save or delete a stored session

.... Translation | Saved Sessions

- Selection
-~ Colours Default Settings
= Connection
.. Data Save
- Promy
- Telnet Delete
- Rlogin
=I-S5H

IIg
2

Close window on exit:
) Always 1 MNever @ Only on clean exit

About [ Open l I Cancel I

4. Choose Window. Then, select UTF-8 for Received data assumed to be in
which character set: in Translation.

5. Click Open.

If you log in to the ECS for the first time, PUuTTY displays a security warning
dialog box, asking you whether to accept the ECS security certificate. Click Yes
to save the certificate to your local registry.

6. After the SSH connection to the ECS is set up, enter the username and
password as prompted to log in to the ECS.

Logging In to a Linux ECS from a Local Linux Server
To log in to a Linux ECS from a local Linux server, perform the operations below.

1. On the Linux CLI, run the following command to log in to the ECS:
ssh xxxXx.xx.xx

(10 NOTE

xx.xx.xx.xx indicates the EIP bound to the ECS.

2. Verify the SSH fingerprint of the ECS and enter yes.
The authenticity of host "xx.xxxexx (xx.xx.xx.xx)' can't be established.
ECDSA key fingerprint is SHA256:rnKuzrUSYS03M Coa XXX XXX XXXXXXX.
ECDSA key fingerprint is MD5:cf:64:5b:5€:74:30: XX XXXXXXXXXXXXXXXXXX.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added 'xx.xx.xx.xx' (ECDSA) to the list of known hosts.

3. Enter the password for logging in to ECS.
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4.2.4 Logging In to a Linux ECS from a macOS Server

Scenario

This section describes how to log in to a Linux ECS from a macOS server.
Prerequisites

e The target ECS is running.

e You have obtained the username and password for logging in to the ECS.

e You have bound an EIP to the ECS. For details, see Binding an EIP.

e Port 22 is allowed in the inbound direction of the security group which the

ECS belongs to. For details, see Configuring Security Group Rules.

Procedure

You can log in to the Linux ECS through the terminal included in the macOS.

e Using an SSH password

a. Open the terminal of the macOS and run the following command to log
in to the ECS:

ssh Username®@ E/IP

4.2.5 Logging In to a Linux ECS from a Mobile Terminal

Scenarios
This section describes how to access a Linux ECS from a mobile terminal.
e  For instructions about how to log in to a Linux ECS from an iOS terminal
through Termius, see Logging In to a Linux ECS from an iOS Terminal.
e  For instructions about how to log in to a Linux ECS from an Android terminal
through JuiceSSH, see Logging In to a Linux ECS from an Android Terminal.
Prerequisites

e The target ECS is running.
e You have obtained the username and password for logging in to the ECS.
e You have bound an EIP to the ECS. For details, see Binding an EIP.

e Access to port 22 is allowed in the inbound direction of the security group
which the ECS belongs to. For details, see Configuring Security Group Rules.

Logging In to a Linux ECS from an iOS Terminal

Before performing the operation, make sure that you have installed an SSH client
tool, for example, Termius, on the iOS terminal. In this example, the Linux ECS
runs CentOS 7.6, and it is authenticated using a username and password.

1. Start Termius and tap New Host.
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Figure 4-22 New Host

< -+
Hosts

Connect to a new host via SSH,
Telnet or MOSH. Once you've
added hosts, you'll find them here.

New Host New Group

2. On the New Host page, set the following parameters:
- Alias: Enter the hostname. In this example, set this parameter to ecs01.
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- Hostname: Enter the EIP bound to the target ECS.
- Use SSH: Enable it.

- Host: Enter the EIP bound to the target ECS.

- Port: Enter port number 22.

- Username: Enter root.

- Password: Enter the login password.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 194



Elastic Cloud Server
User Guide 4 Instances

Figure 4-23 Setting parameters

Cancel New Host Save
Alias

[2)

Hostname

Group >
Tags >

Backspace as CTRL+H

SSH / MOSH

Use SSH C @)

Use Mosh (Beta)

(4]
‘ Port 22
Default
[5)
Username root 9
9O
Password ecccceceee

3. Tap Save in the upper right corner of the page to save the login settings. On
the Hosts page, tap the name of the connection.
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Figure 4-24 Login information

< - T Select

Hosts

Hosts

ecsO1 (,

If the following page is displayed, you have connected to the Linux ECS.

Figure 4-25 Connected

Logging In to a Linux ECS from an Android Terminal

Before performing the operation, make sure that you have installed JuiceSSH on
the Android terminal. In this example, the Linux ECS runs CentOS 7.6, and it is
authenticated using a username and password.

1. Start JuiceSSH and tap Connections.
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Figure 4-26 Starting JuiceSSH

Connections @
Manage your connections

Frequently Used

Your most used connections

Welcome

You've not connected to any servers yet.
Hit Connections above to get started.

Plugins *.
Extend JuiceSSH with 3rd party extensions
Unlock Pro Features ‘\

Learn more about pro features

Settings a_ﬂ-

Personalise your sessions

2. On the Connections page, tap
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Figure 4-27 Connections

Connections

No Connections

You do not currently have any connections
configured. Use the button below to get started.

On the New Connection page, configure basic and advanced settings and
save the settings. The parameters are as follows:

Nickname: Set the name of the login session. In this example, set this
parameter to linux_test.

Type: Retain the default value SSH.
Address: Enter the EIP bound to the target Linux ECS.
Perform the following operations to set Identity:

i. Tap Identity and choose New from the drop-down list.
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ii. On the New Identity page, set the following parameters and tap

o Nickname: Set an identity name as required to facilitate
subsequent management. This parameter is optional. In this

example, set it to linux_test.
o Username: Enter root.

o Password: Tap SET (OPTIONAL), enter the login password, and

tap OK.

Figure 4-28 New Identity

IDENTITY

Nickname: linux_test

Username: root

Password: SET (OPTIONAL)

Private Key: SET (OPTIONAL)

SNIPPET

JuiceSSH Pro users can take advantage of an

automatically generated snippet to add a public key
to a servers ~/.ssh/authorized_keys file and set

the correct permissions.

GENERATE SNIPPET

Port: Enter port number 22.
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Figure 4-29 Port

BASIC SETTINGS

Nickname: linux_test

Type: SSH v
Address:

Identity: linux_test >

ADVANCED SETTINGS

Port: 2 |

Connect Via: (Optional) v

Run Snippet:  (Optional) v

Backspace: Default (sends DEL) -
GROUPS

ADD TO GROUP

4. On the Connections page, tap the created connection.
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Figure 4-30 Connections

Connections

All
Not shared

@ linux_test
linux_test

5. Confirm the information that is displayed and tap ACCEPT.
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Figure 4-31 Confirming the information

Host Verification

It looks like this is the first time you
have connected to

Host key fingerprint:

|
Do you want to accept the key?

REJECT  ACCEPT

6. (Optional) When you log in to the ECS for the first time, JuiceSSH displays a
tutorial for you, including setting the font size and popping up the keyboard.
Confirm the information and click OK - I'VE GOT IT.
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Figure 4-32 Tutorial

Tutorial

Fontsize

Use the volume buttons on your device to adjust
the font size on the fly.

Popup Keyboard
Tap the terminal to bring up a popup keyboard with

all the normally hard to find characters (ctrl, arrows

etc). Swipe it right to enable/disable autocomplete
(useful for IRC etc).

Copy & Paste / Save Transcript / Hide
Keyboard

Long press the terminal for copy & paste and to
share or save your session transcript.

OK - I'VE GOT IT!

You have logged in to the Linux ECS.

Figure 4-33 Successful login
Last login: Mon Aug 19 10:23:05 2019 from 222.
Welcome to . Clouwd Service

[root@ecs-13as- =linux ~]& §
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4.3 Managing GPU Drivers of GPU-accelerated ECSs

4.3.1 GPU Driver

Overview

Before using a GPU-accelerated ECS, make sure that a GPU driver has been
installed on the ECS for GPU acceleration.

GPU-accelerated ECSs support GRID and Tesla drivers.

To use graphics acceleration, such as OpenGL, DirectX, or Vulkan, install a
GRID driver and separately purchase and configure a GRID license. The GRID
driver with a vDWS license also supports CUDA for both computing and
graphics acceleration.

A graphics-accelerated (G series) ECS created using a public image has
had a GRID driver of a specified version installed by default, but the GRID
license must be configured separately. Before using such an ECS, check
whether the desired driver has been installed on it and whether the
version of the installed driver meets service requirements.

To install a GRID driver on a GPU-accelerated ECS created using a private
image, see Manually Installing a GRID Driver on a GPU-accelerated
ECS.

To use computing acceleration, install a Tesla driver.

A computing-accelerated (P series) ECS created using a public image has
had a Tesla driver of a specified version installed by default.

To install a Tesla driver on a GPU-accelerated ECS created using a private
image, see Manually Installing a Tesla Driver on a GPU-accelerated
ECS.

Table 4-4 Acceleration supported by GPU drivers

Dri | Lice | CUDA | Open | Direct | Vulka | Applicati | Description

ver | nse GL X n on
Scenario

GRI | Requ | Suppo | Suppo | Suppo | Suppo | 3D The GRID driver

D ired rted rted rted rted rendering, | must meet the
graphics | requirements for
workstati | accelerating
on, and graphics and
game image
accelerati | applications.
on
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Dri | Lice | CUDA | Open | Direct | Vulka | Applicati | Description
ver | nse GL X n on
Scenario

Tes | Not | Suppo | Not Not Not Scientific | The Tesla driver is
la |requi | rted suppor | suppor | suppor | computin | downloaded free
red ted ted ted g, deep of charge and
learning usually used with
training, NVIDIA CUDA

and SDKs to
inference | accelerate general
computing

applications.

4.3.2 Obtaining a Tesla Driver and CUDA Toolkit

Scenarios

Before using a GPU-accelerated ECS, make sure that the desired Tesla driver and

CUDA toolkit have been installed on the ECS. Otherwise, computing acceleration

will not take effect. This section describes how to obtain a Tesla driver and CUDA
toolkit. Select a driver version based on your ECS type.

For instructions about how to install the Tesla driver and CUDA toolkit, see
Manually Installing a Tesla Driver on a GPU-accelerated ECS.

Downloading a Tesla Driver

Download a driver based on your ECS type.

Table 4-5 Mapping between Tesla drivers and ECS types

ECS Type Driver Product Series Product
Pi2 Tesla T T4

Pi2nl Tesla T T4

G7 Tesla A A40

G6 Tesla T T4

G5 Tesla \Y V100

Downloading a CUDA Toolkit

Download the CUDA software package and select the corresponding CUDA
Toolkit software package based on the instance type and driver version.
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(11 NOTE

NVIDIA Driver Downloads provides the mapping between the driver version and CUDA
Toolkit. If the versions do not match, the driver may be unavailable.

The following uses Tesla T4 as an example to describe how to download the driver
package and CUDA Toolkit.

1. Select the Linux operating system and the CUDA Toolkit 11.6 version.

Figure 4-34 Selecting the CUDA Toolkit version

NVIDIA Driver Downloads

Select from the dropdown list below to identify the appropriate driver for your NVIDIA product.

Product Type: | Data Center [ Tesla V|
Product Series: | I-Series V|
Product: | Tesla T4 V|
Operating System: | Linux 64-bit V|
| CUDA Toolkit: [11.6 v |
Language: | English (US) v|

2. Select a CUDA Toolkit 11.6 package to download.

Figure 4-35 Downloading a CUDA Toolkit 11.6 package

Archived Releases

CUDA Toolkit 7.1 [August 2022), Versioned Online Documentation
CUDA Toolkit 7.0 [May 2022), Versioned Online Documentation

CUDA Toolkit 4.2 [September 2021), Versioned Online Documentatior
CUDA Toolkit 4.1 [August 2021), Versioned Online Documentation
CUDA Toolkit 4.0 (June 2021), Versioned Online Documentatior

4.3.3 Manually Installing a GRID Driver on a GPU-accelerated
ECS

Scenarios

To use graphics acceleration, such as OpenGL, DirectX, or Vulkan, install a GRID
driver and separately purchase and configure a GRID license. The GRID driver with
a vDWS license also supports CUDA for both computing and graphics acceleration.
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A graphics-accelerated (G series) ECS created using a public image has had a
GRID driver of a specified version installed by default, but the GRID license
must be configured separately.

If a GPU-accelerated ECS is created using a private image, install a GRID
driver and separately configure a GRID license.

This section describes how to install a GRID driver, apply for a GRID license, and
configure the license server.

Process of installing a GRID driver:

1. Configuring a GRID License

2. Downloading GRID Driver and Software License Packages
3. Deploying and Configuring the License Server

4. Installing the GRID Driver and Configuring the License
(110 NOTE

e NVIDIA allows you to apply for a 90-day trial license.

e For details about GPU-accelerated ECSs with different specifications and application
scenarios, see GPU-accelerated ECSs.

Configuring a GRID License

Configure an official license.

To obtain an official license, contact NVIDIA or their NVIDIA agent in your
local country or region.

Apply for a trial license.
Log in at the official NVIDIA website and enter desired information.

For details about how to sign up for an account and apply for a trial license,
see official NVIDIA help page.

(10 NOTE

The method of using a trial license is the same as that of using an official license. You
can use an official license to activate an account with a trial license to prevent
repetitive registration. The trial license has a validity period of 90 days. After the trial
license expires, it cannot be used anymore. Configure an official license then.

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 207


https://www.nvidia.com/object/nvidia-enterprise-account.html
https://nvid.nvidia.com/NvidiaUtilities/#/needHelp

Elastic Cloud Server

User Guide 4 Instances

Figure 4-36 Applying for a trial license

START YOUR 90-DAY TRIAL

Please register with your corporate email address
Personal email addresses or extensions will not be approved
If already registered, click here
If you need assistance, please review FAC

First name * Last name
* Email address * Phone Ex : +1-222-333-4444
* Company * Industry
* Job role Please Choose One —- * Location
Street 1 Street 2
* City State/Province
* Postal Code
Certified Server | Other NVIDIA GPUs
Certified Server Other * VDI Hypervisor
“VDI Remoting Client | Other * VDI Seats
“ Primary Application

+ Send me the latest enterprise news, announcements, and more from NYIDIA. | can unsubscribe at any time.

Required Fields

CANMCEL

By registering, you agree to HVIDIA Account Terms and Conditions & F

Downloading GRID Driver and Software License Packages

1. Obtain the driver installation package required for an OS. For details, see
Table 4-6.
For more information about the GRID driver, see NVIDIA vGPU Software
Documentation.

(10 NOTE

For a GPU passthrough ECS, select a GRID driver version as required.
For a GPU virtualization ECS, select a driver version based on the following table.
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Table 4-6 GRID driver versions supported by GPU-accelerated ECSs

e Ubuntu 20.04 64bit
e Ubuntu 18.04 64bit

e Windows Server
2019 Standard
64bit

e Windows Server
2016 Standard
64bit

ECS GPU OS Driver Version CPU
Type | Attachme Architect
nt ure
G7v GPU e CentOS 8.2 64bit GRID 13.0 x86_64
virtualizat | o centos 7.6 64bit
ion
e Ubuntu 20.04
Server 64bit
e Ubuntu 18.04
Server 64bit
e Windows Server
2019 Standard
64bit
e \Windows Server
2016 Standard
64bit
G7 GPU e CentOS 8.2 64bit Select a version x86_64
passthrou | ¢ centOS 7.6 64bit as needed.
h
9 e Ubuntu 20.04
Server 64bit
e Ubuntu 18.04
Server 64bit
e Windows Server
2019 Standard
64bit
e Windows Server
2016 Standard
64bit
G6 GPU e CentOS 8.2 64bit Select a version x86_64
passthrou | ¢ centOS 7.6 64bit as needed.
gh

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

209



Elastic Cloud Server
User Guide

4 Instances

ECS
Type

GPU
Attachme
nt

(01

Driver Version

CPU
Architect
ure

G5.8xl
arge.4

GPU
passthrou
gh

e CentOS 8.2 64bit
e CentOS 7.6 64bit
e CentOS 7.5 64bit
e Ubuntu 20.04 64bit
e Ubuntu 18.04 64bit

e Windows Server
2019 Standard
64bit

e Windows Server
2016 Standard
64bit

e \Windows Server
2019 Datacenter
64bit

e \Windows Server
2016 Datacenter
64bit

Select a version
as needed.

x86_64

PI2

GPU
passthrou
gh

e CentOS 7.5 64bit

e \Windows Server
2019 Standard
64bit

e Windows Server
2016 Standard
64bit

Select a version
as needed.

x86_64

Pi2nl

GPU
passthrou
gh

e CentOS 7.5 64bit

e Ubuntu 16.04
Server 64bit

e Windows Server
2016 Standard
64bit

Select a version
as needed.

x86_64

After the registration, log in at the official NVIDIA website and enter the

account.

Check whether NVIDIA is used for the first time.

a. If yes, go to step 4.

b. If no, go to step 6.

Refer to Figure 4-37 to obtain the Product Activation Key (PAK) from the
email indicating successful registration with NVIDIA.
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Figure 4-37 PAK

ACTION REQUIRED: Click on the SET PASSWORD button below to set your password.

SET PASSWORD

This password link is only valid for 24 hours. If not used before it expires, you will need to request
a new one by using Forgot password

DGX Customer

* DGX Container Registry-administrator - Wil receive a separate email with instructions on
how to log into the registry. You can find the DGX Container Registry User Guide here

Software Product Customer, you can redeem your PAK manually after setting password by:
1. Log in to NYIDIA Enterprise.

2. Click on NWIDIA Licensing Portal.

3. In Left Nawigation, click on Redeem Product Activation Key.

4 Copy your PAK and paste in the first

| GRID Product Activation Key [PAK)

Advanced Rendering software pr wour
entitlement email

While the support portal is the best way to log and track incidents, you can also email
EnterpriseSupporti@nvidia.com or call your local support number.

Thank you for purchasing NWIDIA products. We look forsward to working with you!

Best regards,
NVIDIA Enterprise Support Team
EnterpriseSupport@nvidia.com

5. Enter the PAK obtained in step 4 on the Redeem Product Activation Keys
page and click Redeem.

Figure 4-38 Redeem Product Activation Keys

<X

NVIDIA.
NWIDIA SOFTWARE LICENSING CENTER » REDEEM PRODUCT ACTIVATION KEYS

Software & Services - -
ProcuctInformaton Redeem Product Activation Keys
Product Search Use the form below to register additional keys for your account.

Licens e History
Search Line tems

Recent Product Releases

Redeem Product Activation

Keys

Rendering Licensing
Search Licenses

|
|
|
|
View Licenses By Host I

View Licenses Generated by p—
U Rekeem

6. Specify Username and Password and click LOGIN.
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Figure 4-39 Logging in to the official NVIDIA website

@2 NVIDIA. Enterpr

LOG IN

Username:

Password: ITTTITETTYY

7. Log in at the official NVIDIA website as prompted and select SOFTWARE
DOWNLOADS.

Figure 4-40 SOFTWARE DOWNLOADS page

R DASHBOARD %E
ADDITIONAL SOFTWARE Vv
ENTITLEMENTS FEATURED ALL AVAILABLE

Product Falyily: @ All O vGPU ) HPC O) PGI

&, SOFTWARE DOWNLOADS |

atfo VHZ—'—,Z :VH,—,%,:VHE%I':' HCLEARH COLU .~’|
PLATFORM  PRODUCT RELEASE
PLATFORM DESCRIPTION
T HISTOR VERSION  VERSION DATE
2021-
& VMware vSphere 7.0 1.3 NVIDIA vGPU for vSphere 7.0 01-07
2021-
& VMware vSphere 6.7 1.3 NVIDIA vGPU for vSphere 6.7 01-07
2021-
& VMware vSphere 6.5 1.3 NVIDIA vGPU for vSphere 6.5 01.07
2021-
&  Citrix Hypervisor 7.0 1.3 NVIDIA vGPU for Xenserver 7.0 0107
page size: 25 1 of8 > »

8. Download the GRID driver of the required version. For details, see Table 4-6.

9. Decompress the GRID driver installation package and install the driver that
matches your ECS OS.

10. On the SOFTWARE DOWNLOADS page, click ADDITIONAL SOFTWARE to
download the license software package.
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Figure 4-41 ADDITIONAL SOFTWARE

<A NVIDIA. LICENSING | Software Downloads cation Hub | jian.zhou@xsuperzone.com (ORG_ADMIN) | LOZo

il J"Pl
&, 2020.11 64-bit License Manager for Windows

o, 2020.11 64-bit License Manager for Linux

Product Family: (&) All vGPU HPC
A, 2020, A-bit Li Vi i 1
2 | SOFTWARE DOWNLOADS &, 2020.05 64-bit License Manager for Windows
N i i &, 2020.05 64-bit License Manager for Linux
&, 2019.11 64-bit License Manager for Windows I

PLATH

RUATECEBY W L, 2019.11 64-bit License Manager for Linux

&, 2018.10 32-bit License Manager for Windows

&  VMware vsphere 70 4 201810 License Manager for Linux

&, GPUMode Change Utility for Tesla M60 and M6 GPUs

& VMware vSphere 6.7 &, NVIDIA Virtual GPU Management Pack for vRealize Operations 2.0 :

2, NVIDIA Virtual GPU Management Pack for vRealize Operations 1.1
&  VMware vSphere 6.5 11.3 NVIDIA vGPU for vSphere 6.5 C

-

=
01-07

2021-

B Cibrie Wi amdicor an 11 2 RIARIA 2RI Frr Vancamae 7 A

Deploying and Configuring the License Server

The following uses an ECS running CentOS 7.5 as an example to describe how to
deploy and configure the license server on the ECS.

(11 NOTE

e The target ECS must have at least 2 vCPUs and 4 GiB of memory.
e Ensure that the MAC address of the target ECS has been recorded.

e |If the license server is used in the production environment, deploy it in high availability
mode. For details, see official NVIDIA documentation for license server high
availability.

1. Configure the network.

- If the license server is to be accessed using the VPC:

®  Single-user: Ensure that the license server and the GPU-accelerated
ECS with the GRID driver installed are in the same VPC subnet.

= Multi-user: If the license server and the GPU-accelerated ECS with
the GRID driver installed use different accounts, perform the
following operations:

For example, the license server uses account A and needs to use a
license from account B. Additionally, the GPU-accelerated ECS under
account B has had the GRID driver installed.

1) Use account A to create a VPC endpoint service and set Backend
Resource Type to ECS.

2) Add account B's domain ID to the whitelist of the VPC endpoint
service under account A.

3) Under account B, create a VPC endpoint to access the VPCEP
service. Then, use the node IP address or private network
domain name to authorize account A to use the license.

For details, see "Configuring a VPC Endpoint for Communication
Across VPCs of Different Accounts" in VPC Endpoint User Guide.
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If the license server is to be accessed using a public IP address, configure

the security group which the license server belongs to and add inbound

rules for TCP 7070 and TCP 8080.

Install the license server.

a.

Run the following command to decompress the installation package. The
Installer.zip in the command indicates the name of the software package
obtained in 10.

unzip Installer.zip

Run the following command to assign execution permissions to the
installer:

chmod +x setup.bin

Run the installer as user root:

sudo ./setup.bin -i console

In the Introduction section, press Enter to continue.

InstallAnywhere will guide you through the installation of License Server.

It is strongly recommended that you quit all programs before continuing with

this installation.

Respond to each prompt to proceed to the next step in the installation. If
you want to change something on a previous step, type 'back’.

You may cancel this installation at any time by typing 'quit’.

PRESS <ENTER> TO CONTINUE:

In the License Agreement section, press Enter to turn to last pages and
accept the license agreement.

Enter Y and press Enter.

DO YOU ACCEPT THE TERMS OF THIS LICENSE AGREEMENT? (Y/N): Y]

In the Choose Install Folder section, press Enter to retain the default path
for installing the License Server software.

In the Choose Local Tomcat Server Path section, enter the Tomcat's local
path in the "/var/lib/ Tomcat version" format, for example, /var/lib/
tomcat8.

In the Choose Firewall Options section, confirm the port to be enabled in
the firewall and press Enter.

Choose Firewall Options

The license server listens on port 787@. This port must be opened in the
firewall for other machines to obtain licenses from this server.

The license server's management interface listens on port 8e8e. Leave this

port closed to prevent unauthorized access to the management interface.

->1- License server (port 7070)
2- Management interface (port 8e8e)

ENTER A COMMA-SEPARATED LIST OF NUMBERS REPRESENTING THE DESIRED CHOICES, OR
PRESS <ENTER> TO ACCEPT THE DEFAULT: I
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i.  In the Pre-Installation Summary section, confirm the information and
press Enter to start the installation.

Pre-Installation Summary

Please Review the Following Before Continuing:

Product Name:
License Server

Install Folder:
/opt/flexnetls/nvidia

Link Folder:
/root/NVIDIA Corporation/License Server

Disk Space Information (for Installation Target):
Required: 185,216,774 Bytes
Available: 35,501,248,512 Bytes

PRESS <ENTER> TO CONTINUE: I

j-  Inthe Install Complete section, press Enter to end the installation.

Install Complete

License Server has been successfully installed to:

/opt/flexnetls/nvidia

PRESS <ENTER> TO EXIT THE INSTALLER:

3. Obtain the license file.

a. Log in to the NVIDIA website on a new tab and select LICENSE
SERVERS.

Figure 4-42 LICENSE SERVERS

License Servers
»  LICENSE SERVER / FEATURE LICENSE TYPE EXPIRATION ALLOCATED]

LICENSE SERVERS

pagesize: 25

b. Click CREATE SERVER.
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c. On the displayed Create License Server page, configure parameters.

Figure 4-43 Create License Server

Server Name
Vv
Description Added Features
FEATURE COUNT
No features have been added yet
4 l
MAC Address

CANCEL CREATE LICENSE SERVER

Table 4-7 Parameters for creating a license server

Parameter Description

Server Name License server name, which can be customized.
Description License description information.

MAC Address MAC address of the ECS where the license

server is deployed.

You can log in to the ECS and run ipconfig -a
to query the MAC address.

Feature Select a feature, enter the number of required
licenses in the Licenses text box, and click
ADD.

In active/standby deployment, enter the name
of the standby server in Failover License
Server and enter the MAC address in Failover
MAC Address.

d. Click CREATE LICENSE SERVER.
e. Download the license file.
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Figure 4-44 Downloading the license file

License Servers
»  LICENSE SERVER / FEATURE LICENSE TYPE EXPIRATION ALLOCATED
= v et
| W DELE

Quadro-Virtual-DWS-5.0 CONCURRENT_COUNTED_SINGLE 171 | |

4. In the web browser, access the homepage of the license server management
page using the link configured during the installation.
Default URL: http:///P address of the E/IP.8080/licserver

5. In the navigation pane on the left, click License Server > License
Management.

6. Select the .bin license file to be uploaded and click Upload.

Figure 4-45 Uploading a license file

License Management

Installing the GRID Driver and Configuring the License

1. Install the GRID driver of a desired version, for example, on a GPU-accelerated
Windows ECS.

(1] NOTE

Microsoft remote login protocols do not support GPU 3D hardware acceleration. To
use this function, install third-party desktop protocol-compliant software, such as VNC,
PColP, or NICE DCV, and access the ECS through the client.

2. Open the NVIDIA control panel on the Windows control panel.

3. Enter the IP address and port number of the deployed license server in the
level-1 license server, and then click Apply. If the message indicating that you
have obtained a GRID license is displayed, the installation is successful.
Additionally, the MAC address of the GPU-accelerated ECS with the GRID
driver installed is displayed on the Licensed Clients page of the license server
management console.

Figure 4-46 License server management console

Licensed Clients
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4.3.4 Manually Installing a Tesla Driver on a GPU-accelerated

ECS

Scenarios

Notes

Before using a GPU-accelerated ECS, make sure that the desired Tesla driver and
CUDA toolkit have been installed on the ECS for computing acceleration.

e A computing-accelerated (P series) ECS created using a public image has had
a Tesla driver of a specified version installed by default.

e After a GPU-accelerated ECS is created using a private image, it must have a
Tesla driver installed. Otherwise, computing acceleration will not take effect.

This section describes how to install a Tesla driver and CUDA toolkit on a GPU-
accelerated ECS.

e The ECS must have an EIP bound.

e Check whether the CUDA toolkit and Tesla driver have been installed on the
ECS.

{11 NOTE

e |f the CUDA toolkit has not been installed, download it from the official NVIDIA website
and install it. A Tesla driver matching the CUDA version will be automatically installed
then. However, if there are specific requirements or dependencies on the Tesla driver
version, download the matching Tesla driver from the official NVIDIA website first and
then install the driver before installing the CUDA toolkit.

e If a Tesla driver has been installed on the ECS, check the driver version. Before installing
a new driver version, uninstall the original Tesla driver to prevent an installation failure
due to driver conflicts.

Installation process:
e Obtaining a Tesla Driver and CUDA Toolkit
e Installing a Tesla Driver
- Installing a Tesla Driver on a Linux ECS
- Installing a Tesla Driver on a Windows ECS
e Installing a CUDA Toolkit
- Installing the CUDA Toolkit on a Linux ECS
- Installing the CUDA Toolkit on a Windows ECS

Installing a Tesla Driver on a Linux ECS

The following uses Ubuntu 16.04 64bit as an example to describe how to install
the Tesla driver matching CUDA 10.1 on a GPU-accelerated ECS.
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(11 NOTE

The Linux kernel version is compatible with the driver version. If installing the driver failed,
check the driver installation log, which is generally stored in /var/log/nvidia-installer.log.
If the log shows that the failure was caused by a driver compilation error, for example, the
get_user_pages parameter setting is incorrect, the kernel version is incompatible with the
driver version. In such a case, select the desired kernel version and driver version and
reinstall them. It is recommended that the release time of the kernel version and driver
version be the same.

Log in to the ECS.
2. Update the system software based on the OS.
- Ubuntu
Update the software installation source: apt-get -y update
Install necessary programs: apt-get install gcc g++ make
- CentOS

Update the software installation source: yum -y update --
exclude=kernel* --exclude=centos-release* --exclude=initscripts*

Install the desired program: yum install -y kernel-devel-'uname -r’ gcc
gcc-c++

3. Download the NVIDIA driver package.

Select a driver version at NVIDIA Driver Downloads based on the ECS type.
Click SEARCH.

Figure 4-47 Selecting a NVIDIA driver version

Advanced Driver Search

Product Type: Operating System:
Tesla v Linux 64-bit v
Product Series: CUDA Toolkit:
v 10.1 v
Product: Language:
A English (U5) v

Recommended/Beta:
All v

SEARCH

4. Select a driver version as required. The following uses Tesla 418.67 as an
example.
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Figure 4-48 Selecting a driver version

Advanced Driver Search

Product Type: Operating System:
Tesla v Linwx 64-bit v
Product Series: CUDA Toolkit:
[ v 10.1 v
Product: Language:
v English (US) v

Recommended/Beta:

All v
e
Name Version Release Date CUDA Toolkit

+ Tesla Driver for Linux x64 418.126.02 February 28, 2020 10.1
* Tesla Driver for Linux x64 418.116.00 December 9, 2019 10.1
+ Tesla Driver for Linux x64 418.87.01 October 3, 2019 10.1
* Tesla Driver for Linux x64 418.87.00 August 14, 2019 10.1
* Tesla Driver for Linux x64 418.67 May 7, 2019 10.1
* Tesla Driver for Linux x64 418.40.04 March 25, 2019 10.1
* Tesla Driver for Linux x64 418.40.04 March 25, 2019 10.1

5. Click the driver to be downloaded. On the TESLA DRIVER FOR LINUX X64
page that is displayed, click DOWNLOAD.
6. Copy the download link.

Figure 4-49 Copying the download link

By clicking the "Agree & Download" button below, you are confirming that you have read and agree to be bound by

the for use of the driver. The driver will begin downloading
immediately after clicking on the "Agree & Download" button below. NVIDIA recommends users update to the latest
driver version. Please review for mare information.

- AGREE & DOWNLOAD DECLINE

7.  Run the following command on the ECS to download the driver:
wget Copied link

For example, wget http://us.download.nvidia.com/tesla/418.67/NVIDIA-
Linux-x86_64-418.67.run

Figure 4-50 Obtaining the installation package

b:7# wyet http:.,
17:5 http:
lving us.download.nvid
ting to us.down

Z

1 rA
‘NUIDIA-Linux-xB6_64-418.67 .run’

36_64-418.67 .run  10C =»1 102.26M 1.07HBrs in 5m 2s

18:04:40 (346 KBrs) — “HUIDIA-Linux-xB6

8. Run the following command to install the driver:
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sh NVIDIA-Linux-x86_64-418.67.run

9. (Optional) If the following information is displayed after the command for
installing the driver is executed, disable the Nouveau driver.

Figure 4-51 Disabling the Nouveau driver

a. Run the following command to check whether the Nouveau driver has
been installed:

lsmod | grep nouveau
®  |f the command output contains information about the Nouveau

driver, the Nouveau driver has been installed and must be disabled.
Then, go to step 9.b.

® |f the command output does not contain information about the
Nouveau driver, the Nouveau driver has been disabled. Then, go to
step 10.

b. Edit the blacklist.conf file.
If the /etc/modprobe.d/blacklist.conf file is unavailable, create it.
vi /fetc/modprobe.d/blacklist.conf
Add the following statement to the end of the file:

blacklist nouveau
options nouveau modeset=0

C.  Run the following command to back up and create an initramfs
application:
= Ubuntu
sudo update-initramfs -u

= (CentOS:

mv /boot/initramfs-$(uname -r).img /boot/initramfs-$(uname -
r).img.bak

dracut -v /boot/initramfs-$(uname -r).img $(uname -r)
d. Restart the ECS:
reboot

10. Select OK for three consecutive times as prompted to complete the driver
installation.
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11.

12.
13.

Figure 4-52 Completing the NVIDIA driver installation

Installation of the kernel module for the WVIDIA Accelerated Graphics Driver for Linux-x86_64 (version 418.67) is now
conplete .

I

NVIDIA Software Installer for Unix-Linux wuu.nvidia.con

Run the following command to set systemd:
systemctl set-default multi-user.target
Run the reboot command to restart the ECS.

Log in to the ECS and run the nvidia-smi command. If the command output
contains the installed driver version, the driver has been installed.

Figure 4-53 Viewing the NVIDIA driver version

root@ec 4h: "8 ne i
20:05:17

| NUIDIA-SHI 418.67 Driver Uersion: 418.67 CUDA Version: 10.1

| ' '

| GPU Hame ‘e M1 Bus-Id Disp.A | Volatile Uncorr. ECC

| Fan Temp Perf P e Hemor I GPU-Util Compute M.
=+

of f
2~ oW |

Mo runming prod

rootiecs—474b: 7 #

Installing a Tesla Driver on a Windows ECS

The following uses Windows Server 2016 Standard 64bit as an example to

describe how to install a Tesla driver on a GPU-accelerated ECS.

Log in to the ECS.
Download the NVIDIA driver package.
Select a driver version at NVIDIA Driver Downloads based on the ECS type.

Figure 4-54 Selecting a driver type (Windows)

Advanced Driver Search

Product Type: Operating System:
|_esl.a M Windows Server 2016 v
Product Series: CUDA Toolkit:

M 10.1 A
Product: Language:

v English (US) v

Recommended/Beta:
All v
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3. Select a driver version as required. The following uses Tesla 425.25 as an
example.

Figure 4-55 Selecting a driver version (Windows)

Advanced Driver Search

Product Type: Operating System:
Tesla v Windows Server 2016 v

Product Series: CUDA Toolkit:

v 10.1 v
Product: Language:

v English (US) v

Recommended/Beta:
All v 7

SEARCH

Name Version Release Date CUDA Toolkit
Tesla Driver for Windows WHQL 426,50 February 28, 2020 10.1
Tesla Driver for Windows WHQL 426,32 December 9, 2019 10.1
Tesla Driver for Windows WHQL 426.23 October 3, 2019 10.1
Tesla Driver for Windows WHQL 426.00 August 14, 2019 10.1
Tesla Driver for Windows WHQL 475,25 May 7, 2019 10.1
Tesla Driver for Windows WHQL 415,69 March 25, 2019 10.1

4. Click the driver to be downloaded. On the TESLA DRIVER FOR WINDOWS
page that is displayed, click DOWNLOAD.

5. Click AGREE & DOWNLOAD to download the installation package.

Figure 4-56 Downloading the driver installation package
Download

By clicking the "Agree & Download” button below, you are confirming that you have read and agree to be bound by
the License For Customer Use of NVIDIA Software for use of the driver. The driver will begin downloading
immediately after clicking on the "Agree & Download” button below. NVIDIA recormends users update to the latest
driver version. Please review NVIDIA Product Security for more information.

AGREE & DOWNLOAD DECLINE

6. Double-click the driver and click Run.
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Figure 4-57 Running the NVIDIA driver installation program
Marme g Date modified Type Size
.ﬂi.ZS-tﬁll-dEﬂp-Mn&mﬁmE-inlar... 3/30/2020 11:49 AM  Application 407,831 KB
l Open File - Security Warning X
Do you want to run this file?
i_'_’ Mame: .s\d25.25-tesla-desktop-winserver2016-international. exe
Publisher: NVIDIA Corporation
Type:  Application
From: C:\Usm‘uﬂdRistlatm\[]ownloads\diS.25-tes|a-deskt...
[ Always ask before opening this file
= While files from the Internet can be useful, this file type can potentially
Iaﬂl haren your computer. Only run software from publishers you trust.
o What's the risk?
7. Select an installation path and click OK.
Figure 4-58 Selecting an installation path
Mame 2 Cate modified Type Size
- 425.25-tesla-desktop-winsenser2016-inter... 3302020 11:43 AM Apphcation 407,831 KB
e
- MWIDLA Display Driver w425.25 - International Package =

- Specify the folder where the installer files are to be saved.

Extraction path:
I C:\NWVIDIA\DisplayDriver425. 25\Win 10_ 64\ Intermatonal

[ oK | cancel |

8. Install the NVIDIA program as prompted.
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Figure 4-59 Completing the driver installation

MVIDIA Installer - x

nviIDIA

LS
NVIDIA Installer has finished

Compaonent Version Status

Finish

9. Restart the ECS.
10. Check whether the NVIDIA driver has been installed.

a. Switch to Device Manager and click Display adapters.

Figure 4-60 Display adapters

File Action View Help

e | C|Hrm BT B X @ | NVIDIA Tesla T4 Properties *
B ..
v g8 ecs47b General Driver Details Everts Resources
[ | Computer
= Disk drives Lﬁ NVIDIA Tesla
w [Gg Display adapters -
[ Microsoft Basic Display Adapter
I NVIDIA Tesla Device fyps: [isplay adapters
«@ Floppy drive controllers Manufacturer; NVIDIA
v & Human Interface Devices Location: FCl bus 33, device 1, function 0
fith HID Button over Interrupt Driver
s USB Input Device E}woe status
*m IDE ATAJATAPI controllers This device is working propedy
=3 Keyboards
w Mice and other pointing devices
[ Monitors

P Metwork adapters

§ Ports (COM & LPT)

= Print queues

Sai Storage controllers

B3 System devices

¥ Universal Serial Bus controllers

Cancel

b. Open the emd window on the ECS and run the following commands:
cd C:\Program Files\NVIDIA Corporation\NVSMI
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nvidia-smi
If the command output contains the installed driver version, the driver
has been installed.

Figure 4-61 Viewing the NVIDIA driver version

Installing the CUDA Toolkit on a Linux ECS

The following uses Ubuntu 16.04 64bit as an example to describe how to install
the CUDA 10.1 toolkit on a GPU-accelerated ECS.
Log in to the ECS.
2. Update the system software based on the OS.
- Ubuntu
Update the software installation source: apt-get -y update
Install necessary programs: apt-get install gcc g++ make
- CentOS

Update the software installation source: yum -y update --
exclude=kernel* --exclude=centos-release* --exclude=initscripts*

Install the desired program: yum install -y kernel-devel-"'uname -r’ gcc
gcc-c++

3.  On the CUDA download page, set parameters according to the information
shown in Obtaining a Tesla Driver and CUDA Toolkit.

Figure 4-62 Selecting a CUDA version

Operating System

Architecture €%

Distribution

Version

Installer Type € runfite [lecall
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4. Find the link for downloading CUDA 10.1 and copy the link.

Figure 4-63 Copying the link for downloading CUDA

s available f

5. Run the following command on the ECS to download CUDA:
wget Copied link

For example, wget https://developer.nvidia.com/compute/cuda/10.1/Prod/
local _installers/cuda_10.1.105_418.39 linux.run

Figure 4-64 Downloading CUDA

rootiec b:"# wget http: e loper n/conpute. - allers/cuda_10.1,105 4 Linux. ru

ounload .nvidia.com/conpute/cudas10. 1/secur: 1ot
ILZkX5Uo—f 721GyBtP3hnZJd j20mtuNutpR-7nnp4Eb6Q jd 4B}

Resolving developer d. ( ] . . P § i 227 .66.140
Commecting to develop ( dia.con) 129 5 H comected
ing respol
mload.nvidia.ci I Prodslocal_i a suda_10.1.105_418.39_1i
B4BhuldS6D i rtHOy. 6XwyuIS0k94i

0.1 #Prod-local _
72 t J L p4EbHL) jd 7 YB4B
k_kZAY 1oWb: Zs|
(deve loper . dounload .
i (developer .downlo
0 OK

O T — >1  2.266 34.2MB/ in 74s

6. Install CUDA.
Follow the instructions provided on the official NVIDIA website.

Figure 4-65 Installing CUDA

ble for download bel

The base in

» Base Installer

linux.run”

7. Run the following command to install CUDA:
sh cuda_10.1.243 418.87.00_linux.run
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8. Select accept on the installation page and press Enter.

Figure 4-66 Installing CUDA_1

End User License fAgreement

Preface

The Software License Agreenent in Chapter 1 and the Supplement
in Chapter £ contain license terms and conditions that govern
the wuse of WVIDIA software. By a

agree to comply with all the t

to the product(s) included herein.
NVIDIA Driver

Description
This package contains the operating system driver and

Do you accept the above EULAY (acceptsdeclinesquit):
accept

9. Select Install and press Enter to start the installation.

Figure 4-67 Installing CUDA_2

CUDA Installer
- [X1 Driver
[X] 418.39
+ [X]1 CUDA Toolkit 10.1
[X]1 CUDA Samples 10.1
[X1 CUDA Demo Suite 10.1
[X1 CUDA Documentation 10.1

Install

Options

UpsDown: Move | LeftsRight: Expand | "Enter': Select | "A': Advanced options

Figure 4-68 Completing the installation

0.1/
g reconnended libraries

10.1/bin

Tl
- LD_LIBRARY_PATH vlocalscuda-10.1-1ib64, or, add -usrslocalscuda-10.1-1ib64 to retcrld.so.conf and run ldconfig

as root

To wninstall the CUDA Toolkit, run cuda nstaller in susrs/localscuda-10.1-bin
To uninstall the NVIDIA Drive

in susrslocal. —10.1-docs/pdf for detailed information on setting up CUDA.
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10. Run the following command to switch to /usr/local/cuda-10.1/samples/
1_Utilities/deviceQuery:

cd /usr/local/cuda-10.1/samples/1_Utilities/deviceQuery
11. Run the make command to automatically compile the deviceQuery program.
12. Run the following command to check whether CUDA has been installed:
.JdeviceQuery
If the command output contains the CUDA version, CUDA has been installed.

Flgure 4-69 deviceQuery common output

scuda-10.1/sampless1_Utilitiessdevicefuerytt . deviceliuery

CUDA Device Query (Runtime AFI) version (CUDART static linking)

Detected 1 CUDA Capable device(s)

CUDA Dri 3| * Runtime Version 10.1 » 10.1

CUDA C\pahllﬂg Ha r/l‘linnr version number: 7.5

Total amount o al memory: 15086 MBytes (15 13936 bytes)
(40) Multipr s ( 61) CUDA Cores/MP: CUDA

GFU Max X = Hz (1.59 GHz)

4, 16384)

, tum) layers
Size, (num) layers

per block:
ilable per bloc

ax imum number of thr
um number of th

'J'J’W- » B5535)

u
= with 3 copy engine(s)

Alignment =g
Device ¥ CC = : Enabled

3 ( Yes

Yes

] p
Device PCI Dcnlmm ID » Bus ID ~ location ID:
Compute Hode:

¢ Default (multiple host threads can use ::cudaSetDevice() with device simultaneouslyld >

UDA Driver = CUDART, CUDA Driver Version = 10.1, CUDA Runtime Version = 10.1, MHumDevs = 1

13. Check the CUDA version.
Jusr/local/cuda/bin/nvcc -V

Flgure 4-70 Checklng the CUDA version

I.B l Ui1@.1.185

14. Run the following command to enable the persistent mode:
sudo nvidia-smi -pm 1
Enabling the persistent mode optimizes the GPU performance on Linux ECSs.
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Installing the CUDA Toolkit on a Windows ECS

The following uses Windows Server 2016 Standard 64bit as an example to
describe how to install the CUDA 10.1 toolkit on a GPU-accelerated ECS.

. Log in to the ECS.
2. On the CUDA download page, set parameters according to the information
shown in Downloading a CUDA Toolkit.

Figure 4-71 Selecting a CUDA version

Select Target Platform @

Click on the green buttons that describe your target platform. Only supperted platforms will be shown.

Operating System Windows Mac 05X

Architecture @ xB6_64
Version Server 2019 Server 2016 Server 2012 R2
Installer Type @ exe [network] exe [local)

3. Find the link for downloading CUDA 10.1.

Figure 4-72 Finding the link for downloading CUDA

Download Installer for Windows Server 2016 x86_64

The base installer is available for download below.

» Base Installer Download (2.4 GB] &

Installation Instructions:

1. Double click cuda_10.1.105_418.96_win10.exe
2. Follow on-screen prompts

4. Click Download to download the CUDA toolkit.
5. Double-click the installation file and click Run to install the CUDA toolkit.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 230



Elastic Cloud Server

4 Instances

User Guide

Figure 4-73 Installing CUDA

Cpen File - Security Waming

Do you wh to run this file?
l_._‘| Mame ..inistrator\Downloads\cuda_10.1.105_413.96_win10.exe
Publisher NVIDIA Corporation

Type: Application
Froam: ChlUsers\AdministratonDownloads\cuda_10.1.105_418....

o o]

Abways ask before opening this file

B While files from the Internet can be useful, this file type can potentially
_Ol harm your computer. Only run software frem publishers you trust.
What's the nisk?

On the CUDA Setup Package page, select an installation path and click OK

Figure 4-74 Selecting an installation path

020 2:12 PM Application 2.376,052 KB

B cuda_10.1.105_418.96_win10

- CUDA Setup Package »

Please enter the folder where you want to temporarily extract

- the NVIDIA CUDA Toolkit instalier, If the folder does not exist,
it will be created for you.

Extraction path:
| C:\Users\ADMINI~1\AppDataiLocal\ Temp 1 \CUDA

OK | Cancel

Install the CUDA toolkit as prompted.

231
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Figure 4-75 Completing the installation

MVIDIA Installer - oo

NVIDIA Installer has finished

[ Launch Samgles

|l Launch Documentation

Finish

8. Check whether CUDA has been installed
Open the emd window and run the following command:
nvcc -V
If the command output contains the CUDA version, CUDA has been installed.

Figure 4-76 Successful installation

4.4 Managing ECS Configurations

4.4.1 Changing the Time Zone for an ECS

Scenarios

The default time zone for an ECS is the one you selected when creating the image
that was used to create the ECS. This section describes how to change the time
zone for an ECS to the local one or to another time zone in your network.

After you log in to your ECS, if you find that the time on the ECS is different from
the local time, you can change the time zone for the ECS so that the time on the
ECS is the same as the local time.
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For Linux ECSs

The process of changing the time zone for a Linux ECS depends on the OS. In this
section, the CentOS 6.x 64bit OS is used to demonstrate how to change the time
zone for a Linux ECS.

10.

Log in to the ECS.

Run the following command to switch to user root:

su - root

Run the following command to obtain the time zones supported by the ECS:
ls /usr/share/zoneinfo/

In the terminal display, the fuser/share/zoneinfo directory contains a
hierarchy of time zone data files. Use the directory structure to obtain your
desired time zone file.

The directory structure shown in /user/share/zoneinfo includes both time
zones and directories. The directories contain time zone files for specific cities.
Locate the time zone for the city in which the ECS is located.

Set the target time zone.

a. Run the following command to open the /etc/sysconfig/clock file:
vim /etc/sysconfig/clock

b. Locate the ZONE entry and change its value to the name of the desired
time zone file.

Press Esc. Then, run the following command to save and exit the /etc/
sysconfig/clock file:

'wq
Run the following command to check whether the /etc/localtime file is
available on the ECS:

ls /etc/localtime

- If the file is available, go to step 7.

- If the file is not available, go to step 8.

Run the following command to delete the existing /etc/localtime file:
rm /etc/localtime

Run the following command to create a symbolic link between /etc/localtime
and your time zone file so that the ECS can find this time zone file when it
references the local time:

Ln -sf /usr/share/zoneinfo/Asia/city1 [etc/localtime

Run the following command to restart the ECS so that all services and
applications running on the ECS use the new time zone:

reboot

Log in to the ECS again and run the following command as user root to check
whether the time zone has been changed:
ls -lh /etc/localtime

The following information is displayed:

# s -lh /etc/localtime
lrwxrwxrwx 1 root root 33 Nov 27 11:01 /etc/localtime -> /usr/share/zoneinfo/Asia/city1
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For Windows ECSs

1. Log in to the ECS.

2. Click the time display on the far right side of the task bar located at the
bottom of your screen. In the dialog box that is displayed, click Change date
and time settings.

The Date and Time page is displayed.

Figure 4-77 Date and Time

L Date and Time @

Date and Time |Addiﬁonal Clocks | Internet Time

.

/ SO

N\ Date:
o, Tuesday, 3 January 2012

\
I — -~
\ ; .v," Time:
7 v 6:46:16 PM
g

—_—

L
-—
-

[ # Change date and time..

Time zone

(UTC+08:00] Perth

Change time zone...

There are ne upcoming Daylight Saving Time changes.

Get more time zone information online

How do I set the clock and time zone?

QK ] [ Cancel Apply

3. Click Change time zone.
The Time Zone Settings page is displayed.

4. In the Set the time zone pane, choose the target time zone from the Time
zone drop-down list.

5. Click OK.

4.4.2 Obtaining Metadata and Passing User Data
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4.4.2.1 Obtaining Metadata

Scenarios

Notes

ECS metadata includes basic information of an ECS on the cloud platform, such as
the ECS ID, hostname, and network information. ECS metadata can be obtained
using either OpenStack or EC2 compatible APIs, as shown in Table 4-8. The
following describes the URI and methods of using the supported ECS metadata.

If the metadata contains sensitive data, take appropriate measures to protect the
sensitive data, for example, controlling access permissions and encrypting the
data.

Perform the following configuration on the firewall:

e Windows

If you need to assign permissions only to the administrator to access custom
data, enable the firewall as an administrator and run the following
commands in PowerShell:

PS C:\>SRejectPrincipal = New-Object -TypeName
System.Security.Principal.NTAccount ("Everyone")
PS C:\>SRejectPrincipalSID =

SRejectPrincipal.Translate([System.Security.Principal.Securityldentifier]).V
alue

PS C:\>SExceptPrincipal = New-Object -TypeName
System.Security.Principal.NTAccount ("Administrator")

PS C:\>SExceptPrincipalSID =
SExceptPrincipal.Translate([System.Security.Principal.Securityldentifier]).
Value

PS C:\>$PrincipalSDDL = "O:LSD:(D;;CC;;;SExceptPrincipalSID)
(A;;CC;;;SRejectPrincipalSID)"

PS C:\>New-NetFirewallRule -DisplayName "Reject metadata service for $
(SRejectPrincipal.Value), exception: $(SExceptPrincipal.Value)" -Action

block -Direction out -Protocol TCP -RemoteAddress 169.254.169.254 -
LocalUser SPrincipalSDDL

e Linux

If you need to assign permissions only to user root to access custom data, run
the following command as user root:

iptables --append OUTPUT --proto tcp --destination 169.254.169.254 --
match owner ! --uid-owner root --jump REJECT

ECS Metadata Types

Table 4-8 does not contain the following metadata items: ami-id, ami-launch-
index, ami-manifest-path, block-device-mapping/, instance-action, instance-id,
reservation-id, ramdisk-id, and kernel-id. These metadata items are meaningless
and are not recommended.
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Table 4-8 ECS metadata types

Metadata Type

Metadata Item

Description

OpenStack

/meta_data.json

Displays ECS metadata.

For the key fields in the ECS metadata,
see Table 4-9.

OpenStack

/password

Displays the password for logging in to an
ECS.

This metadata is used by Cloudbase-Init
to store ciphertext passwords during
initialization of key-pair-authenticated
Windows ECSs.

OpenStack

Juser_data

Displays ECS user data.

This metadata allows you to specify
scripts and configuration files for
initializing ECSs. For details, see Passing
User Data.

For password-authenticated Linux ECSs,
this metadata is used to save password
injection scripts.

OpenStack

/

network_data.jso
n

Displays ECS network information.

OpenStack

/securitykey

Obtains temporary AKs and SKs.

Before enabling an ECS to obtain a
temporary AK and SK, authorize agency
permissions to the op_svc_ecs account
and ECSs in IAM.

NOTE
You can determine what permissions are
granted to the agency based on the principal
of least privilege (PoLP).

ECSs will not use agencies to perform
operations on resources.

EC2-compatible

/meta-data/
hostname

Displays the name of the host
accommodating an ECS.

To remove the suffix .novalocal from an
ECS, see:

Is an ECS Hosthame with
Suffix .novalocal Normal?

EC2-compatible

/meta-data/
local-hosthame

The meaning of this field is the same as
that of hostname.

EC2-compatible

/meta-data/
public-hostname

The meaning of this field is the same as
that of hostname.
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Metadata Type | Metadata Item Description
EC2-compatible | /meta-data/ Displays an ECS flavor.
instance-type
EC2-compatible | /meta-data/ Displays the fixed IP address of an ECS.
local-ipv4 If there are multiple NICs, only the IP
address of the primary NIC is displayed.
EC2-compatible | /meta-data/ Displays the AZ accommodating an ECS.
placement/
availability-zone
EC2-compatible | /meta-data/ Displays the EIP bound to the ECS.
public-ipv4 If there are multiple NICs, only the EIP of
the primary NIC is displayed.
EC2-compatible | /meta-data/ Displays the public key of an ECS.
public-keys/0/
openssh-key
EC2-compatible | /user-data Displays ECS user data.
EC2-compatible | /meta-data/ Displays the security group of an ECS.
security-groups
Table 4-9 Metadata key fields
Parameter Type Description
uuid String Specifies an ECS ID.
availability_zon | String Specifies the AZ where an ECS locates.
e
meta Dict Specifies the metadata information,
including the image name, image ID, and
VPC ID.
hostname String Specifies the name of the host
accommodating an ECS.
To remove the suffix .novalocal from an
ECS, see:
Is an ECS Hostname with
Suffix .novalocal Normal?
Prerequisites

e The target ECS has been logged in.

e  Security group rules in the outbound direction meet the following
requirements:
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- Protocol: TCP
- Port: 80
- Destination: 169.254.0.0/16

(11 NOTE

If you use the default security group rules for the outbound direction, the metadata
can be accessed because the default rules meet the preceding requirements. For
details about the default security group rules for the outbound direction, see Default
Security Groups and Rules.

Metadata (OpenStack Metadata API)

This API is used to query ECS metadata.

URI

/169.254.169.254/openstack/latest/meta_data.json

Usage method

Supports GET requests.

Example

To use cURL to view Linux ECS metadata, run the following command:
curl http://169.254.169.254/openstack/latest/meta_data.json

To use Invoke-RestMethod to view Windows ECS metadata, run the following
command:

Invoke-RestMethod http://169.254.169.254/openstack/latest/
meta_data.json | ConvertTo-Json

{

"random_seed": "rEocCViRS+dNwlYdGIxJHUp+00poeUsAdBFkbPbYQTmpNwpoEb43k9z+96TyrekNKS
+iLYDdRNy4kKGoNPEVBCc05Hg1TcDblAPflwg)S1okqgEtlcofUhKmL3KO0fto
+5KXEDU3GNuGwyZXjdVbO9HQWU+E1jztAljjgsahnU+g/tawABTVySLBKIAT8fMGax1mTGgArucn/
WzDcy19DGioKPE7F8ILtSQ4Ww3VCIK5VYB/hOx+4r7IVHrPmYX/
bi1Yhm3Dc4rRYNaTjdOV5gUOsbO30AeQkmKwQ/
NOON8qw5Ya4l8ZUW4tMav4mOsRySOOB35v0bvalc6p
+50DTbWNeX5A2MLIEhTP3vsPrmvk4LRF7CLz2)2TGIM1400VBwW7LARWMV9cz532zHki/c8tlhRzLmOTXh/
wL36zFW10DeuReUGmxth7IGNMRMQKV6+mil78jm/KMPpgAdK3vwYF/
GcelOFID2HghMUUCeMbwYnvijLTejuBpwhJMNiHA/NvIEsx)DxqBCoss/Jfe+yCmUFyxov)
+L80NkTzkmtCNzw3Ra0hiKchGhgK3BleToV/kVx5DdF081xrEA
+qyoM6CVyflJtEoz1zIRRyoo9bJ65Eg6)Id8dj1UCVsDgRY1pljgzE/
Mzsw6AaaCVhaMJL7u7YMVdyKzA6z65Xtvujz0Vo=",

"uuid": "ca9e8b7c-f2be-4b6d-a639-f10b4d994d04",

"availability_zone": "lt-test-1c",

"hostname": "ecs-ddd4.novalocal",

"launch_index": 0,

"meta": {

"metering.image_id": "3a64bd37-955e-40cd-ab9e-129db56bc05d",
"metering.imagetype": "gold",

"metering.resourcespeccode": "s3.medium.2.linux",

"image_name": "CentOS 7.6 64bit",

"metering.resourcetype": "1",

"vpc_id": "3b6c201f-aeb3-4bce-b841-64756e66cb49",

"os_bit": "64",

"cascaded.instance_extrainfo": "pcibridge:1",

"os_type": "Linux",

"charging_mode": "0"

}I

"project_id": "6e8b0c94265645f39c5abbe63c4113c6",

"name": "ecs-ddd4"

}

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 238



Elastic Cloud Server
User Guide

4 Instances

User Data (OpenStack Metadata API)

This API is used to query ECS user data. The value is configured only when you
create an ECS. It cannot be changed after the configuration.

URI

/169.254.169.254/openstack/latest/user_data

Usage method

Supports GET requests.

Example

Linux:

curl http://169.254.169.254/openstack/latest/user_data
Windows:

Invoke-RestMethod http://169.254.169.254/openstack/latest/user_data

ICAgICAgDQoIQSBjbG91ZCBKb2VzIG5vdCBrbm93IHdoeSBpdCBtb3ZIcyBpbiBgdXNOIHN1Y2ggYSBkaXILY
3Rpb24gYW5kIGFOIHN1Y2ggYSBzcGVIZCAULKIOIGZIZWxzIGFulGltcHVsc2lvbiduLnRoaXMgaXMgdGhliH
BsYWNIIHRVIGdvIG5vdy4gQnVOIHRoZSBza3kga25vd3MgdGhlIHILYXNvbnMgYW5kIHRoZSBWYXROZXJu
cyBiZWhpbmQgYWxsIGNsb3VkcywgYW5kIHIvdSB3aWxs|Gtub3csIHRvbywgd2hlbiB5b3UgbGlmdCB5b3
Vyc2VsZiBoaWdolGVub3VnaCBObyBzZWUgYmV5b25kiGhveml6b25zLiINCgOKLVIpY2hhcmQgQmFjaA=

(1] NOTE

If user data was not passed to the ECS during ECS creation, the query result is 404.

Figure 4-78 404 Not Found

[root thcn;dl-;tempe;t——;eru'er—1% ]# curl http://169.254.169.254/openstack/latest/user_data

4 Not Found</title=

)4 Not Found=/hl=
The resource could not be found.<br /=<br /=

</body=
< /html>

Network Data (OpenStack Metadata API)

This API is used to query information about all NICs attached to an ECS, including
their DNS server addresses, network bandwidth, IDs, private IP addresses, EIPs, and
MAC addresses.

URI
/openstack/latest/network_data.json
Usage method

Supports GET requests.

Example

L] NOTE
instance_max_bandwidth and instance_min_bandwidth are in the unit of Mbit/s. If
the value is -1, the bandwidth is not limited.
Linux:
curl http://169.254.169.254/openstack/latest/network_data.json
Windows:
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Invoke-RestMethod http://169.254.169.254/openstack/latest/
network_data.json | ConvertTo-Json

{

"services": [{

"address": "100.125.21.250"

3

"gos"{
"instance_min_bandwidth": 100,
"instance_max_bandwidth": 500

}

networks": [{
"network_id": "67dc10ce-441f-4592-9a80-cc709f6436e7",
"type": "ipv4_dhcp",

"id": "network0"
3,
"links": [{
"vif_id": "68a9272d-7152-4ae7-a138-3ef53af669e7",
"ethernet_mac_address": "fa:16:3e:f7:c1:47",
"mtu": null,

"id": "tap68a9272d-71"
1
}

Security Key (OpenStack Metadata API)
This API is used to obtain temporary AKs and SKs.

(11 NOTE

e If an ECS needs to obtain a temporary AK and SK, go to the ECS details page, and
configure Agency for the ECS in the Management Information area so that the ECS is
authorized on IAM.

e The validity period of a temporary AK and SK is one hour. The temporary AK and SK are
updated 10 minutes ahead of the expiration time. During the 10 minutes, both the new
and old temporary AKs and SKs can be used.

e When using temporary AKs and SKs, add 'X-Security-Token'":{securitytoken} in the
message header. securitytoken is the value returned when a call is made to the API.

e URI
/openstack/latest/securitykey
e Usage method
Supports GET requests.
e Examples
Linux:
curl http://169.254.169.254/openstack/latest/securitykey
Windows:
Invoke-RestMethod http://169.254.169.254/openstack/latest/securitykey

User Data (EC2 Compatible API)

This API is used to query ECS user data. The value is configured only when you
create an ECS. It cannot be changed after the configuration.
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URI

/169.254.169.254/latest/user-data

Usage method

Supports GET requests.

Example

Linux:

curl http://169.254.169.254/latest/user-data
Windows:

Invoke-RestMethod http://169.254.169.254/latest/user-data

ICAgICAgDQoiIQSBjbGI1ZCBKb2VzIG5VdCBrbm93IHdoeSBpdCBtb3ZlcyBpbiBqdXNOIHN1Y2ggYSBkaxJlY
3Rpb24gYW5KIGFOIHN1Y2ggYSBzcGVIZC4uLklOIGZIZWxzIGFulGltcHVsc2lvbi4uLnRoaXMgaXMgdGhlIH
BsYWNLUIHRvIGdvIG5vdy4gQnVOIHRoZSBza3kga25vd3MgdGhlIHILYXNvbnMgYWS5kIHRoZSBwWYXR0OZXJu
cyBiZWhpbmQgYWxsIGNsb3VkcywgYW5kIHIvdSB3aWxsIGtub3csIHRvbywgd2hlbiB5b3UgbGlmdCB5b3
Vyc2VsZiBoaWdolGVub3VnaCBObyBzZWUgYmV5b25klGhveml6b25zLiINCgOKLVIpY2hhcmQgQmFjaA=

Hostname (EC2 Compatible API)

This API is used to query the name of the host accommodating an ECS.
The .novalocal suffix will be added later.

URI

/169.254.169.254/latest/meta-data/hostname

Usage method

Supports GET requests.

Example

Linux:

curl http://169.254.169.254/latest/meta-data/hostname

Windows:

Invoke-RestMethod http://169.254.169.254/latest/meta-data/hostname

vm-test.novalocal

Instance Type (EC2 Compatible API)
This APl is used to query an ECS flavor.

URI

/169.254.169.254/latest/meta-data/instance-type

Usage method

Supports GET requests.

Example

Linux:

curl http://169.254.169.254/latest/meta-data/instance-type

Windows:

Invoke-RestMethod http://169.254.169.254/latest/meta-data/instance-
type

s3.medium.2
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Local IPv4 (EC2 Compatible API)

This API is used to query the fixed IP address of an ECS. If there are multiple NICs,
only the IP address of the primary NIC is displayed.

URI

/169.254.169.254/latest/meta-data/local-ipv4

Usage method

Supports GET requests.

Example

Linux:

curl http://169.254.169.254/latest/meta-data/local-ipv4
Windows:

Invoke-RestMethod http://169.254.169.254/latest/meta-data/local-ipv4
192.1.1.2

Availability Zone (EC2 Compatible API)
This API is used to query the AZ accommodating an ECS.

URI

/169.254.169.254/latest/meta-data/placement/availability-zone

Usage method

Supports GET requests.

Example

Linux:

curl http://169.254.169.254/latest/meta-data/placement/availability-zone
Windows:

Invoke-RestMethod http://169.254.169.254/latest/meta-data/placement/
availability-zone
azl.dcl

Public IPv4 (EC2 Compatible API)

This API is used to query the EIP bound to an ECS. If there are multiple NICs, only
the EIP of the primary NIC is displayed.

URI

/169.254.169.254/latest/meta-data/public-ipv4

Usage method

Supports GET requests.

Example

Linux:

curl http://169.254.169.254/latest/meta-data/public-ipv4
Windows:

Invoke-RestMethod http://169.254.169.254/latest/meta-data/public-ipv4
46.1.1.2

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 242



Elastic Cloud Server
User Guide 4 Instances

Public Keys (EC2 Compatible API)
This API is used to query the public key of an ECS.

e URI
/169.254.169.254/latest/meta-data/public-keys/0/openssh-key
e Usage method
Supports GET requests.
e Example
Linux:
curl http://169.254.169.254/latest/meta-data/public-keys/0/openssh-key
Windows:

Invoke-RestMethod http://169.254.169.254/latest/meta-data/public-
keys/0/openssh-key

ssh-rsa AAAAB3NzaC1yc2EAAAADAQABAAABAQDISFw5k8Fgzajn1ziwLoV3+wMP+6CyvsSilc/
hioggSnYu/AD0OYgm8vVOOkWIlun1rFbdO+QUZKyVr/OPUjQSwW4SRh4qsTKf/+eFoWTjplFvd1WCBZzS/
WRenxIwR00KkczHSJro763+wYcwKieb4eKRxaQoQvoFgVjLBULXAjH4eKoKTVNtMXAvVPP9aMy2SLgsINt
Mb9ArfziAiblQyngq7UIfLnN3VclzPeiWrqtzjyOp6CPUXNLOLVPTvbLe8sUteBs)ZwlL6KA4i
+YOLlf3rygnmQgC21yW4Dzu+kwk8FVT2MgWkCwiZd8gQ/+ulzr)FyMfUOBIKIOBfuUENIJUhAB
Generated-by-Nova

Helpful Links
Why Can't My Linux ECS Obtain Metadata?

4.4.2.2 Passing User Data

Scenarios
Specify User Data to pass user data to ECSs to:

e Simplify ECS configuration.

e |Initialize the ECS OS configuration.

e Upload your scripts to ECSs during ECS creation.
e Perform other tasks using scripts.

Use Restrictions
e Linux
- The image that is used to create ECSs must have Cloud-Init installed.
- The user data to be specified must be less than or equal to 32 KB.

- If user data is uploaded as text, the data can contain only ASCII
characters. If user data is uploaded using a file, the file can contain any
characters and the file size cannot exceed 32 KB.

- The image that is used to create ECSs must be a public image, a private
image created based on a public image, or a private image with Cloud-
Init installed.

- The format of the customized scripts must be supported by Linux ECSs.

- DHCP must be enabled on the VPC network, and port 80 must be
enabled for the security group in the outbound direction.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 243



Elastic Cloud Server
User Guide

4 Instances

- When the password login mode is selected, user data cannot be passed.
Windows

- The image that is used to create ECSs must have Cloudbase-Init installed.
- The user data to be specified must be less than or equal to 32 KB.

- If user data is uploaded as text, the data can contain only ASCII
characters. If user data is uploaded using a file, the file can contain any
characters and the file size cannot exceed 32 KB.

- The image that is used to create ECSs must be a public image, a private
image created based on a public image, or a private image with
Cloudbase-Init installed.

- DHCP must be enabled on the VPC network, and port 80 must be
enabled for the security group in the outbound direction.

Passing User Data

1.

3.

Create a user data script, the format of which complies with user data script
specifications. For details, see Helpful Links.

When creating an ECS, set Advanced Options to Configure now, and paste
the content of the user data script to the User Data text box or upload the
user data file.

(1] NOTE

You can pass user data to an ECS as text or as a file.
Text: Copy the content of the user data script to the text box.
File: Save the user data script to a text file and then upload the file.

The created ECS automatically runs Cloud-Init/Cloudbase-Init and reads the
user data script upon startup.

User Data Scripts of Linux ECSs

Customized user data scripts of Linux ECSs are based on the open-source Cloud-
Init architecture. This architecture uses ECS metadata as the data source for
automatically configuring the ECSs. The customized script types are compatible
with open-source Cloud-Init. For details about Cloud-Init, see http://
cloudinit.readthedocs.io/en/latest/topics/format.html.

Script execution time: A customized user data script is executed after the
status of the target ECS changes to Running and before /fetc/init is executed.

(10 NOTE

By default, the scripts are executed as user root.

Script type: Both user-data scripts and Cloud-Config data scripts are
supported.
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Table 4-10 Linux ECS script types

- User-Data Script Cloud-Config Data Script
Description | Scripts, such as Shell and Methods pre-defined in
Python scripts, are used for Cloud-Init, such as the yum
custom configurations. repository, are used for
configuring certain ECS
applications.
Format The first line must start with #! | The first line must be
(for example, #!/bin/bash or #cloud-config, and no
#!/usr/bin/env python) and no | space is allowed in front of
spaces are allowed at the it.
beginning.
When a script is started for the
first time, it will be executed at
the rc.local-like level, indicating
a low priority in the boot
sequence.
Constraint | Before Base64 encoding, the Before Base64 encoding,
size of the script, including the | the size of the script,
first line, cannot exceed 32 KB. including the first line,
cannot exceed 32 KB.
Frequency | The script is executed only once | The execution frequency
when the ECS is started for the | varies according to the
first time. applications configured on
the ECS.

How can | view the customized user data passed to a Linux ECS?

a. Log in to the ECS.
b. Run the following command to view the customized user data as user

root:

curl http://169.254.169.254/openstack/latest/user_data
Script usage examples

This section describes how to pass scripts in different formats into Linux ECSs
and view script execution results.

Example 1: Inject a user-data script.

When creating an ECS, set User Data to As text and enter the customized
user data script.

#!/bin/bash

echo "Hello, the time is now $(date -R)" | tee /root/output.txt
After the ECS is created, start it and run the cat [file] command to check the
script execution result.

[root@XXXXXXXX ~]# cat /root/output.txt
Hello, the time is now Mon, 16 Jul 2016 16:03:18+0800

Example 2: Inject a Cloud-Config data script.

When creating an ECS, set User Data to As text and enter the customized
user data script.
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#cloud-config
bootcmd:
- echo 192.168.1.130 us.archive.ubuntu.com >> /etc/hosts

After the ECS is created, start it and run the cat /etc/hosts command to
check the script execution result.

Figure 4-79 Viewing operating results

localhost localhost.localdomain localhost4 localhost4.localdomain4
! localhost localhost.localdomain localhost6 localhost6.localdomain6

92.168.1.130 us.archive.ubuntu.com

User Data Scripts of Windows ECSs

Customized user data scripts of Windows ECSs are based on the open-source
Cloudbase-Init architecture. This architecture uses ECS metadata as the data
source for initializing and automatically configuring the ECSs. The customized
script types are compatible with open-source Cloudbase-Init. For details about
Cloudbase-Init, see https://cloudbase-init.readthedocs.io/en/latest/
userdata.html.

Script type: Both batch-processing program scripts and PowerShell scripts are
supported.

Table 4-11 Windows ECS script types

- Batch-Processing Program PowerShell Script

Script

Format The script must be started The script must be started
with rem cmd, which is the with #ps1, which is the first
first line of the script. No line of the script. No space is
space is allowed at the allowed at the beginning of
beginning of the first line. the first line.

Constraint | Before Base64 encoding, the Before Base64 encoding, the

size of the script, including
the first line, cannot exceed

size of the script, including
the first line, cannot exceed

32 KB. 32 KB.

How can | view the customized user data passed into a Windows ECS?

a. Login to the ECS.

b. Access the following URL in the address bar of the browser and view the
user data:

http://169.254.169.254/openstack/latest/user_data
Script usage examples

This section describes how to inject scripts in different formats into Windows
ECSs and view script execution results.

Example 1: Inject a batch-processing program script.

When creating an ECS, set User Data to As text and enter the customized
user data script.
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rem cmd
echo "Hello, BAT Test" > C:\1111.txt

After the ECS is created, start it and check the script execution result. In this
example, a text file named 1111 is added to disk C:\.

Figure 4-80 Creating text file (Batch)

[ = | Local Disk (C3) =
m Home Share Wiew
5 - 1~|_, » ThisPC » Local Disk (C:) " c,| [ Search Local Disk (C)
't Favorites Mame Date modified Type Size
B Desktop . Perflogs File folder
4 Downloads . Program Files File folder
=l Recent pl i
e R ' Program Ry =) 1111 - Notepad
| Users File Edit F View Hel
- it t
8 This PC | Windows ile i orma iew Help

!IHello, BAT Test |

To view the user data passed to the Windows ECS, log in at http://
169.254.169.254/openstack/latest/user_data.

Figure 4-81 Viewing user data (Batch)

@@| @ http://169.254.169.254/ openstack/latest/user_dat Q2 = & ” ’\% 168.254,169.254

rem cmd
echo "Hello, BAT Test"™ > C:%1111.txt

Example 2: Inject a PowerShell script.
When creating an ECS, set User Data to As text and enter the customized
user data script.

#ps1
echo "Hello, Powershell Test" > C:\aaaa.txt

After the ECS is created, start it and check the script execution result. In this
example, a text file named aaaa is added to disk C:\.

Figure 4-82 Creating text file (PowerShell)

[ = Local Disk (C) ILI
m Home Share View
':' - T I‘==-‘ » This PC » Local Disk (C) v & | | Search Local Disk (C:)
£

‘¢ Favorites Mame Date medified Type Size
B Desktop . Perflogs File folder

4. Downloads . Program Files File folder

il Recent pl i

=l Recent places J Program Fi £ aaaa - Notepad

| Users File Edit Format View Hel
E Tl"IIS PC | Windaws e I orma ew Elp
|Hello, Powershell Test |

To view the user data passed to the Windows ECS, log in at http://
169.254.169.254/openstack/latest/user_data.
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Figure 4-83 Viewing user data (PowerShell)

Bl & hitp//169.254,160.254 cpenstack/Istest/user dat O = & Il &5 160.254.160.254

acho "Hells, Powershell Tesc® > C:\883A.TXT

Case 1
This case illustrates how to pass user data to simplify Linux ECS configuration.
In this example, vim is configured to enable syntax highlighting, display line
numbers, and set the tab stop to 4. The .vimrc configuration file is created and
injected into the /root/.vimrc directory during ECS creation. After the ECS is
created, vim is automatically configured based on your requirements. This
improves ECS configuration efficiency, especially in batch ECS creation scenarios.
User data example:
#cloud-config
write_files:
- path: /root/.vimrc
content: |
syntax on
set tabstop=4
set number
Case 2

This case illustrates how to use the user data passing function to set the password
for logging in to a Linux ECS.

(11 NOTE

The new password must meet the password complexity requirements listed in Table 4-12.

Table 4-12 Password complexity requirements

Parameter Requirement

Password e Consists of 8 to 26 characters. For specific requirements
on the password length, see the information displayed on
the console.

e Contains at least three of the following character types:
- Uppercase letters
- Lowercase letters
- Digits
- Special characters for Windows: $!@%-_=+[]:./,?
- Special characters for Linux: !@%-_=+[]../A{}?

e Cannot contain the username or the username spelled
backwards.

e Cannot contain more than two consecutive characters in
the same sequence as they appear in the username. (This
requirement applies only to Windows ECSs.)
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User data example:

Using a ciphertext password (recommended)
#!/bin/bash
echo 'root:$6$V6azyelwcD3CHIpY$BN3VVq18fmCkj66B4zdHLWevqcxlig' | chpasswd -e;

In the preceding command output, $6SV6azyeLwcD3CHlpY

SBN3VVq18fmCkj66B4zdHLWevqcxlig is the ciphertext password, which can be

generated as follows:

1. Run the following command to generate an encrypted ciphertext value:
python -c "import crypt, getpass, pwd;print crypt.mksalt()"

The following information is displayed:
$6$V6azyeLwcD3CHLpY

2. Run the following command to generate a ciphertext password based on the

salt value:
python -c "import crypt, getpass, pwd;print crypt.crypt('Cloud.1234','\$S6\
$V6azyeLwcD3CHlpY')"

The following information is displayed:
$6$V6azyeLwcD3CHIpY$BN3VVq18fmCkj66B4zdHLWevqcxlig

After the ECS is created, you can use the password to log in to it.

Case 3

This case illustrates how to use the user data passing function to reset the
password for logging in to a Linux ECS.

In this example, the password of user root is reset to ***++*,

(1 NOTE

The new password must meet the password complexity requirements listed in Table 4-13.
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Table 4-13 Password complexity requirements
Parameter Requirement
Password e Consists of 8 to 26 characters. For specific requirements
on the password length, see the information displayed on
the console.

e Contains at least three of the following character types:

- Uppercase letters

- Lowercase letters

- Digits

- Special characters for Windows: $!@%-_=+[]:./,?
- Special characters for Linux: !@%-_=+[]:./A{}?

e Cannot contain the username or the username spelled
backwards.

e Cannot contain more than two consecutive characters in
the same sequence as they appear in the username. (This
requirement applies only to Windows ECSs.)

User data example (Retain the indentation in the following script):
#cloud-config
chpasswd:

list: |

root:******

expire: False
After the ECS is created, you can use the reset password to log in to it. To ensure
system security, change the password of user root after logging in to the ECS for
the first time.

Case 4

This case illustrates how to use the user data passing function to create a user on
a Windows ECS and configure the password for the user.

In this example, the user's username is abc, its password is ****** and the user is
added to the administrators user group.

L] NOTE
The new password must meet the password complexity requirements listed in Table 4-13.

User data example:

rem cmd
net user abc ****** /add
net localgroup administrators abc /add

After the ECS is created, you can use the created username and password to log in
to it.
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Case 5

This case illustrates how to use the user data passing function to update system
software packages for a Linux ECS and enable the HTTPd service. After the user
data is passed to an ECS, you can use the HTTPd service.

User data example:

#!/bin/bash

yum update -y
service httpd start
chkconfig httpd on

Helpful Links

For more information about user data passing cases, visit the official Cloud-init/
Cloudbase-init website:

https://cloudinit.readthedocs.io/en/latest/

https://cloudbase-init.readthedocs.io/en/latest/

4.4.3 Changing ECS Names

Scenarios

After an ECS is created, you can change its name as needed.

Multiple ECS names can be changed in a batch. After the change, the ECS names
are the same.

Changing the Name of a Single ECS

1

2.
3.
4

Log in to the management console.

Under Computing, choose Elastic Cloud Server.

Click the name of the target ECS.

On the ECS details page, click # next to the ECS name and change the
name.

Allow duplicate name: allows ECS names to be duplicate. If Allow duplicate
name is not selected and the new name you configure is the same as an
existing ECS name, the system displays a message indicating that the name
has been used and you need to change it to another name.

Click OK.

Changing the Names of Multiple ECSs in a Batch

A w N =

Log in to the management console.
Under Computing, click Elastic Cloud Server.
Select the target ECSs.

Click More above the ECS list and select Change ECS Name from the drop-
down list.

Enter a new name.
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6.

Click OK.

If you change ECS names in a batch, the new ECS names are the same, for
example, all are ecs-test.

4.4.4 Managing ECS Groups

Scenarios

An ECS group logically groups ECSs. ECSs in an ECS group comply with the same
policy associated with the ECS group.

Currently, only the anti-affinity policy is supported.

This policy enables ECSs in the same ECS group to run on different hosts for
improved reliability, high availability, and disaster recovery.

You can perform the following operations on an ECS group:

Creating an ECS Group
Adding an ECS to an ECS Group
- Add an ECS to an ECS group during ECS creation.
For details, see Step 3: Configure Advanced Settings.
- Add an existing ECS to an ECS group.
Removing an ECS from an ECS Group
Deleting an ECS Group

Creating an ECS Group

Create an ECS group and associate the same policy to all group members. ECS
groups are independent from each other.

No s~ =

Log in to the management console.

Under Computing, choose Elastic Cloud Server.

In the navigation pane on the left, choose ECS Group.
On the ECS Group page, click Create ECS Group.
Enter the name of an ECS group.

Select a policy for the ECS group.

Click OK.

Adding an ECS to an ECS Group

To improve service reliability, you can add ECSs to an ECS group so that these ECSs
in this group can run on different hosts.
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(11 NOTE

LN =

e ECSs of specific types must be stopped before being added to an ECS group. Stop these
ECSs as prompted when adding them to an ECS group.

e After an ECS is added to an ECS group, the system reallocates a host to run this ECS to
ensure that ECSs in this group are running on different hosts. When the ECS is being
restarted, the startup may fail due to insufficient resources. In such a case, remove the
ECS from the ECS group and try to restart the ECS again.

e ECSs that have local disks attached can be added to an ECS group only during the
creation process. Once created, they can no longer be added to any ECS groups.

e ECSs that have local disks, GPU cards, or FPGA cards attached can be added to an ECS
group only during the creation process. Once created, they can no longer be added to
any ECS groups.

Log in to the management console.
Under Computing, choose Elastic Cloud Server.
In the navigation pane on the left, choose ECS Group.

Locate the row that contains the target ECS group and click Add ECS in the
Operation column.

On the Add ECS page, select an ECS to be added.
Click OK. The ECS is added to the ECS group.

Removing an ECS from an ECS Group

After an ECS is removed from an ECS group, the ECS does not comply with the ECS
group policy anymore.

o U A~ w N =

Log in to the management console.

Under Computing, choose Elastic Cloud Server.

In the navigation pane on the left, choose ECS Group.

Expand the ECS group information and view the ECSs in the ECS group.
Locate the ECS to be removed and click Remove in the Operation column.
In the displayed dialog box, click Yes.

The ECS is removed from the ECS group.

Deleting an ECS Group

After an ECS group is deleted, the policy does not apply to the ECSs in the ECS
group anymore.

N =

Log in to the management console.
Under Computing, choose Elastic Cloud Server.
In the navigation pane on the left, choose ECS Group.

Locate the ECS group to be deleted and click Delete in the Operation
column.

In the displayed dialog box, click Yes.
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4.4.5 Automatically Recovering ECSs

Scenarios

Notes

Procedure

ECSs run on physical servers. Although there are multiple mechanisms to ensure
system reliability, error tolerance, and high availability, server hardware might be
damaged or power failure might occur. If physical servers cannot be powered on
or restarted due to damage, CPU and memory data will be lost, and the ECSs
cannot recover through live migration.

The cloud platform provides automatic recovery to restart ECSs through cold
migration, ensuring high availability and top-performing dynamic migration
capability of ECSs. You can enable automatic recovery during or after ECS creation.
If a physical server accommodating ECSs breaks down, the ECSs with automatic
recovery enabled will automatically be migrated to a functional server to minimize
the impact on your services. During this process, the ECSs will restart.

e Automatic recovery does not ensure user data consistency.

e An ECS can be automatically recovered only if the physical server on which it
is deployed becomes faulty. This function does not take effect if the fault is
caused by the ECS itself.

e An ECS can be automatically recovered only after the physical server on which
it is deployed is shut down. If the physical server is not shut down due to a
fault, for example, a memory fault, automatic recovery fails to take effect.

e An ECS can be automatically recovered only once within 12 hours if the server
on which it is deployed becomes faulty.

e ECS automatic recovery may fail in the following scenarios:
- No physical server is available for migration due to a system fault.
- The target physical server does not have sufficient temporary capacity.

e An ECS with any of the following resources cannot be automatically
recovered:

- Local disk
- Passthrough FPGA card
- Passthrough InfiniBand NIC

Log in to the management console.
2. Under Computing, click Elastic Cloud Server.
3. Click the name of the target ECS.
The page providing details about the ECS is displayed.

4. Set Auto Recovery to Enable or Disable.

Automatic recovery is enabled by default.

- If a physical server accommodating ECSs breaks down, the ECSs with
automatic recovery enabled will automatically be migrated to a
functional server to minimize the impact on your services. During this
process, the ECSs will restart.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 254



Elastic Cloud Server
User Guide 4 Instances

- If Auto Recovery is disabled, you must wait for the system administrator
to recover ECSs when hardware becomes faulty.

4.4.6 Obtaining ECS Console Logs

Scenarios
When an ECS cannot start or run properly, you can download and view ECS
console logs for troubleshooting, for example, checking whether the kernel and
service configuration are correct.
The ECS console logs record ECS operations, such as ECS starting, stopping,
restarting, or forcibly restarting. Through the management console, you can obtain
the ECS logs within one hour.
Notes
e The system does not record the logs for forcible ECS stopping.
e The system supports viewing console logs for the ECSs running the following
OSs:
- Red Hat Enterprise Linux 6.x series
- Red Hat Enterprise Linux 7.x series
- CentOS 6.x series
- CentOS 7.x series
- Ubuntu 14.x series
- Ubuntu 16.x series
- SUSE 11.x series
- SUSE 12.x series
- OpenSUSE 13.x series
- OpenSUSE 42.x series
-  Debian 16.x series
- Fedora series
- Freebsd series
- CoreOS series
e The ECSs running Windows do not support console logs.
e The system can save up to 100 KB log files.
Procedure

Step 1 Log in to the ECS.
Step 2 Check and modify the grub file.

The configuration method varies depending on the OS.

(1 NOTE

To prevent impact on the start of the recovery mode, you are advised to modify only the
item used for the default start.
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For CentOS 6 and Red Hat 6, perform the following steps:

a.

Run the following command to open the configuration file:
vi /boot/grub/menu.lst

Locate the row that contains linux, linux16, or kernel (depending on the
system), add console=ttySO0 to its end, and delete parameter rhgb quiet.
If console=ttySO0 already exists, you do not need to add it. Save the
change and exit.

For CentOS 7, Red Hat 7, and Ubuntu 14, perform the following steps:

a.

Run the following command to open the configuration file:
vi /boot/grub2/grub.cfg

Locate the row that contains linux, linux16, or kernel (depending on the
system), add console=ttySO0 to its end, and delete parameter rhgb quiet.
If console=ttyS0 already exists, you do not need to add it. Save the
change and exit.

For SUSE Linux 11, perform the following steps:

a.

Run the following command to open the configuration file:
vi /boot/grub/menu.1st

Locate the row that contains linux, linux16, or kernel (depending on the
system) and add console=ttySO0 to its end. If console=ttySO0 already
exists, you do not need to add it. Save the change and exit.

For SUSE Linux 12, openSUSE 13, and openSUSE 42, perform the following
steps:

a.

Run the following command to open the configuration file:
vi /boot/grub2/grub.cfg

Locate the row that contains linux, linux16, or kernel (depending on the
system) and add console=ttySO0 to its end. If console=ttyS0 already
exists, you do not need to add it. Save the change and exit.

For Debian and Ubuntu 16, perform the following steps:

a.

Run the following command to open the configuration file:
vi /boot/grub/grub.cfg

Locate the row that contains linux, linux16, or kernel (depending on the
system) and add console=ttySO0 to its end. If console=ttyS0 already
exists, you do not need to add it. Save the change and exit.

For Fedora, perform the following steps:

a.

Run the following command to open the configuration file:
vi /boot/grub2/grub.cfg

Locate the row that contains linux, linux16, or kernel (depending on the
system) and add console=ttySO0 to its end. If console=ttyS0 already
exists, you do not need to add it. Save the change and exit.

For FreeBSD, perform the following steps:

a.

Run the following command to open the configuration file:
vi /boot/loader.conf

Add console="comconsole". If console="comconsole" already exists,
you do not need to add it. Save the change and exit.
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e  For CoreQS, perform the following steps:

a. Run the following command to check whether ttyS0 has been configured:
cat /proc/cmdline | grep ttySO

" |f yes, ttySO has been configured.

" |f no, ttySO has not been configured. Go to Step 2.b.
b. Run the following command to open the configuration file to be edited:
vi /usr/share/oem/grub.cfg

{11 NOTE

If the /usr/share/oem/grub.cfg configuration file does not exist, manually create
the file.

c. Add set linux_append="console=ttyS0". If set
linux_append="console=ttyS0" already exists, you do not need to add it.
Save the change and exit.

Step 3 On the Elastic Cloud Server page, click Restart.

Step 4 Obtain ECS console logs.

Log in to the management console.

Under Computing, click Elastic Cloud Server.

On the Elastic Cloud Server page, click the name of the target ECS.

On the page providing details about the ECS, click the Console Logs tab.

LA

Choose the number of lines to be displayed for a log from the Displayed
Lines drop-down list.

6. Click Query.
View details of the displayed log.

(11 NOTE

After you click Query, the system will not automatically update the displayed log. To
view the latest log, click Query again.

7. (Optional) Click Download to download the information of the displayed log.
Downloaded log files are in .txt format.

--—-End

4.4.7 Configuring Mapping Between Hostnames and IP
Addresses in the Same VPC

Constraints

ECSs in the same VPC can communicate with each other using hostnames. In such
a case, you are required to configure the mapping between hostnames and IP
addresses. The communication using hostnames is more convenient than that
using IP addresses.

This method applies only to Linux ECSs.
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Procedure

For example, there are two ECSs in a VPC, ecs-01 and ecs-02. Perform the
following operations to enable communication using hostnames between ecs-01
and ecs-02:

Step 1 Log in to ecs-01 and ecs-02 and obtain their private IP addresses.

1. Log in to the management console.
2. Under Computing, click Elastic Cloud Server.

3. On the Elastic Cloud Server page, obtain the private IP address in the IP
Address column.

For example, the obtained private IP addresses are as follows:
ecs-01: 192.168.0.1
ecs-02: 192.168.0.2

Step 2 Obtain the hostnames for the two ECSs.
1. Log in to an ECS.
2.  Run the following command to view the ECS hostname:
sudo hostname
For example, the obtained hostnames are as follows:
ecs-01: hostname01
ecs-02: hostname02

Step 3 Create a mapping between the hostnames and IP addresses and add information
about other ECSs in the same VPC.

1. Log in to ecs-01.

2.  Run the following command to switch to user root:
sudo su -

3. Run the following command to edit the hosts configuration file:
vi /etc/hosts
Press i to enter editing mode.

5. Add the statement in the following format to set up the mapping:
Private IP address hostname
For example, add the following statement:
192.168.0.1 hostnameO1
192.168.0.2 hostname02

6. Press Esc to exit editing mode.

7. Run the following command to save the configuration and exit:
'wq

8. Log in to ecs-02.

9. Repeat Step 3.2 to Step 3.7.

Step 4 Check whether the ECSs can communicate with each other using hostnames.

Log in to an ECS in the same VPC, run the following command to ping the added
host, and check whether the operation is successful:
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ping Hostname

----End

4.5 Modifying ECS Specifications (vCPUs and Memory)

4.5.1 Modifying Individual ECS Specifications

Scenarios
If ECS specifications do not meet service requirements, you can modify the ECS
specifications, including vCPUs and memory. Certain ECSs allow you to change
their types when you modify their specifications.

Notes

e The ECS needs to be stopped during the the specification modification, so you
are advised to perform this operation during off-peak hours.

e During the specification modification, do not perform any operation on the
ECS, such as stopping or restarting the ECS. Otherwise, the modification will
fail.

e Downgrading ECS specifications (vCPU or memory) will reduce performance.

e Certain ECS types do not support specifications modification currently. For
details about available ECS types and functions, see ECS Types. For details
about restrictions on using different types of ECSs, see their notes.

e When the disk status is Expanding, you are not allowed to modify the
specifications of the ECS where the disk is attached.

e Before modifying the specifications of a Windows ECS, modify the SAN policy
by following the instructions provided in Why Does a Disk Attached to a
Windows ECS Go Offline? to prevent disks from going offline after the
specifications are modified.

Step 1: Modify Specifications
1. Log in to the management console.
2. Under Computing, click Elastic Cloud Server.
3. Choose More > Modify Specifications in the Operation column.
The Modify ECS Specifications page is displayed.
4. Select the new ECS type, vCPUs, and memory as prompted.

Before modifying the specifications, stop the ECS or select Authorize ECS
auto-stop (The ECS will be automatically stopped when specifications are
being modified).

Click Next.

Confirm the settings, read and select the disclaimer, and then click Submit
Application.
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Step 2: Check Disk Attachment

After specifications are modified, disk attachment may fail. Therefore, check disk
attachment after specifications modification. If disks are properly attached, the
specifications modification is successful.

Windows ECS

For details, see Why Do the Disks of a Windows ECS Go Offline After I
Modify the ECS Specifications?

Linux ECS

For details, see Why Does the Disk Attachment of a Linux ECS Fail After |
Modify the ECS Specifications?

4.6 Reinstalling or Changing the OS

4.6.1 Reinstalling the OS

Scenarios

Notes

Constraints

Prerequisites

Procedure

If the OS of an ECS fails to start or requires optimization, reinstall the OS.

After the OS is reinstalled, the IP and MAC addresses of the ECS remain
unchanged.

Reinstalling the OS clears the data in all partitions of the EVS system disk,
including the system partition. Therefore, back up data before reinstalling the
Os.

Reinstalling the OS does not affect data disks.

Do not perform any operations on the ECS immediately after its OS is
reinstalled. Wait for several minutes until the system successfully injects the
password. Otherwise, the injection may fail, and the ECS cannot be logged in
to.

The EVS disk quotas must be greater than 0.

If the target ECS is created using a private image, ensure that the private
image is available.

H2 ECSs do not support OS reinstallation.

The target ECS has a system disk attached.

Log in to the management console.
Under Computing, choose Elastic Cloud Server.
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Locate the row containing the target ECS and choose More > Manage
Image/Disk > Reinstall OS in the Operation column.

Before reinstalling the OS, stop the ECS first or select Automatically stop the
ECSs and reinstall their OSs in the Reinstall OS dialog box.

Select the login mode.
Click OK.
In the ECS OS Reinstallation dialog box, confirm the settings, and click OK.

After the request is submitted, the status Reinstalling is displayed. When this
status disappears, the reinstallation is complete.

(10 NOTE

During the reinstallation process, a temporary ECS is created. After the reinstallation is
complete, this ECS will be automatically deleted. Do not perform any operation on the
temporary ECS during the reinstallation process.

Follow-up Procedure

If the reinstallation fails, perform steps 2 to 6 again to retry the OS installation.

If the second reinstallation attempt is unsuccessful, contact the administrator for
manual recovery.

4.6.2 Changing the OS

Scenarios

Changing an ECS OS will change the system disk attached to the ECS. After the
change, the system disk ID of the ECS will be changed, and the original system
disk will be deleted.

If the OS running on an ECS cannot meet service requirements, change the ECS

OsS.

The cloud platform supports changing between image types (public images,
private images, and shared images) and between OSs. You can change your OS by
changing your ECS image.

Constraints

Notes

The OS change takes about 10 to 20 minutes During this process, the ECS
status is Changing OS.

Do not perform any operations on the ECS before the system injects the
password. Otherwise, the login will fail.

The target ECS must have a system disk attached.
The EVS disk quota must be greater than 0.

The system disk type cannot be changed.

H2 ECSs do not support OS change.

After the OS is changed, the original OS is not retained, and the original
system disk is deleted, including the data in all partitions of the system disk.
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Back up data before changing the OS.
Changing the OS does not affect data in data disks.

After the OS is changed, your service running environment must be deployed
in the new OS again.

After the OS is changed, the ECS will be automatically started.
After the OS is changed, the system disk type of the ECS cannot be changed.

After the OS is changed, the IP and MAC addresses of the ECS remain
unchanged.

After the OS is changed, customized configurations, such as DNS and
hostname of the original OS will be reset and require reconfiguration.

It takes about 10 to 20 minutes to change the OS. During this process, the
ECS is in Changing OS state.

The system disk capacity of an ECS with OS changed may change because the
system disk capacity specified by the image of the changed OS may be
changed.

Notes on Change Between Windows and Linux

When you change the OS from Windows to Linux or from Linux to Windows, note
the following:

Prerequisites

Procedure

To change Windows to Linux, install an NTFS partition tool, such as NTFS-3G
for data reads and writes on the Windows ECS.

To change Linux to Windows, install software, such as Ext2Read or Ext2Fsd to
identify ext3 or ext4.

(10 NOTE

If there are LVM partitions on the Linux ECS, these partitions may fail after the OS is
changed to Windows. Therefore, a change from Linux to Windows is not
recommended.

The data is backed up.

If you plan to use a private image to change the OS, ensure that a private
image is available. For details about how to create a private image, see /mage
Management Service User Guide.

- If the image of a specified ECS is required, make sure that a private
image has been created using this ECS.

- If a local image file is required, make sure that the image file has been
imported to the cloud platform and registered as a private image.

- If a private image from another region is required, make sure that the
image has been copied.

- If a private image from another user account is required, make sure that
the image has been shared with you.

Log in to the management console.
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Under Computing, choose Elastic Cloud Server.

3. Locate the row containing the target ECS and choose More > Manage
Image/Disk > Change OS in the Operation column.

Before changing the OS, stop the ECS first or select Automatically stop the
ECSs and change their OSs in the Change OS dialog box.

(11 NOTE

ECS OSs can be changed in a batch. To do so, perform the following operations:
1. Select the target ECSs.
2. Click More above the ECS list and select Change OS from the drop-down list.
4. Select the target image.
For more details, see Creating an ECS.
5. Configure the login mode.

When using a private image to change the OS, you can use the private image
password.

6. Click OK.
7. In the Change OS dialog box, confirm the specifications, and click OK.

After the application is submitted, the status Changing OS is displayed. When
this status disappears, the OS change is complete.

(10 NOTE

During the OS change process, a temporary ECS is created. After the OS change is
complete, this ECS will be automatically deleted.

Follow-up Procedure

e If the OSs before and after the OS change are both Linux, and automatic
mounting upon system startup has been enabled for data disks, the data disk
partition mounting information will be lost after the OS is changed. In such a
case, you need to update the /etc/fstab configuration.

a. Write the new partition information into /etc/fstab.
It is a good practice to back up the /etc/fstab file before writing data
into it.
To enable automatic partition mounting upon system startup, see
Initializing a Linux Data Disk (fdisk).

b. Mount the partition so that you can use the data disk.
mount Disk partition Device name

¢. Check the mount result.
df -TH

e |f the OS change is unsuccessful, perform steps 2 to 7 again to retry the OS
change.

e If the second OS change attempt is unsuccessful, contact the administrator for
manual recovery.

4.7 Viewing ECS Information
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4.7.1 Viewing ECS Creation Statuses

Scenarios

After submitting the request for creating an ECS, you can view the creation status.
This section describes how to view the creation status of an ECS.

Procedure

Log in to the management console.
Under Computing, click Elastic Cloud Server.

After creating an ECS, view the creation status above the ECS list beside the
common operations (Start, Stop, Restart, and More).

4. Click the number displayed above Creating and view task details.

(10 NOTE

e An ECS that is being created is in one of the following states:
e  Creating: The ECS is being created.

e  Faulty: Creating the ECS failed. In such a case, the system automatically rolls
back the task and displays an error code on the GUI, for example, Ecs.0013
Insufficient EIP quota.

e  Running: The request of creating the ECS has been processed, and the ECS is
running properly. An ECS in this state can provide services for you.

See How Do | Handle Error Messages Displayed on the Management
Console? for troubleshooting.

e |If you find that the task status area shows an ECS creation failure but the ECS has
been created successfully and displayed in the ECS list, see Why Does the Failures
Area Show an ECS Creation Failure But the ECS List Displays the Created ECS?

4.7.2 Viewing Failed Tasks

Scenarios

You can view the details of failed task (if any) in the Failures area, including the
task names and statuses. This section describes how to view failures.

Failure Types

Table 4-14 lists the types of failures that can be recorded in the Failures area.

Table 4-14 Failure types

Failure Type Description
Creation A task failed. For a failed task, the system rolls back the task
failures and displays an error code, for example, Ecs.0013 Insufficient

EIP quota. For details about how to handle the failure, see
How Do | Handle Error Messages Displayed on the
Management Console?
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Operation e Modifying ECS specifications
failures If an ECS specifications modification failed, this operation is
recorded in Failures.
e Automatic recovery enabled during ECS creation
Automatic recovery is enabled during ECS creation. After
the ECS is created, if the system fails to enable automatic
recovery, this operation is recorded in Failures.
Procedure
1. Log in to the management console.
2. Under Computing, choose Elastic Cloud Server.
3. View Failures on the right side of common operations.
(1] NOTE
If Failures is not displayed on the management console, the following tasks have been
successfully executed:
e The ECS specifications are modified.
e Automatic recovery is enabled during ECS creation.
4. Click the number displayed in the Failures area to view task details.

- Creation Failures: show the failed ECS creation tasks.

- Operation Failures: show the tasks with failed operations and error
codes, which help you troubleshoot the faults.

4.7.3 Viewing ECS Details (List View)

After obtaining ECSs, you can view and manage them on the management
console. This section describes how to view ECS configuration details, including its
name, image, system disk, data disks, VPC, network interfaces, security group, EIP
address, and bandwidth.

To view the private IP address of an ECS, view it on the Elastic Cloud Server page.

Scenarios
Procedure
1.
2.
3.
4.

Log in to the management console.
Under Computing, choose Elastic Cloud Server.

The Elastic Cloud Server page is displayed. On this page, you can view your
ECSs and the basic information about the ECSs, such as their specifications,
images, and IP addresses.

In the search box above the ECS list, select a filter (such as ECS name, ID, or
private IP address), enter the corresponding information, and press Enter.

Click the name of the target ECS.
The page providing details about the ECS is displayed.
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5.

View the ECS details.
You can click the tabs and perform operations. For details, see Changing a

Security Group, Attaching a Network Interface, and Binding an EIP.

4.7.4 Exporting ECS Information

Scenarios
The information of all ECSs under your account can be exported in a CSV file to a
local directory. The file includes the IDs, private IP addresses, and EIPs of your
ECSs.
Procedure
1. Log in to the management console.
2.  Under Computing, choose Elastic Cloud Server.
L4
3. In the upper right corner above the ECS list, click .
The system will automatically export all ECSs in the current region under your
account to a local directory.
(11 NOTE
A
To export certain ECSs, select the target ECSs and click in the upper right corner
of the page.
4. In the default download path, view the exported ECS information.
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Images

5.1 Overview

Image

An image is an ECS or BMS template that contains an OS or service data. It may
also contain proprietary software and application software, such as database
software. Images are classified into public, private, and shared images.

Image Management Service (IMS) allows you to easily create and manage images.
You can create an ECS using a public image, private image, or shared image. You
can also use an existing ECS or external image file to create a private image.

Public Image

A public image is a standard, widely used image that contains a common OS, such
as Ubuntu, CentOS, or Debian, and preinstalled public applications. This image is
available to all users. Select your desired public image. Alternatively, create a
private image based on a public image to copy an existing ECS or rapidly create
ECSs in a batch. You can customize a public image by configuring the application
environment or software.

Private Image

A private image contains an OS or service data, preinstalled public applications,
and private applications. It is available only to the user who created it.

Table 5-1 Private image types

Image Type | Description

System disk | Contains an OS and application software for running services.
image You can use a system disk image to create ECSs and migrate
your services to the cloud.
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Data disk Contains only service data. You can use a data disk image to
image create EVS disks and migrate your service data to the cloud.
Full-ECS Contains an OS, application software, and data for running
image services. A full-ECS image contains the system disk and all data
disks attached to it.
ISO image Created from an external ISO image file. It is a special image
that can only be used to create temporary ECSs.

If you plan to use a private image to change the OS, ensure that the private image
is available. For instructions about how to create a private image, see /mage
Management Service User Guide.

Shared Image

If the image of a specified ECS is required, make sure that a private image has
been created using this ECS.

If a local image file is required, make sure that the image file has been
imported to the cloud platform and registered as a private image.

If a private image from another region is required, make sure that the image
has been copied.

If a private image from another user account is required, make sure that the
image has been shared with you.

A shared image is a private image shared by another user and can be used as your
own private image.

Images can be shared within a region only.

Each image can be shared to a maximum of 128 tenants.

You can stop sharing images anytime without notifying the recipient.
You can delete shared image anytime without notifying the recipient.
Full-ECS images cannot be shared.

5.2 Creating an Image

Scenarios

You can use an existing ECS to create a system disk image, data disk image, and
full-ECS image.

System disk image: contains an OS and application software for running
services. You can use a system disk image to create ECSs and migrate your
services to the cloud.

Data disk image: contains only service data. You can create a data disk image
from an ECS data disk. You can also use a data disk image to create EVS disks
and migrate your service data to the cloud.
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e  Full-ECS image: contains all the data of an ECS, including the data on the
data disks attached to the ECS. A full-ECS image can be used to rapidly create
ECSs with service data.

e ISO image: is created from an external ISO image file. It is a special image
that can only be used to create temporary ECSs.

You can use a private image to change the OS. For instructions about how to
create a private image, see /mage Management Service User Guide.

Procedure

Log in to the management console.
Under Computing, click Elastic Cloud Server.

3. In the ECS list, choose More > Manage Image/Disk/Backup > Create Image
in the Operation column.

4. Configure the following information:

Table 5-2 and Table 5-3 list the parameters in the Image Type and Source
and Image Information areas, respectively.

Table 5-2 Image type and source

Parameter Description

Image Type Select System disk image.

Source Click the ECS tab and select an ECS with required
configurations.

Table 5-3 Image information

Parameter Description

Name Set a name for the image.

Description (Optional) Enter a description of the image.
(0 NOTE

The parameters may vary depending on enterprises and organizations.
5. Click Create Now.
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Disks

6.1 Adding a Disk to an ECS

Scenarios

Procedure

The disks attached to an ECS include one system disk and one or more data disks.
The system disk is automatically created and attached when the ECS is created.
You do not need to add it again. The data disks can be added in either of the
following ways:

If you add data disks when creating an ECS, the data disks will be
automatically attached to the ECS.

If you create data disks after an ECS is created, the data disks need to be
manually attached to the ECS.

This section describes how to add a data disk after creating an ECS.

Log in to the management console.
Under Computing, choose Elastic Cloud Server.

Locate the row containing the target ECS and choose More > Manage
Image/Disk/Backup > Add Disk in the Operation column.

The page for adding a disk is displayed.

Set parameters for the new EVS disk as prompted.

For instructions about how to set EVS disk parameters, see "Create an EVS
Disk" in Elastic Volume Service User Guide.

(10 NOTE

e By default, the billing mode of the new disk is the same as that of the ECS.
e By default, the new disk is in the same region as the ECS.

e By default, the new disk is in the same AZ as the ECS, and the AZ of the disk
cannot be changed.

e After the new disk is created, it is attached to the ECS by default.
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5. Click Create Now.
The system automatically switches back to the Disks tab on the ECS

management console. Then, you can view the information of the new disk.

Follow-up Procedure

The system automatically attaches the new disk to the ECS, but the disk can be
used only after it is initialized. To do so, log in to the ECS and initialize the disk.

For details about how to initialize a data disk, see Scenarios and Disk Partitions.

6.2 Attaching a Disk to an ECS

Scenarios
If the existing disks of an ECS fail to meet service requirements, for example, due
to insufficient disk space or poor disk performance, you can attach more available
EVS disks to the ECS, or create more disks (under Storage > Elastic Volume
Service) and attach them to the ECS.
Prerequisites
e EVS disks are available.
For instructions about how to create an EVS disk, see "Creating an EVS Disk"
in Elastic Volume Service User Guide.
Procedure

Log in to the management console.
2. Under Computing, choose Elastic Cloud Server.

3. In the search box above the upper right corner of the ECS list, enter the ECS
name, IP address, or ID for search.

4. Click the name of the target ECS.
The page providing details about the ECS is displayed.
5. Click the Disks tab. Then, click Attach Disk.
The Attach Disk dialog box is displayed.
6. Select the target disk and specify the disk as the system disk or data disk

- For KVM ECSs, you can specify a disk as a system disk or data disk but
cannot specify a device name for the disk.

- For Xen ECSs, you can specify the device name of a disk, such as /dev/
vdb.
(1] NOTE

e If no EVS disks are available, click Create Disk in the lower part of the list.

e For details about restrictions on attaching a disk, see What Are the Requirements
for Attaching an EVS Disk to an ECS?

7. Click OK.

After the disk is attached, you can view the information about it on the Disks
tab.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 271



Elastic Cloud Server

User Guide

6 Disks

Follow-up Procedure

If the attached disk is newly created, the disk can be used only after it is
initialized.

For details about how to initialize a data disk, see Scenarios and Disk Partitions.

6.3 Detaching an EVS Disk from a Running ECS

Scenarios

Constraints

Notes

You can detach EVS disks from an ECS.

System disks (mounted to /dev/sda or /dev/vda) can only be detached
offline. They must be stopped before being detached.

Data disks (mounted to points other than dev/sda) can be detached online if
the attached ECS is running certain OSs. You can detach these data disks
without stopping the ECS.

This section describes how to detach a disk from a running ECS.

The EVS disk to be detached must be mounted to a point other than /dev/sda
or /dev/vda.

EVS disks mounted to /dev/sda or /dev/vda are system disks and cannot be
detached from running ECSs.

Before detaching an EVS disk from a running Windows ECS, make sure that
UVP VMTools have been installed on the ECS and that the tools are running
properly.

Before detaching an EVS disk from a running Windows ECS, ensure that no

programs are reading data from or writing data to the disk. Otherwise, data
will be lost.

SCSI EVS disks cannot be detached from running Windows ECSs.

Before detaching an EVS disk from a running Linux ECS, you must log in to
the ECS and run the umount command to cancel the association between the
disk and the file system. In addition, ensure that no programs are reading
data from or writing data to the disk. Otherwise, detaching the disk will fail.

On a Windows ECS, if the disk is in non-offline state, the system forcibly
detaches the EVS disk. If this occurs, the system may generate a xenvbd
alarm. You can ignore this alarm.
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(11 NOTE

To view the status of an EVS disk, perform the following operations:

1. Click Start in the task bar. In the displayed Start menu, right-click Computer and
choose Manage from the shortcut menu.

The Server Manager page is displayed.

2. In the navigation pane on the left, choose Storage > Disk Management.
The EVS disk list is displayed in the right pane.

3. View the status of each EVS disk.

e Do not detach an EVS disk from an ECS that is being started, stopped, or
restarted.

e Do not detach an EVS disk from a running ECS whose OS does not support
this feature. OSs supporting EVS disk detachment from a running ECS are
listed in OSs Supporting EVS Disk Detachment from a Running ECS.

e For a running Linux ECS, the drive letter may be changed after an EVS disk is
detached from it and then attached to it again. This is a normal case due to
the drive letter allocation mechanism of the Linux system.

e  For a running Linux ECS, the drive letter may be changed after an EVS disk is
detached from it and the ECS is restarted. This is a normal case due to the
drive letter allocation mechanism of the Linux system.

OSs Supporting EVS Disk Detachment from a Running ECS

OSs supporting EVS disk detachment from a running ECS include two parts:

e  For the first part, see Overview > Concept > OSs for Public Images
Supported by IMS in /mage Management Service User Guide.

e Table 6-1 lists the second part of supported OSs.

Table 6-1 OSs supporting EVS disk detachment from a running ECS

(0 Version

CentOS 7.3 64bit
7.2 64bit

6.8 64bit

6.7 64bit

Debian 8.6.0 64bit
8.5.0 64bit

Fedora 25 64bit
24 64bit

SUSE SUSE Linux Enterprise Server 12 SP2 64bit

SUSE Linux Enterprise Server 12 SP1 64bit

SUSE Linux Enterprise Server 11 SP4 64bit
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oS Version

SUSE Linux Enterprise Server 12 64bit

OpenSUSE 42.2 64bit

42.1 64bit

Oracle Linux Server 7.3 64bit
release

7.2 64bit

6.8 64bit

6.7 64bit

Ubuntu Server 16.04 64bit

14.04 64bit

14.04.4 64bit

Windows (SCSI EVS disks | Windows Server 2008 R2 Enterprise 64bit
cannot be detached from
a running ECS.)

Windows Server 2012 R2 Standard 64bit

Windows Server 2016 R2 Standard 64bit

Red Hat Linux Enterprise | 7.3 64bit

6.8 64bit

(1 NOTE

Online detachment is not supported by the ECSs running OSs not listed in the preceding
table. For such ECSs, stop the ECSs before detaching disks from them to prevent any
possible problems from occurring.

Procedure

1. On the Elastic Cloud Server page, click the name of the ECS from which the
EVS disk is to be detached. The page providing details about the ECS is
displayed.

2. Click the Disks tab. Locate the row containing the EVS disk to be detached
and click Detach.

6.4 Expanding the Capacity of an EVS Disk

Scenarios

You can expand the disk capacity if the disk space is insufficient. The capacities of
both system disks and data disks can be expanded.
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Procedure

The capacity of an EVS disk can be expanded in either of the following ways:

Create an EVS disk and attach it to an ECS.

Expand the capacity of an existing EVS disk. The capacities of both system
disks and data disks can be expanded.

You can expand the disk capacities when the EVS disks are in the In-use or
Available state.

-  Expanding an In-use EVS disk means expanding the capacity of an EVS
disk that has been attached to an ECS. Only certain OSs support the
expansion of In-use EVS disks. For details, see "Expanding an In-use EVS
Disk" in Elastic Volume Service User Guide.

- Expanding an Available EVS disk means expanding the capacity of an
EVS disk that has not been attached to any ECS. For details, see
"Expanding an Available EVS Disk" in Elastic Volume Service User Guide.

(11 NOTE

After the disk capacity is expanded, only the storage capacity of the EVS disk is expanded.
To use the added storage space, you also need to log in to the ECS and extend the partition
and file system.

6.5 Enabling Advanced Disk

Scenarios

Disk functions have been upgraded on the platform. Newly created ECSs can
have up to 60 attached disks. However, an existing ECS can still have a
maximum of 24 attached disks (40 for certain ECSs). To allow such ECSs to
have up to 60 attached disks, enable advanced disk.

After advanced disk is enabled, you can view the mapping between device
names and disks. For details, see How Do | Obtain My Disk Device Name in
the ECS OS Using the Device Identifier Provided on the Console?

This section describes how to enable advanced disk on an ECS.

Procedure

Log in to the management console.
Under Computing, click Elastic Cloud Server.

Click the name of the target ECS. The page providing details about the ECS is
displayed.
Click the Disks tab.

View the current number of disks that can be attached to the ECS and enable
advanced disk as prompted.

The Enable Advanced Disk dialog box is displayed.
Click OK.

Stop and then start the target ECS.

This operation allows advanced disk to take effect.
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Switch to the page providing details about the ECS again, click the Disks tab,
and check whether the number of disks that can be attached to the ECS has
been changed.

- If yes, advanced disk has been enabled.

- If no, enabling advanced disk failed. In such a case, contact the
administrator.
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Elastic Network Interfaces

7.1 Attaching a Network Interface

Scenarios

If your ECS requires multiple network interfaces, you can attach them to your ECS.

Procedure

Log in to the management console.
2. Under Computing, click Elastic Cloud Server.
3. Click the name of the target ECS.
The page providing details about the ECS is displayed.
On the Network Interfaces tab, click Attach Network Interface.
5. Select either of the following methods to attach the network interface.
- Use an existing network interface.

i. (Optional) Search for the network interface by name, ID, or private
IP address.

ii. Inthe network interface list, select the target one.

- Create a new network interface.
Set the subnet and security group for the network interface to be
attached.

®  Subnet: the subnet that the network interface belongs to.

"  Private IP Address: If you want to add a network interface with a
specified IP address, enter an IP address into the Private IP Address
field.

" Security Group: You can select multiple security groups. In such a
case, the access rules of all the selected security groups will apply to
the ECS.

6. Click OK.
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Follow-up Procedure

Some OSs cannot identify newly added network interfaces. In this case, you must
manually activate the network interfaces. Ubuntu is used as an example in the
following network interface activation procedure. Required operations may vary
among systems. For additional information, see the documentation for your OS.

1.

10.

Locate the row containing the target ECS and click Remote Login in the
Operation column.

Log in to the ECS.

Run the following command to view the network interface name:
ifconfig -a

In this example, the network interface name is eth2.

Run the following command to switch to the target directory:

cd /etc/network

Run the following command to open the interfaces file:

vi interfaces

Add the following information to the interfaces file:

auto eth?

iface eth2 inet dhcp

Run the following command to save and exit the interfaces file:
'wq

Run either the ifup eth2 command or the /etc/init.d/networking restart
command to make the newly added network interface take effect.

Xin the preceding command indicates the network interface name and SN,
for example, ifup eth2.

Run the following command to check whether the network interface name
obtained in step 2 is displayed in the command output:

ifconfig
For example, check whether eth2 is displayed in the command output.

- If yes, the newly added network interface has been activated, and no
further action is required.

- If no, the newly added network interface failed to be activated. Go to
step 9.

Log in to the management console. Locate the row containing the target ECS,
click More in the Operation column, and select Restart.

Run the following command to check whether the network interface name
obtained in step 2 is displayed in the command output:

- If yes, no further action is required.
- If no, contact the administrator.
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7.2 Detaching a Network Interface

Scenarios

An ECS can have up to 12 network interface, including one primary network
interface that cannot be detached. This section describes how to detach an
extension network interface.

Procedure

Log in to the management console.

Under Computing, click Elastic Cloud Server.

On the Elastic Cloud Server page, click the name of the target ECS.
The page providing details about the ECS is displayed.

On the Network Interfaces tab, locate the target network interface and click
Detach.

(11 NOTE

You are not allowed to delete the primary ECS network interface. By default, the
primary ECS network interface is the first network interface displayed in the network
interface list.

In the displayed dialog box, click OK.
(110 NOTE

Certain ECSs do not support network interface detachment when they are running. For
details, see the GUI display. To detach a network interface from such an ECS, stop the
ECS first.

7.3 Modifying a Private IP Address

You can modify the private IP address of the primary NIC. If you want to modify
the private IP address of an extension NIC, delete the NIC and attach a new NIC.

Scenarios
Constraints
[ ]
[ ]
[ ]
[ ]

The ECS must be stopped.

If a virtual IP address or DNAT rule has been configured for the NIC, cancel
the configuration before modifying the private IP address.

If the NIC has an IPv6 address, its private IP address (IPv4 or IPv6 address)
cannot be modified.

To change the private IP address for a backend server of a load balancer,
remove the backend server from the backend server group first.
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Procedure

Log in to the management console.

Under Computing, click Elastic Cloud Server.
Click the name of the target ECS.

The ECS details page is displayed.

4. Click the Network Interfaces tab. Locate the row containing the primary
network interface and click Modify Private IP.

The Modify Private IP dialog box is displayed.
5. Change the subnet and private IP address of the primary NIC as required.

(1] NOTE

Subnets can be changed only within the same VPC.

If the target private IP address is not specified, the system will automatically
assign one to the primary NIC.

7.4 Managing Virtual IP Addresses

Scenarios

A virtual IP address provides the second IP address for one or more ECS NICs,
improving high availability between the ECSs.

Binding a Virtual IP Address

Log in to the management console.

Under Computing, click Elastic Cloud Server.

On the Elastic Cloud Server page, click the name of the target ECS.
The page providing details about the ECS is displayed.

4. On the Network Interfaces tab, locate the target virtual IP address and click
Manage Virtual IP Address.

5.  On the IP Addresses tab of the displayed page, locate the row containing the
target virtual IP address and select Bind to EIP or Bind to Server in the
Operation column.

Multiple ECSs deployed to work in active/standby mode can be bound with a
virtual IP address to improve DR performance.

6. Click OK.

7.5 Enabling NIC Multi-Queue

Scenarios

With the increase of network 1/O bandwidth, single-core CPUs face bottlenecks in
handling network interrupts. NIC multi-queue assigns interrupts to different CPUs
for higher packets per second (PPS) and bandwidth.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 280



Elastic Cloud Server
User Guide 7 Elastic Network Interfaces

The ECS described in this section is assumed to comply with the requirements on
specifications and virtualization type.

e If the ECS was created using a public image listed in Support of NIC Multi-
Queue, NIC multi-queue has been enabled on the ECS by default. Therefore,
you do not need to perform the operations described in this section.

e If the ECS was created using a private image and the OS of the external
image file is listed in Support of NIC Multi-Queue, perform the following
operations to enable NIC multi-queue:

Importing the External Image File to the IMS Console
Setting NIC Multi-Queue for the Image

Creating an ECS Using a Private Image

Enabling NIC Multi-Queue

a0 oo

Support of NIC Multi-Queue

NIC multi-queue can be enabled on an ECS only when the ECS specifications,
virtualization type, and image OS meet the requirements described in this section.

e  For details about the ECS specifications that support NIC multi-queue, see x86
ECS Specifications.

(11 NOTE

If the number of NIC queues is greater than 1, NIC multi-queue is supported.
e The virtualization type must be KVM.
e The Linux public images listed in Table 7-2 support NIC multi-queue.

(1] NOTE

e Windows public images have not supported NIC multi-queue. If you enable NIC
multi-queue in a Windows public image, starting an ECS created using such an
image may be slow.

e Itis a good practice to upgrade the kernel version of the Linux ECS to 2.6.35 or
later. Otherwise, NIC multi-queue is not supported.

Run the uname -r command to obtain the kernel version. If the kernel version is
earlier than 2.6.35, contact technical support to upgrade the kernel.

Table 7-1 Support of NIC multi-queue for Linux ECSs

Image Support of | NIC Multi-
NIC Multi- | Queue Enabled
Queue by Default

Ubuntu 14.04/16.04/18.04/20.04 server 64bit Yes Yes

OpenSUSE 42.2/15.* 64bit Yes Yes

SUSE Enterprise 12 SP1/SP2 64bit Yes Yes

CentOS 6.8/6.9/7.*/8.* 64bit Yes Yes

Debian 8.0.0/8.8.0/8.9.0/9.0.0/10.0.0/10.2.0 Yes Yes

64bit
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NIC Multi- | Queue Enabled
Queue by Default
Fedora 24/25/30 64bit Yes Yes
EulerOS 2.2/2.3/2.5 64bit Yes Yes

Table 7-2 Support of NIC multi-queue for KVM ECSs

oS Image Status
Windows | Windows Server 2008 Web R2 64-bit Supported using
private images
Windows Server 2008 R2 Standard/ Supported using
DataCenter/Enterprise 64bit private images
Windows Server 2012 R2 Standard/DataCenter | Supported using
64bit private images
Windows Server 2016 Standard/DataCenter Supported using
64bit private images
Linux Ubuntu 14.04/16.04 server 64bit Supported
OpenSUSE 42.2 64bit Supported
SUSE Enterprise 12 SP1/SP2 64bit Supported
CentOS 6.8/6.9/7.0/7.1/7.2/7.3/7.4/7.5/7.6 Supported
64bit
Debian 8.0.0/8.8.0/8.9.0/9.0.0 64bit Supported
Fedora 24/25 64bit Supported
EulerOS 2.2 64bit Supported

Importing the External Image File to the IMS Console
For details, see "Registering an Image File as a Private Image" in /mage
Management Service User Guide.

Setting NIC Multi-Queue for the Image

Windows OSs have not commercially supported NIC multi-queue. If you enable
NIC multi-queue in a Windows image, starting an ECS created using such an
image may be slow.

Use one of the following methods to set the NIC multi-queue attribute:

Method 1:
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1. Log in to the management console.

2. Under Computing, click Image Management Service.

3. Click the Private Images tab, locate the row containing the target image,
click Modify in the Operation column.

4. Set the NIC multi-queue attribute of the image.

Method 2:

1. Log in to the management console.

2. Under Computing, click Image Management Service.

3. Click the Private Images tab. In the image list, click the name of the target
image to switch to the page providing details about the image.

4. Click Modify in the upper right corner. In the displayed Modify Image dialog

box, set the NIC multi-queue attribute.

Method 3: Add hw_vif_multiqueue_enabled to an image through the API.

1.

For instructions about how to obtain the token, see Calling APIs >
Authentication in /mage Management Service APl Reference.

For instructions about how to call an API to update image information, see
"Updating Image Information (Native OpenStack API)" in /mage
Management Service AP/ Reference.

Add X-Auth-Token to the request header.

The value of X-Auth-Token is the token obtained in step 1.

Add Content-Type to the request header.

The value of Content-Type is application/openstack-images-v2.1-json-
patch.

The request URI is in the following format:

PATCH /v2/images/{image_id}

The request body is as follows:

[
{
"op":"add",
"path":"/hw_vif_multiqueue_enabled",
"value": "true"
}
]
Figure 7-1 shows an example request body for modifying the NIC multi-

queue attribute.

Figure 7-1 Example request body

PATCH https://172.30.50.64:7443/v2/images/9f14349-3594-4b99-a213-65167145f746 Params Send v VS
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Creating an ECS Using a Private Image
Create an ECS using a registered private image. For details, see Creating an ECS.
Note the following when setting the parameters:
e Region: Select the region where the private image is located.

e Image: Select Private image and then the desired image from the drop-down
list.

Enabling NIC Multi-Queue

KVM Windows ECSs use private images to support NIC multi-queue. For details,
see "How Do | Set NIC Multi-queue Feature of an Image?" in /mage Management
Service User Guide.

This section uses a Linux ECS running CentOS 7.4 as an example to describe how
to enable NIC multi-queue.

Step 1 Enable NIC multi-queue.
Log in to the ECS.

2.  Run the following command to obtain the number of queues supported by
the NIC and the number of queues with NIC multi-queue enabled:

ethtool -l N/C

3.  Run the following command to configure the number of queues used by the
NIC:

ethtool -L NV/C combined Number of gueues
An example is provided as follows:
[root@localhost ~]# ethtool -l eth0 #View the number of queues used by NIC ethO.

Channel parameters for ethO:
Pre-set maximums:

RX: 0
TX: 0
Other: 0

Combined: 4 #Indicates that a maximum of four queues can be enabled for the NIC.
Current hardware settings:

RX: 0
TX: 0
Other: 0

Combined: 1 #Indicates that one queue has been enabled.

[root@localhost ~]# ethtool -L ethO combined 4 #Enable four queues on NIC ethO.

Step 2 (Optional) Enable irgbalance so that the system automatically allocates NIC
interrupts on multiple vCPUs.

1. Run the following command to enable irgbalance:
service irgbalance start

2.  Run the following command to view the irgbalance status:
service irgbalance status

If the Active value in the command output contains active (running),
irgbalance has been enabled.
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Step 3

Step 4

Figure 7-2 Enabled irgbalance

[rootPlocalhost 1 service irgbalance status
[Redirecting to +bin-systemctl status irgbalance.service
m irgbalawnce.service - irgbalance daemon
Loaded: loaded (rusr-/libssystemd system irgbalance.serwvice; enabled; vendor preset: enabled)
Active: active (ruming) since Wed Z818-88-15 18:27:38 CST: 4h Smin ago
Main PID: 858 Cirgbalance)
CGroup: rsystem.slicesirgbalance.service
L858 susrssbinsirgbalance -—foreground

flug 15 18:27:38 localhost. localdomain systemd[11: Started irgbalance daemon.
Aug 15 18:27:38 localhost . localdomain systemd[11: Starting irgbalance daemon. ..

(Optional) Enable interrupt binding.

Enabling irgbalance allows the system to automatically allocate NIC interrupts,
improving network performance. If the improved network performance still fails to
meet your requirements, manually configure interrupt affinity on the ECS.

To do so, perform the following operations:

Configure the following script so that one ECS vCPU serves the interrupt requests
initialized by one queue. One queue corresponds to one interrupt, and one
interrupt binds to one vCPU.

#!/bin/bash
service irgbalance stop

eth_dirs=$(ls -d /sys/class/net/eth*)

if [ $? -ne 0 ];then
echo "Failed to find eth* , sleep 30" >> $ecs_network_log
sleep 30
eth_dirs=$(ls -d /sys/class/net/eth*)

fi

for eth in $eth_dirs
do
cur_eth=%$(basename $eth)
cpu_count="cat /proc/cpuinfo| grep "processor"| wc -l
virtio_name=$(ls -1 /sys/class/net/"$cur_eth"/device/driver/ | grep pci [awk {'print $9'})

affinity_cpu=0

virtio_input="$virtio_name""-input"

irgs_in=$(grep "$virtio_input" /proc/interrupts | awk -F ":" '{print $1}')

for irg in ${irgs_in[*]}

do
echo $((affinity_cpu%cpu_count)) > /proc/irg/"$irq"/smp_affinity_list
affinity_cpu=$[affinity_cpu+2]

done

affinity_cpu=1

virtio_output="$virtio_name""-output"

irgs_out=$(grep "$virtio_output" /proc/interrupts | awk -F ":" "{print $1}')

for irq in ${irgs_out[*]}

do
echo $((affinity_cpu%cpu_count)) > /proc/irg/"$irq"/smp_affinity_list
affinity_cpu=$[affinity_cpu+2]

done

done

(Optional) Enable XPS and RPS.

XPS allows the system with NIC multi-queue enabled to select a queue by vCPU
when sending a data packet.

#!/bin/bash
# enable XPS feature
cpu_count=$(grep -c processor /proc/cpuinfo)
dec2hex(){
echo $(printf "%x" $1)
}
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eth_dirs=$(ls -d /sys/class/net/eth*)
if [ $? -ne 0 ];then
echo "Failed to find eth*, sleep 30" >> $ecs_network_log
sleep 30
eth_dirs=$(ls -d /sys/class/net/eth*)
fi
for eth in $eth_dirs
do
cpu_id=1
cur_eth=%$(basename $eth)
cur_g_num=$(ethtool -l $cur_eth | grep -iA5 current | grep -i combined | awk {'print $2'})
for((i=0;i<cur_g_num;i++))
do
if [ $i -eq $cpu_count ];then
cpu_id=1
fi
xps_file="/sys/class/net/${cur_eth}/queues/tx-$i/xps_cpus"
rps_file="/sys/class/net/${cur_eth}/queues/rx-$i/rps_cpus"
cpuset=%$(dec2hex "$cpu_id")
echo $cpuset > $xps_file
echo $cpuset > $rps_file
let cpu_id=cpu_id*2
done
done

----End

7.6 Dynamically Assigning IPv6 Addresses

Scenarios

Constraints

IPv6 addresses are used to deal with IPv4 address exhaustion. If an ECS uses an
IPv4 address, the ECS can run in dual-stack mode after IPv6 is enabled for it. Then,
the ECS will have two IP addresses to access the intranet and Internet: an IPv4
address and an IPv6 address.

In some cases, an ECS cannot dynamically acquire an IPv6 address even if it meets
all the requirements in Constraints. You need to configure the ECS to dynamically
acquire IPv6 addresses. For public images:

e By default, dynamic IPv6 address assignment is enabled for Windows public
images. You do not need to configure it. The operations in Windows Server
2012 and Windows Server 2008 are for your reference only.

e Before enabling dynamic IPv6 address assignment for a Linux public image,
check whether IPv6 has been enabled and then whether dynamic IPv6 address
assignment has been enabled. Currently, IPv6 is enabled for all Linux public
images.

e Ensure that IPv6 has been enabled on the subnet where the ECS works.

If IPv6 is not enabled on the subnet, enable it by referring to Enabling IPv6
for an ECS. IPv6 cannot be disabled once it is enabled.

e Ensure that Self-assigned IPv6 address is selected during ECS creation.

e After the ECS is started, its hot-swappable NICs cannot automatically acquire
IPv6 addresses.

e  Only ECSs can work in dual-stack mode and BMSs cannot.
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e Only one IPv6 address can be bound to a NIC.

Procedure

e  Windows: Windows Server 2012/2008 is used as an example to describe how
to enable dynamic assignment of IPv6 addresses in Windows.

e Linux: Dynamic assignment of IPv6 addresses can be enabled automatically
(recommended) or manually.

If a private image created from a CentOS 6.x or Debian ECS with automatic
IPv6 address assignment enabled is used to create an ECS in an environment
that does not support IPv6, the ECS may start slow because of IPv6 address
assignment timeout. You can set the timeout duration for assigning IPv6
addresses by referring to Setting the Timeout Duration for IPv6 Address
Assignment.

Table 7-3 Enabling dynamic assignment of IPv6 addresses for different OSs

(0} Automatically/ Reference
Manually Enabling
Windows Server Automatically Windows Server 2012
2012
Windows Server Automatically Windows Server 2008
2008
Linux Automatically Linux (Automatically
(recommended) Enabling Dynamic
Assignment of IPv6
Addresses)
Linux Manually Linux (Manually Enabling
Dynamic Assignment of IPv6
Addresses)

Enabling IPv6 for an ECS
Enabling IPv6 on a Subnet

(11 NOTE

After IPv6 is enabled on the subnet where the ECS works, an IPv6 CIDR block is
automatically assigned to the subnet. IPv6 cannot be disabled once it is enabled.

Log in to the management console.
Under Computing, click Elastic Cloud Server.

Click the target ECS to go to the detail page.
In the ECS Information area, click the VPC name.

vk N =

Click the number in the Subnets column.
The Subnets page is displayed.
6. In the subnet list, locate the target subnet and click its name.
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The subnet details page is displayed.

7. In the Subnet Information area, click Enable for IPv6 CIDR Block.
8. Click Yes.

Enabling IPv6 on a Network Interface

Go back to the ECS details page.

2. On the Network Interfaces tab, click Enable IPv6 in the upper right corner of
the folded panel.

(10 NOTE

e You can disable IPv6 on this page if it is no longer used. After IPv6 is disabled, no
IPv6 address is displayed for the network interface.

e If you want to enable IPv6 again after it is disabled, you need to restart the ECS,

log in to the ECS and manually clear the IPv6 cache, and request an IPv6 address
again.

3. Click OK.

Windows Server 2012
Step 1 Check whether IPv6 is enabled for the ECS.

Run the following command in the CMD window to check it:
ipconfig

e If an IPv6 address and a link-local IPv6 address are displayed, IPv6 is enabled
and dynamic IPv6 assignment is also enabled.

Figure 7-3 Querying the IPv6 address
by Administrator, Windows PowerShell M

Windows IP Configuration

Ethernet adapter Ethernet 2:
Connerti ific NS Suffix . @ openstacklocal
Link-Tocal LPve Address . . . . . @

Subnet M
Default

e If only a link-local IPv6 address is displayed, IPv6 is enabled but dynamic IPv6
assignment is not enabled. Go to Step 2.

Figure 7-4 Link-local IPv6 address
7 Administrator. Windows PowerShell M

Windows IP Configuration

Fthernet adapter Ethernet 2:

X . :u:upen:'-tack:]u:ulca]

Subn :
Default Gateway . . .. v vv oWt
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e If neither an IPv6 address nor link-local IPv6 address is displayed, IPv6 is
disabled. Go to Step 3.

Figure 7-5 IPv6 disabled

[en. Administrator: C:'Windows' system32' cmd.exe

CosUserss~AdministratorFipconf ig

Windows IP Configuration

Ethernet adapter Local Area Connection

Connection—specific DHS Suffix
Link—local IPv6e Address . . .
IPuv4 Address. . . . - - -
Subnet Mask . . . . - - -
Default Gateway . . - - -

(11 NOTE

By default, dynamic IPv6 address assignment is enabled for Windows public images, as
shown in Figure 7-3. No additional configuration is required.

Step 2 Enable dynamic IPv6 address assignment.

1. Choose Start > Control Panel.
2. Click Network and Sharing Center.
3. Click the Ethernet connection.

Figure 7-6 Ethernet connection

i Network and Sharing Center
T |55 » Control Panel » A&ll Control Panel ltems » Mebtwork and Sharing Center

VView your basic network information and set up connections
Control Panel Home J L
View your active networks
Change adapter settings
Change advanced sharing Network Access type: Internet

settings Public network Connections: |§ Ethernet 2

In the Ethernet Status dialog box, click Properties in the lower left corner.
5. Select Internet Protocol Version 6 (TCP/IPv6) and click OK.
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6.

Figure 7-7 Configuring dynamic IPv6 address assignment

Metworking

Connect using:

£ RedHat VitlO Ethernet Adapter

| Configure. ..

Thiz connection uses the following benms:

i Ethernet 2 Properties -

¥ "% Client for Microsoft Metworks

o BFiIe ard Printer Shanng far Microsaft Networks

¥ JB (105 Packet Scheduler

L s Microzaft Metwaork Adapter Multiplexor Protocal
w| i Link-Layer Topology Discoven Mapper 140 Diiver
W o Link-Laver Topology Discoverny Responder

| i |pternet F"I'Dtth:Dl"-.-'IEH'SIEI"I 4 [TCPAPw4)

Irestall... | anstall | Praperties

Deszcrption

TCPAR werzion B, The latest version of the internet protocol
that provides communication across diverse interconrected
retwiorks.

0K Cancel

Perform Step 1 to check whether dynamic IPv6 address assignment is

enabled.

Step 3 Enable and configure IPv6.

1.

In the Internet Protocol Version 6 (TCP/IPv6) Properties dialog box,

configure an IPv6 address and a DNS server address.

- IPv6 address: IPv6 address allocated during ECS creation. Obtain the

value from the ECS list on the console.
- Subnet prefix length: 64
- Preferred DNS server: 240c::6666 (recommended)
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Figure 7-8 Configuring an IPv6 address and a DNS server address

Internet Protocol Version & (TCP/IPv6) Properties .

General

You can get IPvE settings assigned aukomatically if your network supports this capability.
Otherwise, you need to ask your network administrator for the appropriate IPv6 sethings.,

_) Obtain an IPv6 address autamatically
®) Use the following IPvE address:

1Pvé address:
Subnet prafix length; 64

Default gateway:

Obtain DNS server address automatically

® Use the following DNS server addresses:

Preferred DS server: | 240c: 6666| |

Alternate DNS server: | |

[ Jwalidate settings upon exit

| Ok, || Cancel |

2. (Optional) Run the following command depending on your ECS OS.
For Windows Server 2012, run the following command in PowerShell or CMD:
Set-NetIPv6Protocol -Randomizeldentifiers disabled

3. Perform Step 1 to check whether dynamic IPv6 address assignment is
enabled.

--—-End

Windows Server 2008
Step 1 Check whether IPv6 is enabled for the ECS.

Run the following command in the CMD window to check it:
ipconfig

e If an IPv6 address and a link-local IPv6 address are displayed, IPv6 is enabled
and dynamic IPv6 assignment is also enabled.
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Figure 7-9 Querying the IPv6 address

[+ Administrator: C:\Windows',system32',cmd.exe

Windows IP Configuration

Ethernet adapter Local Area Connection 3:

Connection-specific DNS Suffix . :
IPvb Address. . . . . . . . . . . ¢
Link-local IPv6 Address H
IPv4 Address. . . . . . . . . .
Subnet Mask

Default Gateway

e If only a link-local IPv6 address is displayed, IPv6 is enabled but dynamic IPv6
assignment is not enabled. Go to Step 2.

Figure 7-10 Link-local IPv6 address

wWilndows IP Conti1guration

Connection-specitic DHNS Suttix
A Address L.

TP~ Address - s e e e .

Subnet Mask

Default

e If neither an IPv6 address nor link-local IPv6 address is displayed, IPv6 is
disabled. Go to Step 3.

Figure 7-11 IPv6 disabled

[ev.| Administrator: CWindows' system32 cmnd.exe

Cz~Users~Administrator>ipconfig

Windows IP Configuration

Ethernet adapter Local Area Connection

Connection—specific DHS Suffix
Link—local IPuvt Address . . .

IPv4 Addyes=. . - . . . .
Subnet Mask . . . - -
Defaunlt Gateway - -

(1] NOTE

By default, dynamic IPv6 address assignment is enabled for Windows public images, as
shown in Figure 7-9. No additional configuration is required.

Step 2 Enable dynamic IPv6 address assignment.

1. Choose Start > Control Panel.
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Click Network and Sharing Center.

Click Change adapter settings.

Right-click the local network connection and choose Properties.
Select Internet Protocol Version 6 (TCP/IPv6) and click OK.

vk W

Figure 7-12 Configuring dynamic IPv6 address assignment

@ Local Area Connection 3 Properties

M etwarking I

Connect uzing:

I v*  Hed Hat irtlO Ethemnet Adapter

Configure...

Thiz connection uses the following items:

e Client for Microsoft Mebworks

4=l 005 Packet Scheduler

.@; File and Printer Sharing for Microsoft Metworks
e |1iterniet Pratocal Wersion & [TCPAPWE]
b |Rternet Praotocol Version 4 [TCPAPw4]
v Link-Layer Topology Discoverny Mapper /0 Diver
v Link-Layer Topology Discowerny Responder

LA CARCARCARCARCARCY

Irztall.. I itztall Propertiez

Description

TCRAPR werzion B. The latest verzion of the intermet protocaol
that provides communication acrozz diverse interconnected
netwaork.s,

k. Cancel

6. Perform Step 1 to check whether dynamic IPv6 address assignment is
enabled.

Step 3 Enable and configure IPv6.

1. Choose Start > Control Panel > Network Connection > Local Connection.
2. Select Properties, select the following options, and click Install.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 293



Elastic Cloud Server
User Guide 7 Elastic Network Interfaces

Figure 7-13 Enabling and configuring IPv6

- Local Area Connection Properties el

General | Authentication I Advanced I

Connect using:

B Realtek RTLE139 Famiy PCI Fast Et

Thiz connection uzes the following items:
O .@ Network Load Balancing
.@, File and Printer Sharing for Microsoft Wetworks
T Internet Protocal [TCPAP]

| ﬂstalk\.\ | Uninstall Froperties
e
— Description
Allowez pour computer bo access resources on a Microzoft
nietwork,

[T Show icon in notification area when connected
¥ Matify me when this connection haz limited or no connectivit

] Cancel

3. Select Protocol and click Add.

Figure 7-14 Adding the protocol

select Network Component Type 7] x|

Click the type of netwark component you want ta install;

18] Client
Q Service

iR

— Dezcrption

& protocol iz a language your compLter uges ko
communicate with other computers.

qu&.. I Cancel
LAY

4. Select Microsoft TCP/IP Version 6 and click OK.
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Figure 7-15 Network protocols

ll select Network Protocol 2=

Click the Metwork, Protocal that pou want toinstall, then click OF. I pou have
E an inztallation dizk for thiz component, click Hawve Dizk.

MHetwork, Protocol: |
3:',3’ AppleT alk, Protocal

_,J Thiz driver iz digitally zsigned. Have Dick |
Tell me why driver sighing iz irmporkant —

ak. I Cancel |

5.  (Optional) Run the following commands depending on your ECS OS.

For Windows Server 2008, run the following command in PowerShell or CMD:
netsh interface ipv6 set global randomizeidentifiers=disable
Disable the local connection and then enable it again.

To disable the local connection, choose Start > Control Panel > Network and
Internet > Network and Sharing Center > Change Adapter Options. Right-
click the local connection and choose Disable from the shortcut menu.

To enable the local connection, choose Start > Control Panel > Network and
Internet > Network and Sharing Center > Change Adapter Options. Right-
click the local connection and choose Enable from the shortcut menu.

6. Perform Step 1 to check whether dynamic IPv6 address assignment is
enabled.

--—-End

Linux (Automatically Enabling Dynamic Assignment of IPv6 Addresses)

The ipv6-setup-xxx tool can be used to enable Linux OSs to automatically acquire
IPv6 addresses. xxx indicates a tool, which can be rhel or debian.

You can also enable dynamic IPv6 address assignment by following the
instructions in Linux (Manually Enabling Dynamic Assignment of IPv6
Addresses).
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/A\ CAUTION

e When you run ipv6-setup-xxx, the network service will be automatically
restarted. As a result, the network is temporarily disconnected.

e If a private image created from a CentOS 6.x or Debian ECS with automatic
IPv6 address assignment enabled is used to create an ECS in an environment
that does not support IPv6, the ECS may start slow because of IPv6 address
assignment timeout. Set the timeout duration for assigning IPv6 addresses to
30s by referring to Setting the Timeout Duration for IPv6 Address
Assignment and try to create a new private image again.

Step 1 Run the following command to check whether IPv6 is enabled for the ECS:
ip addr

e If only an IPv4 address is displayed, IPv6 is disabled. Enable it by referring to
Setting the Timeout Duration for IPv6 Address Assignment.

Figure 7-16 IPv6 disabled

e If a link-local address (starting with fe80) is displayed, IPv6 is enabled but
dynamic assignment of IPv6 addresses is not enabled.

Figure 7-17 IPv6 enabled

eth0: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc mg state UP group default glen 1000
link/ether fa:16:3e: brd ff:ff:ff:ff:ff:ff
inet brd global noprefixroute dynamic ethO
valid 1ft 76391sec preferred 1ft
inet6 fe80::f /64 s
valid 1ft forever preferred 1ft forever

e If the following address is displayed, IPv6 is enabled and an IPv6 address has
been assigned:

Figure 7-18 IPv6 enabled and an IPv6 address assigned

ethO: ROADCAST , MULT ICA! UP, LOWER_UP> mtu 1500 gdisc mq state UP group default glen 1000
link/ether fa:16:3e:7 > brd g ff:ff:ff
inet ) global noprefixroute dynamic ethO

valid 1ft referred 1ft

inet6 2407:c0 8 e global dynamic
valid 1ft 7496 preferred 1ft 7 ec

inet6 fe80::f /64 pe link noprefixroute
valid_1ft forever preferred 1ft er

L] NOTE
IPv6 is enabled for Linux public images by default, as shown in Figure 7-17.

Step 2 Enable IPv6 for the ECS.
1. Run the following command to check whether IPv6 is enabled for the kernel:
sysctl -a | grep ipv6
- If a command output is displayed, IPv6 is enabled.

- If no information is displayed, IPv6 is disabled. Go to Step 2.2 to load the
IPv6 module.
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Run the following command to load the IPv6 module:
modprobe ipv6

Add the following content to the /etc/sysctl.conf file:
net.ipv6.conf.all.disable_ipv6=0

Save the configuration and exit. Then, run the following command to load the
configuration:

sysctl -p

Step 3 Enable dynamic IPv6 address assignment for the ECS.

1.

Download ipv6-setup-rhel or ipv6-setup-debian with a required version and
upload it to the target ECS.

ipv6-setup-xxx modifies the configuration file of a NIC to enable dynamic
IPv6 address assignment or adds such a configuration file for a NIC, and then
restarts the NIC or network service.

Contact the administrator to obtain the download paths of ipv6-setup-rhel
and ipv6-setup-debian.

Run the following command to make ipv6-setup-xxx executable:
chmod +x ipv6-setup-xxx

Run the following command to enable dynamic IPv6 address assignment for a
NIC:

.[ipv6-setup-xxx --dev [deV]
Example:
./ipv6-setup-xxx --dev eth0

(10 NOTE

- To enable dynamic IPv6 address assignment for all NICs, run the ./ipv6-setup-xxx
command.

- To learn how to use ipv6-setup-xxx, run the ./ipv6-setup-xxx --help command.

--—-End

Linux (Manually Enabling Dynamic Assignment of IPv6 Addresses)

/\ CAUTION

If a private image created from a CentOS 6.x or Debian ECS with automatic IPv6
address assignment enabled is used to create an ECS in an environment that does
not support IPv6, the ECS may start slow because of IPv6 address assignment
timeout. Set the timeout duration for assigning IPv6 addresses to 30s by referring
to Setting the Timeout Duration for IPv6é Address Assignment and try to create
a new private image again.

Step 1 Run the following command to check whether IPv6 is enabled for the ECS:

ip addr

If only an IPv4 address is displayed, IPv6 is disabled. Enable it by referring to
Step 2.
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Figure 7-19 IPv6 disabled

ethO: <BROADCAST,MULTICAST,UP, LOWER UP> mtu 1500 gdisc mg state UP glen 1000
link/ether fa:16:3e: brd ff:ff:ff:ff:ff:ff

inet brd ope global noprefixroute dynamic ethO
valid 1ft 1193sec preferred 1ft 1193sec

e If a link-local address (starting with fe80) is displayed, IPv6 is enabled but
dynamic assignment of IPv6 addresses is not enabled.
Figure 7-20 IPv6 enabled
ethO: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc mg state UP group default glen 1000
link/ether fa:16: brd ff:ff:ff:ff:ff:ff
inet pe global noprefixroute dynamic ethO
valid 1ft eferred 1ft
inet6 fe80: /64 s
valid_1ft forever preferred 1ft f
e If the following address is displayed, IPv6 is enabled and an IPv6 address has
been assigned:
Figure 7-21 IPv6 enabled and an IPv6 address assigned
ethO: ROADCAST, MULTICAST, UP, LOWER UP> mtu 1500 gdisc mq state UP group default glen 1000
link/ether fa:16:3e: af:4c brd ff:
inet ) global noprefixroute dynamic ethO
valid 1ft
inet6 2407:c0 : 28 global dynamic
valid 1ft 7496 C
inet6 fe80::f
valid 1ft fo
(1 NOTE

IPv6 is enabled for Linux public images by default, as shown in Figure 7-20.

Step 2 Enable IPv6 for the ECS.

1.

Run the following command to check whether IPv6 is enabled for the kernel:
sysctl -a | grep ipv6
- If a command output is displayed, IPv6 is enabled.

- If no information is displayed, IPv6 is disabled. Go to Step 2.2 to load the
IPv6 module.

Run the following command to load the IPv6 module:
modprobe ipv6

Add the following content to the /etc/sysctl.conf file:
net.ipv6.conf.all.disable_ipv6=0

Save the configuration and exit. Then, run the following command to load the
configuration:

sysctl -p

Step 3 Enable dynamic IPv6 address assignment for the ECS.

Ubuntu 18.04/20.04

a. Run the following command to access /etc/netplan/:
cd /etc/netplan

b. Run the following command to list the configuration file:
ls
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Figure 7-22 Configuration file name
rootPecs- :setesnmetplanst 1s

01-netcfg.yanl |0l-network-manager-all.yaml

Run the following command to edit the configuration file:
vi 01-network-manager-all.yaml

Append the following content to the configuration file (pay attention to

the yaml syntax and text indentation):
ethernets:

ethO:

dhcp6: true

Figure 7-23 Edited configuration file

t Let MetworkManager manage all devices on thin system
network
version

renderer: NetworkManager
ethernets

etho

dhcpb

Save the changes and exit.
Run the following command to make the changes take effect:
sudo netplan apply

Ubuntu 22.04

a.

Run the following command to access /etc/netplan/:

cd /etc/netplan

Run the following command to list the configuration file:
ls

Figure 7-24 Configuration file name

root@ecs-485b: fetc/netplan# 1s
8l-netcfg.yaml

Run the following command to edit the configuration file:
vi 01-netcfg.yaml

Append the following content to the configuration file 01-netcfg.yaml

(pay attention to the yaml syntax and text indentation):
ethernets:

etho:

dhcp6: true
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Figure 7-25 Edited configuration file

NetworkManager

Save the changes and exit.
e. Run the following command to make the changes take effect:
sudo netplan apply

f.  Run the following command to edit /etc/NetworkManager/
NetworkManager.conf:

vi /etc/NetworkManager/NetworkManager.conf

g. Append the following content to the configuration file
NetworkManager.conf (pay attention to the file format and

indentation):

[main]
plugins=ifupdown,keyfile
dhcp=dhclient

[ifupdown]
managed=true

[device]
wifi.scan-rand-mac-address=no
Figure 7-26 Modification result

[main]
plugins=ifupdown,keyfile
dhcp=dhclient

[ifupdown]

managed=true

[device]
wifi.scan-rand-mac-address=no

h.  Run the following command for the configuration to take effect:
systemctl restart NetworkManager
e Debian

a. Add the following content to the /etc/network/interfaces file:
auto lo
iface lo inet loopback
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d.

auto eth0
iface eth0 inet dhcp
iface eth0 inet6 dhcp
pre-up sleep 3
Add configurations for each NIC to the /etc/network/interfaces file. The

following uses eth1 as an example:
auto eth1
iface eth1 inet dhcp
iface eth1 inet6 dhcp
pre-up sleep 3

Run the following command to restart the network service:
service networking restart

L] NOTE
If no IPv6 address is assigned after the NICs are brought down and up, you can
run this command to restart the network.

Perform Step 1 to check whether dynamic IPv6 address assignment is
enabled.

CentOS, EulerOS, or Fedora

a.

Open the configuration file /etc/sysconfig/network-scripts/ifcfg-eth0 of
the primary NIC.
Add the following configuration items to the file:

IPV6INIT=yes
DHCPV6C=yes

Edit the /etc/sysconfig/network file to add or modify the following line:
NETWORKING_IPV6=yes

For an ECS running CentOS 6, you need to edit the configuration files of

its extension NICs. For example, if the extension NIC is eth1, you need to

edit /etc/sysconfig/network-scripts/ifcfg-eth1.

Add the following configuration items to the file:

IPV6INIT=yes

DHCPV6C=yes

In CentOS 6.3, dhcpv6-client requests are filtered by ip6tables by default.
So, you also need to add a rule allowing the dhcpv6-client request to the
ip6tables file.

i.  Run the following command to add the rule to ip6tables:

ip6tables -A INPUT -m state --state NEW -m udp -p udp --dport
546 -d fe80::/64 -j ACCEPT

ii. Run the following command to save the rule in ip6tables:
service ip6tables save

Figure 7-27 Example command

[rootRecs-cdB2 logl# ipbtables -A INPUT -m state --state NEW -m udp -p udp --dport 546 -d feBB::-64 -j ACCEPT
nf _conntrack version 8.5.8 (7964 buckets, 31856 max)

[rootRecs—cdBZ2 logl# service ipbtables save
ipbtables: Saving firewall rules to retc/sysconfigripbtablel 1

(Optional) For CentOS 7/CentOS 8, change the IPv6 link-local address
mode of extension NICs to EUI6A4.

i.  Run the following command to query the NIC information:

nmcli con
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Figure 7-28 Querying NIC information

[root@ecs-166b ~1# nmcli con
NAME UUID TYPE DEVICE
System ethO 5fb06bd0-0bb0-7£fb-45f1-d6edd65f3e03 ethernet ethO

9c92fad9-6ecb-: 4d-8adilc 4 ethernet ethl
3a73717e-65ab-93e8-b518-24f5af32dc0d ethernet eth2

ii. Run the following command to change the IPv6 link-local address
mode of eth1 to EUI64:

nmcli con modify " Wired connection 7" ipv6.addr-gen-mode eui64

(1 NOTE

The NIC information varies depending on the CentOS series. In the
command, Wired connection 7 needs to be replaced with the value in the
NAME column of the queried NIC information.

iii. Run the following commands to bring eth1 down and up:
ifdown eth1
ifup eth1
e. Restart the network service.

i. For CentOS 6, run the following command to restart the network
service:

service network restart

ii. For CentOS 7/EulerOS/Fedora, run the following command to restart
the network service:

systemctl restart NetworkManager

f.  Perform Step 1 to check whether dynamic IPv6 address assignment is
enabled.

e  SUSE, openSUSE, or CoreOS
SUSE 11 SP4 does not support dynamic IPv6 address assignment.
No additional configuration is required for SUSE 12 SP1 or SUSE 12 SP2.
No additional configuration is required for openSUSE 13.2 or openSUSE 42.2.
No additional configuration is required for CoreOS 10.10.5.

--—-End

Setting the Timeout Duration for IPv6 Address Assignment

After automatic IPv6 address assignment is configured on an ECS running CentOS
6.x or Debian, the ECS will be created as a private image. When this image is used
to create an ECS in an environment that IPv6 is unavailable, the ECS may start
slow because acquiring an IPv6 address times out. Before creating the private
image, you can set the timeout duration for acquiring IPv6 addresses to 30s as
follows:

e (CentOS 6.x
a. Run the following command to edit the dhclient.conf file:
vi /etc/dhcp/dhclient.conf

b. Press i to enter editing mode and add the timeout attribute to the file.
timeout 30;
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c. Enter :wq to save the settings and exit.
e Debian 7.5:
a. Run the following command to edit the networking file:
vi [etc/init.d/networking
b. Press i to enter editing mode and add the timeout attribute.

Figure 7-29 Modification 1

C '%1" in

if init

ault/netwark

up_hotplu

ot re-enable some inter

up_hotplu;

e Debian 8.2.0/8.8.0
a. Run the following command to edit the network-pre.conf file:
vi /lib/systemd/system/networking.service.d/network-pre.conf

b. Press jto enter editing mode and add the timeout attribute to the file.

[Service]
TimeoutStartSec=30

e Debian 9.0
a. Run the following command to edit the networking.service file:

vi /etc/system/system/network-online.target.wants/
networking.service
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b. Press i to enter editing mode and change TimeoutStartSec=5min to
TimeoutStartSec=30.
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EIPs

8.1 Binding an EIP

Scenarios

You can assign an EIP and bind it to an ECS to enable the ECS to access the
Internet.

Procedure
Log in to the management console.

2. Under Computing, click Elastic Cloud Server.

In the ECS list, select the ECS that an EIP is to be bound and choose More >
Manage Network > in the Operation column.

4. In the displayed dialog box, select an EIP
(1] NOTE

If no EIP is available in the current region, the EIP list is empty. In such a case, allocate
an EIP and then bind it.

5. Click OK.

After the EIP is bound, view it in the ECS list on the Elastic Cloud Server
page.

8.2 Unbinding an EIP

Scenarios

This section describes how to unbind an EIP from an ECS.

Procedure

1. Log in to the management console.
2. Under Computing, click Elastic Cloud Server.
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3. Locate the row containing the target ECS. Click More in the Operation
column and select Manage Network > Unbind EIP.

4. Confirm the EIP to be unbound and click OK.
(1] NOTE

Unreleased EIPs will continue to be billed. To stop the EIPs from being billed, release
them.

8.3 Modifying an EIP Bandwidth

Scenarios

Procedure

If an EIP has been bound to the ECS, the ECS can access the Internet using the
bandwidth associated with the EIP. This section describes how to adjust the
bandwidth of an ECS.

1. Log in to the management console.
Under Computing, click Elastic Cloud Server.

In the ECS list, locate the row containing the target ECS and choose More >
Manage Network > Modify Bandwidth in the Operation column.

4. Change the bandwidth name and size as prompted.

8.4 Enabling Internet Connectivity for an ECS Without

an EIP

Scenarios

Prerequisites

To ensure platform security and conserve EIPs, EIPs are assigned only to specified
ECSs. ECSs without EIPs cannot access the Internet directly. If these ECSs need to
access the Internet (for example, to perform a software upgrade or install a
patch), you can select an ECS with an EIP bound to function as a proxy ECS,
providing an access channel for these ECSs.

(11 NOTE

NAT Gateway is recommended, which provides both the SNAT and DNAT functions for your
ECSs in a VPC and allows the ECSs to access or provide services accessible from the Internet.

For details, see NAT Gateway User Guide.

e A proxy ECS with an EIP bound is available.

e The IP address of the proxy ECS is in the same network and same security
group as the ECSs that need to access the Internet.
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Linux Proxy ECS

The following uses a proxy ECS running CentOS 6.5 as an example. For details
about other OSs and versions, see the official help documentation.

10.

11.

Log in to the management console.
Under Computing, click Elastic Cloud Server.

In the search box above the upper right corner of the ECS list, enter the proxy
ECS name for search.

Click the name of the proxy ECS. The page providing details about the ECS is
displayed.

On the Network Interfaces tab, click e . Then, disable Source/Destination
Check.

By default, the source/destination check function is enabled. When this
function is enabled, the system checks whether source IP addresses contained
in the packets sent by ECSs are correct. If the IP addresses are incorrect, the
system does not allow the ECSs to send the packets. This mechanism prevents
packet spoofing, thereby improving system security. However, this mechanism
prevents the packet sender from receiving returned packets. Therefore, disable
the source/destination check.

Log in to the proxy ECS.

For more details, see Login Overview (Linux).
Check whether the proxy ECS can access the Internet.
ping www.baidu.com

The proxy ECS can access the Internet if information similar to the following is
displayed:

Figure 8-1 Checking connectivity

[rootBecs-f4f8 ~1# ping wads.baidu.com

PING waay.a.shifen.com (61.135.169.121) 56(84) bytes of data.

64 bytes from 61.135.169.121 (61.135.169.121): icmp_seq=1 tt1=47 time
64 bytes from 61.135.169.121 (61.135.169.121): icmp_seq=2 tt1=47 time

64 bytes from 61.135.169.121 (61.135.169.121): icmp_seq=3 tt1=47 time
64 bytes from 61.135.169.121 (61.135.169.121):
64 bytes from 61.135.169.121 (61.135.169.121):
64 bytes from 61.135.169.121 (61.135.169.121):

Install iptables.

yum install iptables-services -y

Set the automatic startup of iptables.
systemctl start iptables

systemctl enable iptables

Disable the firewall.

systemctl stop firewalld

systemctl disable firewalld

Check whether IP forwarding is enabled on the proxy ECS.
cat /proc/sys/net/ipv4/ip_forward

- If 0 (disabled) is displayed, go to 12.
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12.

13.
14.

15.

16.

17.

18.

19.

20.

- If 1 (enabled) is displayed, go to 17.

Open the IP forwarding configuration file in the vi editor.
vi [etc/sysctl.conf

Press i to enter editing mode.

Set the net.ipv4.ip_forward value to 1.

Set the net.ipv4.ip_forward value to 1.

(11 NOTE

If the sysctl.conf file does not contain the net.ipv4.ip_forward parameter, run the
following command to add it:

echo net.ipv4.ip_forward=1 >> /etc/sysctl.conf
Press Esc, type :wq, and press Enter.
The system saves the configurations and exits the vi editor.
Apply the modification.
sysctl -p /etc/sysctl.conf
Configure default iptables rules.
iptables -P INPUT ACCEPT
iptables -P OUTPUT ACCEPT
iptables -P FORWARD ACCEPT

/A\ CAUTION

Running iptables -P INPUT ACCEPT will set default INPUT policy to ACCEPT,
which poses security risks. You are advised to set security group rules to
restrict inbound access.

Configure source network address translation (SNAT) to enable ECSs in the
same network segment to access the Internet through the proxy ECS.

iptables -t nat -A POSTROUTING -o ethO -s subnet/netmask-bits -j SNAT --
to nat-instance-ip

For example, if the proxy ECS is in network 192.168.125.0, the subnet mask
has 24 bits, and the private IP address is 192.168.125.4, run the following
command:

iptables -t nat -A POSTROUTING -o eth0 -s 792.768.725.0/24 -j SNAT --to
192.168.125.4

(10 NOTE

To retain the preceding configuration even after the ECS is restarted, run the vi /etc/
rc.local command to edit the rc.local file. Specifically, copy the rule described in step
18 into rc.local, press Esc to exit Insert mode, and enter :wq to save the settings and
exit.

Save the iptables configuration and set the automatic startup of iptables.
service iptables save

chkconfig iptables on

Check whether SNAT has been configured.

iptables -t nat --list
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21.

22.

SNAT has been configured if information similar to Figure 8-2 is displayed.

Figure 8-2 Successful SNAT configuration

1 iptables -t nat list
(policy ACCEFT)
prot opt source destination

in FOSTROUTING (poliecy ACCEFT)
{1 nrnt nnt 1

Add a route.

a. Login to the management console.
b. Under Network, click Virtual Private Cloud.

¢. Choose Route Tables in the left navigation pane. In the route table list,
click a target route table. On the displayed page, click Add Route.

d. Set route information on the displayed page.

®  Destination: indicates the destination network segment. The default
value is 0.0.0.0/0.

®  Next Hop: indicates the private IP address of the proxy ECS.
You can obtain the private IP address of the ECS on the Elastic Cloud
Server page.
Delete the added iptables rules as needed.
iptables -t nat -D POSTROUTING -o eth0 -s subnet/netmask-bits -j SNAT --
to nat-instance-ip

For example, if the proxy ECS is in network segment 192.168.125.0, the subnet
mask has 24 bits, and the private IP address is 192.168.125.4, run the
following command:

iptables -t nat -D POSTROUTING -o ethO -s 192.168.125.0/24 -j SNAT --to
192.168.125.4
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9.1 Security Groups

9.1.1 Overview

Security Group

A security group is a collection of access control rules for ECSs that have the same
security protection requirements and that are mutually trusted. After a security
group is created, you can create various access rules for the security group, these
rules will apply to all ECSs added to this security group.

You can also customize a security group or use the default one. The system
provides a default security group for you, which permits all outbound traffic and
denies inbound traffic. ECSs in a security group are accessible to each other. For
details about the default security group, see Default Security Groups and Rules.

(11 NOTE

If two ECSs are in the same security group but in different VPCs, the security group does
not take effect. You can use a VPC peering connection to connect the two VPCs first.

Security Group Rules

After a security group is created, you can add rules to the security group. A rule
applies either to inbound traffic (ingress) or outbound traffic (egress). After ECSs
are added to the security group, they are protected by the rules of that group.

Each security group has default rules. For details, see Default Security Groups
and Rules. You can also customize security group rules. For details, see
Configuring Security Group Rules.

Notes and Constraints

e By default, you can add up to 50 security group rules to a security group.
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e By default, you can add an ECS or extension NIC to up to five security groups.
In such a case, the rules of all the selected security groups are aggregated to
take effect.

9.1.2 Default Security Groups and Rules

Note the following when using default security group rules:

e Inbound rules control incoming traffic to instances in the default security
group. The instances can only communicate with each other but cannot be
accessed from external networks.

e Outbound rules allow all traffic from the instances in the default security
group to external networks.

Figure 9-1 shows the default security group.

Figure 9-1 Default security group

Region
e
VPC
192.168.0.0/16
Subnet 1 Subnet 2
192.168.0.0/24 192.168.1.0/24
Custom security Allow all Default security group Default security group

X S
B i Deny all ECS  ECS

inbiound traffic

group outbound traffic Murual
0 0 access @ @
ECS ECS

(11 NOTE

e You cannot delete the default security group, but you can modify existing rules or add
rules to the group.

e The default security group is automatically created to simplify the process of creating an
instance for the first time. The default security group denies all external requests. To log
in to an instance, add a security group rule by referring to Remotely Logging In to an
ECS from a Local Server.

Table 9-1 describes the rules in the default security group.

Table 9-1 Default security group rules

Directi | Protoc | Port/ Source/ Description

on ol Range Destination

Outbo | All All Destination: Allows all outbound traffic.
und 0.0.0.0/0
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Directi | Protoc | Port/ Source/ Description

on ol Range Destination

Inboun | All All Source: the Allows communications

d current security among ECSs within the
group (for security group and denies
example, sg- all inbound traffic
XXXXX) (incoming data packets).

9.1.3 Security Group Configuration Examples

When you create instances, such as cloud servers, containers, and databases, in a
VPC subnet, you can use the default security group or create a security group. You
can add inbound and outbound rules to the default or your security group to
control traffic from and to the instances in the security group. Here are some
common security group configuration examples:

Precautions

Remotely Logging In to an ECS from a Local Server

Remotely Connecting to an ECS from a Local Server to Upload or
Download FTP Files

Setting Up a Website on an ECS to Provide Services Externally

Using ping Command to Verify Network Connectivity

Enabling Communications Between Instances in Different Security Groups
Allowing External Instances to Access the Database Deployed on an ECS
Allowing ECSs to Access Specific External Websites

Note the following before configuring security group rules:

Instances associated with different security groups are isolated from each
other by default.

Generally, a security group denies all external requests by default.

You need to add inbound rules to allow specific traffic to the instances in the
security group.

By default, outbound security group rules allow all requests from the
instances in the security group to access external resources.

If outbound rules are deleted, the instances in the security group cannot
communicate with external resources. To allow outbound traffic, you need to
add outbound rules by referring to Table 9-2.
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Table 9-2 Default outbound rules in a security group
Directi | Protoc | Destination Description
on ol &
Port
Outbou | All 0.0.0.0/0 Allows the instances in the security
nd group to access any IPv4 address over
any port.

Remotely Logging In to an ECS from a Local Server

A security group denies all external requests by default. To remotely log in to an
ECS in a security group from a local server, add an inbound rule based on the OS
running on the ECS.

To remotely log in to a Linux ECS using SSH, enable port 22. For details, see
Table 9-3.

To remotely log in to a Windows ECS using RDP, enable port 3389. For details,
see Table 9-4.

Table 9-3 Remotely logging in to a Linux ECS using SSH

Direction Protocol & Port Source

Inbound TCP: 22 IP address: 0.0.0.0/0

Table 9-4 Remotely logging in to a Windows ECS using RDP

Direction Protocol & Port Source

Inbound TCP: 3389 IP address: 0.0.0.0/0

NOTICE

If the source is set to 0.0.0.0/0, all external IP addresses are allowed to
remotely log in to the ECS. To ensure network security and prevent service
interruptions caused by network intrusions, set the source to a known IP
address. For details, see Table 9-5.

Table 9-5 Remotely logging in to an ECS using a known IP address

ECS Type Direction | Protocol & Source
Port
Linux ECS Inbound | TCP: 22 IP address: 192.168.0.0/24
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ECS Type

Direction | Protocol & Source
Port

Windows ECS

Inbound | TCP: 3389

IP address: 10.10.0.0/24

Remotely Connecting to an ECS from a Local Server to Upload or Download

FTP Files

By default, a security group denies all external requests. If you need to remotely
connect to an ECS from a local server to upload or download files, you need to
enable FTP ports 20 and 21.

Table 9-6 Remotely connecting to an ECS from any server to upload or download

files
Direction Protocol & Port Source
Inbound TCP: 20-21 I[P address: 0.0.0.0/0

NOTICE

e |f the source is set to 0.0.0.0/0, all external IP addresses are allowed to remotely
log in to the ECS to upload or download files. To ensure network security and
prevent service interruptions caused by network intrusions, set the source to a
known IP address. For details, see Table 9-7.

e You must first install the FTP server program on the ECSs and check whether

ports 20 and 21 are working properly.

Table 9-7 Remotely connecting to an ECS from a known server to upload or

download files

Direction

Protocol & Port

Source

Inbound

TCP: 20-21

IP address: 192.168.0.0/24

Setting Up a Website on an ECS to Provide Services Externally

A security group denies all external requests by default. If you have set up a

website on an ECS that can be accessed externally, you need to add an inbound
rule to the ECS security group to allow access over specific ports, such as HTTP
(80) and HTTPS (443).
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Table 9-8 Setting up a website on an ECS to provide services externally

Direction Protocol & Port Source
Inbound TCP: 80 I[P address: 0.0.0.0/0
Inbound TCP: 443 IP address: 0.0.0.0/0

Using ping Command to Verify Network Connectivity

Ping works by sending an Internet Control Message Protocol (ICMP) Echo Request.
To ping an ECS from your PC to verify the network connectivity, you need to add
an inbound rule to the security group of the ECS to allow ICMP traffic.

Table 9-9 Using ping command to verify network connectivity

Direction Protocol & Port Source

Inbound ICMP: All IP address: 0.0.0.0/0

Enabling Communications Between Instances in Different Security Groups

Instances in the same VPC but associated with different security groups cannot
communicate with each other. If you want ECSs in security group sg-A to access
MySQL databases in security group sg-B, you need to add an inbound rule to
security group sg-B to allow access from ECSs in security group sg-A.

Table 9-10 Enabling communications between instances in different security

groups
Direction Protocol & Port Source
Inbound TCP: 3306 Security group: sg-A

Allowing External Instances to Access the Database Deployed on an ECS

A security group denies all external requests by default. If you have deployed a
database on an ECS and want the database to be accessed from external instances
on a private network, you need to add an inbound rule to the security group of
the ECS to allow access over corresponding ports. Here are some common ports
for databases:

e  MySQL: port 3306

e Oracle: port 1521

e MS SQL: port 1433

e  PostgreSQL: port 5432
e  Redis: port 6379
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Table 9-11 Allowing external instances to access the database deployed on an ECS

Direction Protocol & Source Description
Port
Inbound TCP: 3306 Security group: | Allows the ECSs in security
sg-A group sg-A to access the
MySQL database service.
Inbound TCP: 1521 Security group: | Allows the ECSs in security
sg-B group sg-B to access the
Oracle database service.
Inbound TCP: 1433 IP address: Allows the ECS whose private
172.16.3.21/32 | IP address is 172.16.3.21 to
access the MS SQL database
service.
Inbound TCP: 5432 IP address: This rule allows ECSs whose
192.168.0.0/24 | private IP addresses are in the
192.168.0.0/24 network to
access the PostgreSQL
database service.

NOTICE

In this example, the source is for reference only. Set the source address based on
your requirements.

Allowing ECSs to Access Specific External Websites

By default, a security group allows all outbound traffic. Table 9-13 lists the
default rules. If you want to allow ECSs to access specific websites, configure the
security group as follows:

1. Add outbound rules to allow traffic over specific ports to specific IP addresses.

Table 9-12 Allowing ECSs to access specific external websites

Direct | Protocol | Destination Description

ion & Port

Outbo | TCP: 80 IP address: Allows ECSs in the security group to

und 132.15.XX.XX access the external website at http://
132.15.XX.XX:80.

Outbo | TCP: 443 | IP address: Allows ECSs in the security group to

und 145.117.XX.XX | access the external website at https://
145.117 XX.XX:443.

2. Delete the original outbound rules that allow all traffic.
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Table 9-13 Default outbound rules in a security group
Directi | Protoc | Destination Description
on ol &
Port
Outbou | All 0.0.0.0/0 Allows the instances in the security
nd group to access any IPv4 address over
any port.

9.1.4 Configuring Security Group Rules

Scenarios

Similar to firewall, a security group is a logical group used to control network
access. You can define access rules for a security group to protect the ECSs that
are added to this security group.

Inbound: Inbound rules allow external network traffic to be sent to the ECSs
in the security group.

Outbound: Outbound rules allow network traffic from the ECSs in the security
group to be sent out of the security group.

For details about the default security group rules, see Virtual Private Cloud User
Guide. For details about configuration examples for security group rules, see
Security Group Configuration Examples.

Procedure

Log in to the management console.

Under Computing, click Elastic Cloud Server.

On the Elastic Cloud Server page, click the name of the target ECS.
The page providing details about the ECS is displayed.

Click the Security Groups tab, expand the information of the security group,
and view security group rules.

Click the security group ID.
The system automatically switches to the security group details page.
Configure required parameters.

You can click @ to add more inbound rules.

Table 9-14 Inbound rule parameter description

Param | Description Example
eter Value
Protoc | The network protocol used to match traffic in a TCP

ol & security group rule. The protocol can be All, TCP,
Port UDP, GRE, or ICMP.
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Param
eter

Description

Example
Value

Destination port used to match traffic in a security
group rule. The value can be from 1 to 65535.

Inbound rules control incoming traffic over specific
ports to instances in the security group.

22, or
22-30

Source

Source of the security group rule. The value can be
an IP address or a security group, to allow access
from IP addresses or instances in the security group.

e |Pv4 address: XXX.XXX.XXX.XXX/32
e Subnet: xxx.xxx.xxx.0/24
e Any IP address: 0.0.0.0/0

If the source is a security group, this rule will apply
to all instances associated with the selected security

group.

192.168.0.0
/24

Descrip
tion

Supplementary information about the security
group rule. This parameter is optional.

The security group rule description can contain a
maximum of 255 characters and cannot contain
angle brackets (< or >).

N/A

7. Configure required parameters.

You can click @ to add more outbound rules.

Table 9-15 Outbound rule parameter description

Parameter Description

Example
Value

Protocol/
Application be All, TCP, UDP, ICMP, or more.

The network protocol. The protocol can

TCP

Port & Destination | Port: The port or port range over which

the traffic can leave your ECS. The
value ranges from 1 to 65535.

22, or
22-30

Destination: The destination of the
security group rule. The value can be a
single IP address or a security group to
allow access to IP addresses or
instances in the security group. For
example:

& XXX XXX.XXX.XXX/32 (IPv4 address)
o XXX Xxx.xxx.0/24 (IP address range)
e 0.0.0.0/0 (all IP addresses)

e sg-abc (security group)

0.0.0.0/0
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Parameter Description Example
Value
Description Supplementary information about the N/A
security group rule. This parameter is
optional.

The security group rule description can
contain a maximum of 255 characters
and cannot contain angle brackets (<
or >).

8. Click OK to complete the security rule configuration.

9.1.5 Changing a Security Group

Scenarios
To change the security group associated with an ECS network interface, perform
the operations described in this section.

Constraints
e Changing the security group will overwrite the original security group settings.
e  Using multiple security groups may deteriorate ECS network performance. You

are advised to select no more than five security groups.
Procedure

Log in to the management console.
2. Under Computing, click Elastic Cloud Server.

3. In the ECS list, locate the row that contains the target ECS. Click More in the
Operation column and select Manage Network > Change Security Group.

The Change Security Group dialog box is displayed.
4. Select the target NIC and security groups.
To create a security group, click Create Security Group.

(11 NOTE

Using multiple security groups may deteriorate ECS network performance. You are
suggested to select no more than five security groups.

5. Click OK.
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Backup Using CBR

10.1 Overview

What Is CBR?

Cloud Backup and Recovery (CBR) enables you to back up cloud servers and disks
with ease. In case of a virus attack, accidental deletion, or software or hardware
fault, you can restore data to any point in the past when the data was backed up.

CBR protects your services by ensuring the security and consistency of your data.

What Are the Differences Between Backup and Image?

You can use the cloud server backup function to create ECSs and the cloud disk
backup function to create EVS disks.

An image can be a system disk image, data disk image, or full-ECS image.
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Backu
p Type

Backup Object

Application Scenario

Differences and
Advantages

Cloud
server
backu

p

All disks
(system and
data disks) on
an ECS

e Hacker attacks and viruses
You can use cloud server
backup to restore data to the
latest backup point at which
the ECS has not been affected
by hacker attacks and viruses.

e Accidental data deletion
You can use cloud server
backup to restore data to the
backup point prior to the
accidental deletion.

e Application update errors
You can use cloud server
backup to restore data to the
backup point prior to the
application update.

e System breakdown
You can use cloud server
backup to restore an ECS to
the backup point in time prior
to system breakdown.

All disks on an
ECS are backed
up at the same
time, ensuring
data consistency.

In addition, you
can configure
backup policies
for automatic
backup.

Cloud
disk
backu

One or more
specified disks
(system or
data disks)

e Only data disks need to be
backed up, because the
system disk does not contain
users' application data.

You can use cloud disk backup
to back up and restore data if
an EVS disk is faulty or
encounters a logical error, for
example, accidental deletion,
hacker attacks, and virus
infection.

e Use backups as baseline
data.
After a backup policy has
been set, the EVS disk data
can be automatically backed
up based on the policy. You
can use the backups created
on a timely basis as the
baseline data to create new
EVS disks or to restore the
backup data to EVS disks.

Backup data is
stored in OBS,
instead of disks.
This ensures data
restoration upon
disk data loss or
corruption.

Backup cost is
reduced without
compromising
data security.
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Backu | Backup Object | Application Scenario Differences and
p Type Advantages
System | System disk e Rapid system recovery A system disk
disk You can create a system disk image can help
image image for the system disk of an ECS with OS

an ECS before OS change, damaged to
application software upgrade, | quickly change
or service data migration. If an | its OS.
exception occurs during the
migration, you can use the
system disk image to change
ECS OS or create a new ECS.
Rapid deployment of
multiple services
You can use a system disk
image to quickly create
multiple ECSs with the same
OS, thereby quickly deploying
services these ECSs.
Data Specific data Rapid data replication A data disk
disk disk You can use a data disk image to | 'Mage can
Image create multiple EVS disks replicate all data
containing the same initial data, | ©n @ disk and
and then attach these disks to create new EVS
ECSs to provide data resources disks. The EVS
for multiple services. disks can be
attached to other
ECSs for data
replication and
sharing.
Full- All disks Rapid system recovery A full-ECS image
ECS (system and You can create a full-ECS facilitates service
image | data disks) on image for the system disk and | migration.
an ECS data disks of an ECS before
OS change, application
software upgrade, or service
data migration. If an exception
occurs during the migration,
you can use the full-ECS
image to change ECS OS or
create a new ECS.
Rapid deployment of
multiple services
You can use a full-ECS image
to quickly create multiple ECSs
with the same OS and data,
thereby quickly deploying
services these ECSs.
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CBR Architecture

CBR consists of backups, vaults, and policies.

Backup

A backup is a copy of a particular chunk of data and is usually stored
elsewhere so that it may be used to restore the original data in the event of
data loss. CBR supports the following backup types:

- Cloud server backup: This type of backup uses the consistency snapshot
technology for disks to protect data of ECSs and BMSs. The backups of
servers without deployed databases are common server backups, and
those of servers with deployed databases are application-consistent
backups.

- Cloud disk backup: This type of backup provides snapshot-based data
protection for EVS disks.

Vault

CBR uses vaults to store backups. Before creating a backup, you need to
create at least one vault and associate the resource you want to back up with
the vault. Then the backup of the resource is stored in the associated vault.

Vaults can be classified into two types: backup vaults and replication vaults.
Backup vaults store backups, whereas replication vaults store replicas of
backups.

The backups of different types of resources must be stored in different types
of vaults.

Policy
Policies are divided into backup policies and replication policies.

- Backup policies: To perform automatic backups, configure a backup policy
by setting the execution times of backup tasks, the backup cycle, and
retention rules, and then apply the policy to a vault.

- Replication policies: To automatically replicate backups or vaults,
configure a replication policy by setting the execution times of replication
tasks, the replication cycle, and retention rules, and then apply the policy
to a vault. Replicas of backups must be stored in replication vaults.

Backup Mechanism

A full backup is performed only for the first backup and backs up all used data
blocks.

For example, if the size of a disk is 100 GB and the used space is 40 GB, the 40 GB
of data is backed up.

An incremental backup backs up only the data changed since the last backup,
which is storage- and time-efficient.

When a backup is deleted, only the data blocks that are not depended on by other
backups are deleted, so that other backups can still be used for restoration. Both a
full backup and an incremental backup can restore data to the state at a given
backup point in time.
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When creating a backup of a disk, CBR also creates a snapshot for it. Every time a
new disk backup is created, CBR deletes the old snapshot and keeps only the
latest snapshot.

CBR stores backup data in OBS, enhancing backup data security.

Backup Options

CBR supports one-off backup and periodic backup. A one-off backup task is
manually created by users and is executed only once. Periodic backup tasks are
automatically executed based on a user-defined backup policy.

Table 10-1 One-off backup and periodic backup

Item One-Off Backup Periodic Backup

Backup Not required Required

policy

Number | One manual backup task Periodic tasks driven by a backup

of backup policy

tasks

Backup User-defined backup name, System-assigned backup name,

name which is manualbk_xxxx by which is autobk_xxxx by default
default

Backup Full backup for the first time Full backup for the first time and

mode and incremental backup incremental backup subsequently,
subsequently, by default by default

Applicatio | Executed before patching or Executed for routine maintenance

n upgrading the OS or upgrading | of a resource. The latest backup

scenario | an application on a resource. A | can be used for restoration if an

one-off backup can be used to
restore the resource to the
original state if the patching or
upgrading fails.

unexpected failure or data loss
occurs.

10.2 Backing Up an ECS

Scenarios

Cloud Backup and Recovery (CBR) enhances data integrity and service continuity.
For example, if an ECS or EVS disk is faulty or a misoperation causes data loss, you
can use data backups to quickly restore data. This section describes how to back
up ECSs and EVS disks.

For more information, see CBR Architecture, Backup Mechanism, and Backup

Options.

You can back up ECS data using Cloud Server Backup or Cloud Disk Backup.
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e Cloud Server Backup (recommended): Use this backup function if you want to
back up the data of all EVS disks (system and data disks) on an ECS. This
prevents data inconsistency caused by time difference in creating a backup.

e Cloud Disk Backup: Use this backup function if you want to back up the data
of one or more EVS disks (system or data disk) on an ECS. This minimizes
backup costs on the basis of data security.

ECS Backup Procedure

Log in to the management console.
Under Computing, choose Elastic Cloud Server.

In the ECS list, locate the target ECS and choose More > Manage Image/
Disk/Backup > Create Backup.

- If the ECS has been associated with a vault, configure the backup
information as prompted.

= Server List: The ECS to be backed up is selected by default.
®  Name: Customize your backup name.
®  Description: Supplementary information about the backup.

®"  Full Backup: If this option is selected, the system will perform full
backup for the ECS to be associated. The storage capacity used by
the backup increases accordingly.

- If the ECS is not associated with a vault, buy a vault first and then
configure the backup information as prompted.

For details, see Cloud Backup and Recovery User Guide.
4. Click OK. The system automatically creates a backup for the ECS.

On the Backups tab page, if the status of the backup is Available, the backup
task is successful.

The ECS can be restarted if the backup progress of an ECS exceeds 10%.
However, to ensure data integrity, restart it after the backup is complete.

EVS Disk Backup Procedure

Log in to the management console.
2. Under Computing, choose Elastic Cloud Server.

In the ECS list, locate the target ECS and choose More > Manage Image/Disk
> Create Backup.

- If the ECS has been associated with a vault, configure the backup
information as prompted.

= Server List: The ECS to be backed up is selected by default. Click ™
to view the disks attached to the ECSs. Select the disks to be backed

up.
®"  Name: Customize your backup name.

®  Description: Supplementary information about the backup.
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®"  Full Backup: If this option is selected, the system will perform full
backup for the disks to be associated. The storage capacity used by
the backup increases accordingly.

- If the ECS is not associated with a vault, buy a vault first and then
configure the backup information as prompted.

For details, see Cloud Backup and Recovery User Guide.
Click OK. The system automatically creates a backup for the disk.

On the Backups tab of the CBR console, if the status of the backup is
Available, the backup task is successful.

If some files are deleted from the disk during the backup, the deleted files
may fail to be backed up. Therefore, to ensure data integrity, delete the target
data after the backup is complete.
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1 1 Passwords and Key Pairs

11.1 Password Reset

11.1.1 Application Scenarios for Using Passwords

The password for logging in to your ECS is important and please keep it secure.

You can reset the password if it is forgotten or expires.

Table 11-1 provides guidance on how to reset your password in different

scenarios.

Table 11-1 Resetting a password

Reference

Prerequisites

Resetting the Password for Logging
In to an ECS on the Management
Console

The password reset plug-in has been
installed.

NOTE

e If your ECS was created using a public
image, the password reset plug-in was
installed on the ECS by default.

e The reference is for Windows or Linux
ECSs.

e One-click password reset is available
only in Chinese regions.

Resetting the Password for Logging
In to an ECS in the OS

N/A

NOTE
The reference is for Windows or Linux
ECSs.

Resetting the Password for Logging
In to a Windows ECS

The password reset plug-in has not
been installed.

Resetting the Password for Logging
In to a Linux ECS

The password reset plug-in has not
been installed.
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Background

Table 11-2 shows the ECS password complexity requirements.

Table 11-2 Password complexity requirements

Parameter Requirement

Password e Consists of 8 to 26 characters. For specific requirements
on the password length, see the information displayed on
the console.

e Contains at least three of the following character types:
- Uppercase letters
- Lowercase letters
- Digits
- Special characters for Windows ECSs: $!@%-_=+[]:./,?
- Special characters for Linux ECSs: |@%-_=+[]:./A{}?

e Cannot contain the username or the username spelled
backwards.

e Cannot contain more than two consecutive characters in
the same sequence as they appear in the username. (This
requirement applies only to Windows ECSs.)

11.1.2 Resetting the Password for Logging In to an ECS on the
Management Console

Scenarios

If you did not set a password when creating an ECS, or the password expires or is
forgotten, reset the password by following the instructions provided in this section.

Prerequisites

e You have installed the password reset plug-in before your ECS password
expires or is forgotten.

- If your ECS was created using a public image, the password reset plug-in
was installed on the ECS by default.

- If your ECS was created using a private image and has no password reset
plug-in installed, see Resetting the Password for Logging In to a
Windows ECS or Resetting the Password for Logging In to a Linux
ECS.

e  One-click password reset is available only in Chinese regions.

e Do not delete the CloudResetPwdAgent or CloudResetPwdUpdateAgent
process. Otherwise, one-click password reset will not be available.

e  One-click password reset can be used on the ECSs created using SUSE 11 SP4
only if their memory capacity is greater than or equal to 4 GiB.
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e DHCP is enabled in the VPC which the ECS belongs to.
The ECS network connectivity is normal.

Procedure

Perform the following operations to change the login password of one or multiple
ECSs in a batch on the management console.

(1 NOTE

If you reset the password when the ECS is running, the new password takes effect only after
the ECS is restarted. You can manually restart the ECS after resetting the password, or select
Auto Restart when resetting the password.

Log in to the management console.

2. Under Computing, click Elastic Cloud Server.

3. Locate the row containing the target ECS, click More in the Operation
column, and select Reset Password from the drop-down list.

(11 NOTE

The ECSs with the one-click password reset plug-in installed support password reset in
a batch. To do so, perform the following operations:

1. Select the target ECSs.
2. Choose More > Reset Password above the ECS list.
3. Set a new password as prompted.
After the resetting, the login passwords of these ECSs are the same.
4. Set and confirm a new password as prompted.

The new password must meet the complexity requirements listed in Table
11-3.
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Helpful Links

Table 11-3 Password complexity requirements

Parameter Requirement

Password e Consists of 8 to 26 characters. For specific
requirements on the password length, see the
information displayed on the console.

e Contains at least three of the following character

types:

- Uppercase letters

- Lowercase letters

- Digits

- Special characters for Windows ECSs: $!@%-_=+
0./?

- Special characters for Linux ECSs: |@%-_=+[]:./A{}?

e Cannot contain the username or the username spelled
backwards.

e Cannot contain more than two consecutive characters
in the same sequence as they appear in the username.
(This requirement applies only to Windows ECSs.)

Click OK.

It takes about 10 minutes for the system to reset the password. Do not
repeatedly perform this operation.

- If the ECS is running when you reset the password, you need to manually
restart the ECS for the new password to take effect.

- If the ECS is stopped, the new password will take effect after you start
the ECS.

Why Does Login to My ECS Using the Reset Password Fail?

Why Am | Seeing the Message Indicating That the Port Is Used by a One-
Click Password Reset Plug-in?

11.1.3 Resetting the Password for Logging In to an ECS in the

oS

Scenarios

This section describes how to reset the password for logging in to an ECS in the
OS when the password is about to expire, the password is forgotten, or you are
logging in to the ECS for the first time. It is a good practice to change the initial
password upon the first login.

You are advised to reset the ECS login password on the management console by
referring to Resetting the Password for Logging In to an ECS on the
Management Console.
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Prerequisites
The ECS can be logged in.
Background
Table 11-4 shows the ECS password complexity requirements.
Table 11-4 Password complexity requirements
Parameter Requirement
Password e Consists of 8 to 26 characters. For specific requirements
on the password length, see the information displayed on
the console.

e Contains at least three of the following character types:

- Uppercase letters

- Lowercase letters

- Digits

- Special characters for Windows ECSs: $!@%-_=+[]:./,?
- Special characters for Linux ECSs: |@%-_=+[]:./A{}?

e Cannot contain the username or the username spelled
backwards.

e Cannot contain more than two consecutive characters in
the same sequence as they appear in the username. (This
requirement applies only to Windows ECSs.)

Windows

1. Log in to the ECS.

For details, see Login Overview (Windows).

Press Win+R to start the Run dialog box.

3. Enter cmd to open the command-line interface (CLI) window.

4. Enter a new password that meets the requirements listed in Table 11-4.

net user Administrator New password

11.1.4 Resetting the Password for Logging In to a Windows

ECS

Scenarios

If the password reset plug-in is not installed on a Windows ECS or a password
reset does not take effect, you can reset the password following the instructions

provided in this section.

The method described in this section can only be used to change the password of
a local Windows account, but not the password of a domain account.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 331



Elastic Cloud Server

User Guide 11 Passwords and Key Pairs
For details about the operations performed on Linux ECSs, see Resetting the
Password for Logging In to a Linux ECS.

{1 NOTE
e If your ECS has password reset plug-in installed, follow the instructions provided in
Resetting the Password for Logging In to an ECS on the Management Console to
obtain a new password.
e If your ECS was created using a public image, the password reset plug-in was installed
on the ECS by default. To reset the password, see Resetting the Password for Logging
In to an ECS on the Management Console.
e Before you perform operations in this section, we recommend you to back up the
system disk to prevent data loss.
Prerequisites
e A temporary Linux ECS running Ubuntu 14.04 or later is available. It is located
in the same AZ and has the same CPU architecture as the target ECS.

e You have bound an EIP to the temporary ECS and configured the apt-get
source.

e You have used either of the following methods to install ntfs-3g and chntpw
software packages on the temporary ECS:
Method 1:
Run the following command to install the ntfs-3g and chntpw software
packages:
sudo apt-get install ntfs-3g chntpw
Method 2:
Download the ntfs-3g and chntpw software packages of the version required
by the temporary ECS OS.

Procedure
1. Stop the original ECS and detach the system disk.

Log in to the management console.
Under Computing, click Elastic Cloud Server.
c. Stop the original Windows ECS, switch to the page providing details
about the ECS, and click the Disks tab.
{1 NOTE
Do not forcibly stop the Windows ECS. Otherwise, password reset may fail.
d. Locate the row containing the system disk to be detached and click
Detach to detach the system disk from the ECS.
2. Attach the system disk to the temporary ECS.

On the temporary ECS details page, click the Disks tab.

Click Attach Disk. In the displayed dialog box, select the system disk
detached in step 1.d and attach it to the temporary ECS.

¢. Remotely log in to the temporary ECS.
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d. Run the following command to view the directory of the system disk
detached from the original Windows ECS now attached to the temporary
ECS:

fdisk -1

e. Run the following command to mount the file system of the detached
system disk to the temporary ECS:
mount -t ntfs-3g /dev/Result obtained in step 2.d [mnt/

For example, if the result obtained in step 2.d is xvde2, run the following
command:

mount -t ntfs-3g /dev/xvde2 /mnt/

If the following error information is displayed after the preceding
command is executed, the NTFS file systems may be inconsistent. In such
a case, rectify the file system inconsistency.

The disk contains an unclean file system (0, 0).

Metadata kept in Windows cache, refused to mount.

Failed to mount '/dev/xvde2'": Operation not permitted

The NTFS partition is in an unsafe state. Please resume and shutdown
Windows fully (no hibernation or fast restarting), or mount the volume
read-only with the 'ro' mount option.

Back up the disk data, run the following command to rectify the NTFS file
system inconsistency, and attach the system disk:

ntfsfix /dev/Result obtained in step 2.d

For example, if the result obtained in step 2.d is xvde2, run the following
command:

ntfsfix /dev/xvde2
Change the password of the specified user and clear the original password.

a. Run the following command to back up the SAM file:

cp /mnt/Windows/System32/config/SAM /mnt/Windows/System32/
config/SAM.bak

b. Run the following command to change the password of the specified
user:

chntpw -u Administrator /mnt/Windows/System32/config/SAM
c. Enter1, q, and y as prompted, and press Enter.

The password has been reset if the following information is displayed:

Select: [q] > 1

Password cleared!

Select: [q] > q

Hives that have changed:
#Name

0<SAM>

Write hive files? (y/n) [n] :y
0<SAM> - OK

Stop the temporary ECS, detach the system disk, and attach the system disk
to the original Windows ECS.

a. Stop the temporary ECS, go to the ECS details page, and click the Disks
tab.

b. Click Detach to detach the data disk temporarily attached in step 2.b.
c. On the original Windows ECS details page, click the Disks tab.
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d. Click Attach Disk. In the displayed dialog box, select the data disk
detached in step 4.b and attach it to the original ECS as the system disk.

5. Start the original Windows ECS and set a new login password.

a. Click Start to start the original Windows ECS. After the status becomes
Running, click Remote Login in the Operation column.

b. Click Start. Enter CMD in the search box and press Enter.

¢. Run the following command to set a new password. The new password
must meet the password complexity requirements described in
Application Scenarios for Using Passwords.

net user Administrator New password

11.1.5 Resetting the Password for Logging In to a Linux ECS

Scenarios
If the password reset plug-in is not installed on a Linux ECS or a password reset
does not take effect, you can reset the password following the instructions
provided in this section.
For details about the operations performed on Windows ECSs, see Resetting the
Password for Logging In to a Windows ECS.
L] NOTE
e If your ECS has password reset plug-in installed, follow the instructions provided in
Resetting the Password for Logging In to an ECS on the Management Console to
obtain a new password.
e If your ECS was created using a public image, the password reset plug-in was installed
on the ECS by default. To reset the password, see Resetting the Password for Logging
In to an ECS on the Management Console.
e Before you perform operations in this section, we recommend you to back up the
system disk to prevent data loss.
Prerequisites
e A temporary Linux ECS is available. It is located in the same AZ and has the
same CPU architecture as the target ECS.
e You have bound an EIP to the temporary ECS.
Procedure

1. Download the script for resetting the password and upload the script to the
temporary ECS.

Contact the administrator to obtain the password reset script. Use a
connection tool, such as WinSCP, to upload the obtained changepasswd.sh
script to the temporary ECS.

To download WinSCP, log in at https://winscp.net/.

2. Stop the original Linux ECS, detach the system disk from it, and attach the
system disk to the temporary ECS.

a. Login to the management console.
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3.

Under Computing, click Elastic Cloud Server.

Stop the original ECS, switch to the page providing details about the ECS,
and click the Disks tab.

{11 NOTE

Do not forcibly stop the original ECS. Otherwise, password reset may fail.

Locate the row containing the system disk to be detached and click
Detach to detach the system disk from the ECS.

Attach the system disk to the temporary ECS.

On the page providing details about the temporary ECS, click the Disks
tab.

Click Attach Disk. In the displayed dialog box, select the system disk
detached in step 2.d and attach it to the temporary ECS.

in to the temporary ECS remotely and reset the password.

Locate the row containing the temporary ECS and click Remote Login in
the Operation column.

Run the following command to view the directory of the system disk
detached from the original Linux ECS now attached to the temporary ECS:

fdisk -1

Figure 11-1 Viewing the directory of the system disk

rootlRecs- 27 fdisk -1

Disk sdevrsuda: 40 GiB, 42949672960 bytes, 83886080 sectors
Units: sectors of 1 = 512 = 512 bytes

Sector size (logicalsphysicall): 512 bytes » 512 bytes

I-0 size (minimumsoptimall: 512 bytes ~ 512 bytes
Disklabel type: dos

Disk identifier: Ox43591807

Device Boot Start End 3Sectors 3ize Id Type
sdevsudal = Z048 83884031 8368681984 406G 83 Linux

Disk ~devsudbh: 40 GiB, 42949672960 bytes, B3BB6OBO sectors
Units: sectors of 1 = 512 = 512 bytes

sector size (logicalrsphysical): 512 bytes » 512 bytes

I-0 size (minimumsoptimall: 512 bytes ~ 512 bytes
Disklabel type: dos

Digsk identifier: Ox5e9a?bbS

Device Boot Start End 3Sectors Size Id Type
vdevsudhl | = 2048 83886079 83884032 406 B3 Linux

Run the following commands in the directory where the
changepasswd.sh script is stored to run the script for resetting the
password:

chmod +x changepasswd.sh
./changepasswd.sh

When you run the password reset script, if the system displays a message
indicating that there is no command related to logical volume manager
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7.

(LVM), such as the message "no lvs command", install an LVM tool on
the temporary ECS. The LVM2 tool is recommended, which can be
installed by running the yum install lvm2 command.

(11 NOTE

If the original ECS and the temporary ECS both run CentOS 7, a mount failure
may occur during script execution. To resolve this issue, replace mount Sdev
SmountPath with mount -o nouuid Sdev SmountPath in the script.

Enter the new password and the directory obtained in step 4.b as
prompted.

If the following information is displayed, the password has been changed:
set password success.

(Optional) Enable remote root login for non-root users.

vi [etc/ssh/sshd_config

Modify the following settings:

Change PasswordAuthentication no to PasswordAuthentication yes.
Alternatively, uncomment PasswordAuthentication yes.

Change PermitRootLogin no to PermitRootLogin yes.

Alternatively, uncomment PermitRootLogin yes.

Change the value of AllowUsers to root.

Search for AllowUsers in the file. If AllowUsers is missing, add
AllowUsers root at the end of the file.

Stop the temporary ECS, detach the system disk, attach the system disk to the
original Linux ECS, and restart the original Linux ECS.

a.

Stop the temporary ECS, switch to the page providing details about the
ECS, and click the Disks tab.

Click Detach to detach the data disk temporarily attached in step 3.

On the page providing details about the original Linux ECS, click the
Disks tab.

Click Attach Disk. In the displayed dialog box, select the data disk
detached in 6.b.

Restart the original Linux ECS.

11.2 One-Click ECS Password Reset Plug-in

11.2.1 Installing the One-Click Password Reset Plug-in on an

ECS

You can reset the password for logging in to an ECS with just a few clicks if you
forgot the password or the password expires.

After you have created an ECS, it is a good practice to log in to it and install the
password reset plug-in.
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(11 NOTE

Notes

Prerequisites

One-click password reset is available only in Chinese regions.

The password reset plug-in has been installed on the ECSs created using a public image by
default. To check whether the plug-in has been installed, see Step 1.

The password reset plug-in is not installed by default. You can determine
whether to install it.

After the installation is complete, do not uninstall the plug-in by yourself.
Otherwise, the ECS password cannot be reset.

After you reinstall or change the OS of an ECS, the one-click password reset
function will become invalid. If you want to continue using this function,
reinstall the password reset plug-in.

After you replace the system disk of an ECS, the one-click password reset
function will become invalid. If you want to continue using this function,
reinstall the password reset plug-in.

The password reset plug-in cannot be installed on ECSs running CoreOS or
KylinOS.

To reset the password, the one-click password reset plug-in must be installed
before the ECS password is lost or expires.

The one-click password reset plug-in can be installed only after an EIP is
bound to the ECS.

The available space in drive C of a Windows ECS is greater than 300 MB, and
data can be written to it.

The available space in the root directory of a Linux ECS is greater than 300
MB, and data can be written to it.

One-click password reset can be used on the ECSs created using SUSE 11 SP4
only if their memory capacity is greater than or equal to 4 GiB.

DHCP is enabled in the VPC which the ECS belongs to.
The ECS network connectivity is normal.

The NIC has been set to DHCP so that the ECS can dynamically obtain an IP
address.

The ECS security group rule in the outbound direction meets the following
requirements:

- Protocol: TCP
- Port Range: 80
- Remote End: 169.254.0.0/16

If you use the default security group rules for the outbound direction, the
preceding requirements are met, and the ECS can be initialized. The default
security group rules for the outbound direction are as follows:

- Protocol: ANY
- Port Range: ANY
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- Remote End: 0.0.0.0/16

Installing the Password Reset Plug-in on a Linux ECS

Step 1

Step 2

Step 3

Check whether the one-click password reset plug-in has been installed on the ECS.

Log in to the ECS as user root.

2. Run the following command to check whether CloudResetPwdAgent has been
installed:

s -lh /Cloud*

Figure 11-2 Checking whether the plug-in has been installed
[root@ecs-test 1t 1s -1h ~Cloud=
root 4.8K Jun 13 14:13

root 4.8K Jun 13 11:53
root 4.8K Jun 13 11:53

root 4.8K Jun 13 11:53
root 4.8K Jun 13 14:13

Check whether the obtained information is similar to that shown in Figure
11-2.

- If yes, the plug-in has been installed.
- If no, the plug-in has not been installed. Then, install it.

Download the one-click password reset plug-in CloudResetPwdAgent.zip.

The plug-in is stored in an OBS bucket. Contact the administrator to obtain the
path of the OBS bucket.

For example, the download path is http://xxx-cloud-reset-pwd.obs.com/linux/64/
reset_pwd_agent/CloudResetPwdAgent.zip.

Then, run the following command:

wget http://xxx-cloud-reset-pwd.obs.com/linux/64/reset_pwd_agent/
CloudResetPwdAgent.zip

Run the following command to decompress CloudResetPwdAgent.zip:

There is no special requirement for the directory that stores the decompressed
CloudResetPwdAgent.zip. Use any directory.

unzip -o -d Decompressed directory CloudResetPwdAgent.zip
For example:
If the plug-in is decompressed to /home/linux/test, run the following command:

unzip -o -d /home/linux/test CloudResetPwdAgent.zip

Step 4 Install the one-click password reset plug-in.

1. Run the following command to open the CloudResetPwdAgent.Linux file:
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cd {Plug-in decompressed directory}/CloudResetPwdAgent/
CloudResetPwdAgent.Linux

For example:

If the plug-in is decompressed to /home/linux/test, run the following
command:

cd /home/linux/test/CloudResetPwdAgent/CloudResetPwdAgent.Linux

Run the following command to add the execute permission for the setup.sh
file:

chmod +x setup.sh

Run the following command to install the plug-in:

sudo sh setup.sh

If "cloudResetPwdAgent install successfully." is displayed and "Failed to start
service cloudResetPwdAgent" is not displayed, the installation is successful.

(10 NOTE

- You can also check whether the password reset plug-in has been installed using
the methods provided in Step 1.

- If the installation failed, check whether the installation environment meets
requirements and install the plug-in again.

Step 5 Modify the file permissions of the password reset plug-in.

chmod 700 /CloudrResetPwdAgent/bin/cloudResetPwdAgent.script

chmod 700 /CloudrResetPwdAgent/bin/wrapper

chmod 600 /CloudrResetPwdAgent/lib/*

--—-End

Installing the Password Reset Plug-in on a Windows ECS

Step 1 Log in to the ECS.

Step 2 Check whether the password reset plug-in CloudResetPwdAgent has been installed
on the ECS. To check this, perform the following operations:

Start the Task Manager and check whether cloudResetPwdAgent is displayed on
the Services tab. As shown in the Figure 11-3, the password reset plug-in has
been installed on the ECS.
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Figure 11-3 Successful plug-in installation

= Task Manager = O X
File Options View
Processes Performance Users Details
Mame PID Description Status Lo
+ PerfHost Performance Counter DLL Host Stopped
5 NetTcpPortSharing Met. Tep Port Sharing Service Stopped
Netlogon Metlogon Stopped
o msiserver Windows Installer Stopped
MSDTC 2728 Distributed Transaction Coordinator Running
.. Keylso CNG Key Isolation Stopped
. HostWatch 1632 HostWatch Service Running
HostGuard 1648 HostGuard Service Running
EFS Encrypting File System (EFS) Stopped
'+, diagnosticshub.standardcollector.service Microsoft (R) Diagnostics Hub 5tand...  Stopped
COMSysApp 2260 COM+ System Application Running
'« cloudResetPwdAgent cloud reset password agent Stopped
% cloudbase-init cloudbase-init Stopped
%4 AppVClient Microsoft App-V Client Stopped
ALG Application Layer Gateway Service Stopped
wh WalletService WalletService Stopped
tiledatamodelsve 1760 Tile Data model server Running
StateRepository 1760 State Repository Service Running
EntAppSve Enterprise App Management Service Stopped
AppReadiness App Readiness Stopped
AodnstSV ActiveX Installer (AsxdnstSV) Stopped v
< >

If yes, no further action is required.

If no, go to Step 3.

Step 3 Download package CloudResetPwdAgent.zip.

There is no special requirement for the directory that stores
CloudResetPwdAgent.zip.

The package is stored in an OBS bucket. Contact the administrator to obtain the
path of the OBS bucket.

Step 4

Decompress CloudResetPwdAgent.zip.

There is no special requirement for the directory that stores the decompressed
CloudResetPwdAgent.zip. Use any directory.

Step 5 Install the plug-in.

1.

Double-click setup.bat in CloudResetPwdAgent.Windows.

The password reset plug-in starts to be installed.

View the Task Manager and check whether the installation was successful.

If cloudResetPwdAgent is displayed in the Task Manager, as shown in
Figure 11-4, the installation was successful. Otherwise, the installation failed.
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Figure 11-4 Successful plug-in installation

‘o Task Manager = 0 X
File Options View
Processes Performance Users Details Services
Name PID Description Status o
PerfHost Performance Counter DLL Host Stopped
NetTcpPortSharing Met. Tcp Port Shaning Service Stopped
Netlogen Metlogon Stopped
4 msiserver Windows Installer Stopped
MSDTC 2728 Distributed Transaction Coordinator Running
. Keylso CNG Key lsolation Stopped
. HostWatch 1632 HostWatch Service Running
HostGuard 1648 HostGuard Service Running
EFS Encrypting File System (EFS) Stopped
"« diagnosticshub.standardcollector.service Microsoft (R) Diagnostics Hub Stand... Stopped
COMSysApp 2260 COM=+ System Application Running
4 cloudResetPwdAgent cloud reset password agent Stopped
‘ cloudbase-init cloudbase-init Stopped
‘4, AppVClient Micresoft App-V Client Stopped
ALG Application Layer Gateway Service Stopped
wh WalletService WalletService Stopped
tiledatamodelsve 1760 Tile Data model server Running
StateRepository 1760 State Repository Service Running
EntAppSvc Enterprise App Management Service Stopped
AppReadiness App Readiness Stopped
AxlnstSV ActiveX Installer (AxInstSV) Stopped v
< >
(10 NOTE

If the installation failed, check whether the installation environment meets
requirements and install the plug-in again.

--—-End

Follow-up Procedure

After the one-click password reset plug-in is installed, you can add it to the
startup items if it cannot automatically start upon ECS startup. For details, see
"What Do | Do If the One-Click Password Resetting Plug-In Failed to Start?" in
Image Management Service User Guide.

After the one-click password reset plug-in is installed, do not delete the
CloudResetPwdAgent process. Otherwise, one-click password reset will not be
available.

If you have updated the one-click password reset plug-in, newly created ECSs
work in PIPE mode by default to prevent the plug-in from using service ports.
Existing ECSs still work in AUTO mode, in which the plug-in selects an idle
port with the smallest port number from 31000 to 32999. If the used port
conflicts with a service port, see Why Am | Seeing the Message Indicating
That the Port Is Used by a One-Click Password Reset Plug-in? for
troubleshooting.

Uninstalling the Plug-in

If you do not need the password reset function anymore, perform the following
operations to uninstall the plug-in:
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e Linux ECS

a.

Log in to the ECS.

Run the following commands to switch to the bin directory and delete
cloudResetPwdAgent:

cd /CloudrResetPwdAgent/bin

sudo ./cloudResetPwdAgent.script remove
Delete the plug-in.

sudo rm -rf /CloudrResetPwdAgent

Check whether CloudResetPwdUpdateAgent exists. If it exists, go to the
bin directory and delete the cloudResetPwdUpdateAgent service.

cd /CloudResetPwdUpdateAgent/bin

sudo ./cloudResetPwdUpdateAgent.script stop
sudo ./cloudResetPwdUpdateAgent.script remove
Delete the plug-in.

sudo rm -rf /CloudResetPwdUpdateAgent

e Windows ECS

a.

11.3 Key Pairs

Uninstall and delete CloudResetPwdAgent.

i.  Switch to the C:\CloudResetPwdAgent\bin folder.

ii. Double-click UninstallApp-NT.bat.

iii. Delete the file in C:\CloudResetPwdAgent.

(Optional) Uninstall and delete CloudResetPwdUpdateAgent.

The plug-in varies depending on the Windows version. Check whether
CloudResetPwdUpdateAgent exists. If it exists, perform the following
operations to uninstall and delete it. If it does not exist, skip this step.

i. Go to the C:\CloudResetPwdUpdateAgent folder.
ii. Double-click UninstallApp-NT.bat.
iii. Delete the file in C:\CloudResetPwdUpdateAgent.

If the deletion fails, delete CloudResetPwdUpdateAgent from Task
Manager first and then delete the file in
C:\CloudResetPwdUpdateAgent.

11.3.1 Application Scenarios for Using Key Pairs

Key Pairs

Key pairs are a set of security credentials for identity authentication when you
remotely log in to ECSs.

A key pair consists of a public key and a private key. Key Pair Service (KPS) stores
the public key and you store the private key. If you have imported a public key
into a Linux ECS, you can use the corresponding private key to log in to the ECS
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without a password. You do not need to worry about password interception,
cracking, or leakage.

Scenarios

When purchasing an ECS, you are advised to select the key pair login mode. For

Windows ECSs, key pairs are required to decrypt the passwords so that you can

use the decrypted password to log in.

Logging in to a Linux ECS
You can directly use a key pair to log in a Linux ECS.

- During the ECS creation, select the key pair login mode. For details, see

"Set Login Mode" in Step 3: Configure Advanced Settings.

- After the ECS is created, bind a key pair to the ECS by referring to
"Binding a Key Pair" in the Data Encryption Workshop User Guide.

Logging in to a Windows ECS

You can use the key pair to obtain a password for login. The password is
randomly generated and is more secure.

For details, see Obtaining the Password for Logging In to a Windows ECS.

Creating a Key Pair

You can create a key pair or use an existing one for remote login authentication.

Creating a key pair
You can create a key pair using either of the following methods:

- Follow the instructions in (Recommended) Creating a Key Pair on the

Management Console. The public key is automatically stored in the
system, and the private key is stored locally.

- Follow the instructions in Creating a Key Pair Using PuTTY Key
Generator. Both the public and private keys are stored locally.

After the key pair is created, import the key pair following the
instructions provided in Importing a Key Pair so that you can use it.

Using an existing key pair

If an existing key pair (created using PuTTYgen, for example) is available, you

can import the public key by referring to Importing a Key Pair on the
management console to let the system maintain your public key.

(10 NOTE

If the public key of the existing key pair is stored by clicking Save public key on PuTTY

Key Generator, the public key cannot be imported to the management console.

If you want to use this existing key pair for remote login, see Why Does a Key Pair

Created Using puttygen.exe Fail to Be Imported on the Management Console?

Notes and Constraints

Key pairs can be used to remotely log in to Linux ECSs only.

SSH-2 key pairs created on the console support only the RSA-2048
cryptographic algorithms.
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Key pairs can be used only for ECSs in the same region.

Imported key pairs support the following cryptographic algorithms:
- RSA-1024

- RSA-2048

- RSA-4096

Store your private key in a secure place because you need to use it to prove
your identity when logging in to your ECS. The private key can be downloaded
once only.

11.3.2 (Recommended) Creating a Key Pair on the
Management Console

Scenarios

Procedure

You can use the management console to create a key pair. ECS stores the public
key and you store the private key.

vk w2

Log in to the management console.

Under Computing, click Elastic Cloud Server.

In the navigation pane on the left, choose Key Pair.
On the displayed page, click Create Key Pair.

Enter a key pair name.

A key pair name consists of two parts: KeyPair and four random digits
(KeyPair-xxxx).

Click OK.

Manually or automatically download a .pem private key file with the name
that you specify as the key name. Store it in a secure place and click OK.

(10 NOTE

This is the only chance for you to save the private key file. Keep it secure. You'll need
to provide the key pair name when you create an ECS, and the corresponding private
key each time you connect to the ECS through SSH.

11.3.3 Creating a Key Pair Using PuTTY Key Generator

Scenarios

You can use puttygen.exe to create a key pair and store both the public key and

private key locally.

(1 NOTE

Key pairs created using puttygen.exe must be imported by referring to Importing a Key
Pair before they are used.
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Procedure

1. Download and install PUTTY and PuTTYgen.
https://www.chiark.greenend.org.uk/~sgtatham/putty/latest.html

(11 NOTE

PuTTYgen is a key generator, which is used to create a key pair that consists of a
public key and a private key for PuTTY.

2. Obtain the public and private keys.
a. Double-click puttygen.exe to open PuUTTY Key Generator.

Figure 11-5 PuTTY Key Generator

P PuTTY Key Generator L2 %]
File HKey Conversions Help
Ky
Mo key.
Actions
Generate a public/private key pair
Load an existing private key file Load
Save the generated key Save public ey Save private key
Parameters
Type of key to generate: ~ ~ ~
(® RSA () DSA () ECDSA () Ed25519 () 55H-1 (RSA)
Mumber of bits in a generated key: 2048

b. Click Generate.

The key generator automatically generates a key pair that consists of a
public key and a private key. The content shown in the red box in Figure
11-6 is the public key.
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Figure 11-6 Generating the public and private keys

7 PuTTY Key Generator _

File Key Conversions Help

sshsa AAAABINzaC Tyc?EAAAABIGAAAGEAMZ

+ K CCKVANZOASFAABL/M3N 1ac fodoQ

+De TPRINGdBmE 2ZZNNTWUJGQ/cNmY T/EnTol SLbBAAThAeWHSYapQ 5080 EST
hZ2PgwngYpvGe TAF BV ZeyDzpemys3E3ndcRG
+/DC0eHY3/nd TZ0 &N TOWG3Y YrBnn RmNFG 38264 50f Actp J4GYmIRXzKQ 7q280g

m| >

£

Key fingerprint : |ssh-rsa 2048 70bfbefeabeb:1e:37:02:eb:4d f0:13:74:.c5ac |
Key commert: |rsakey-20200827 |
Key passphraze: | |

Confirm passphrase: |

Actions

Generate a public/private key pair
Load an existing private key file Load

Save the generated key Save public key | | Save private key |
Farameters

Type of key to generate: ~ B -

®) RSA ) DSA () ECDSA () Ed25519 () 55H-1 (RSA)

Mumber of bits in a generated key:

3. Copy the public key to a .txt file and save it to a local directory.
(110 NOTE

Do not save the public key by clicking Save public key because this operation will
change the format of the public key content and cause the public key to fail to be
imported to the management console.

4. Save the private key and keep it secure. The private key can be downloaded
only once.

The format in which to save your private key file varies depending on
application scenarios.

- When using PUTTY Key Generator to log in to a Linux ECS:
Save the private key file in the .ppk format.

i. On the PUTTY Key Generator page, choose File > Save private key.
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Figure 11-7 Saving a private key
B PuTTY Key Generator

File __-Key Conversions E'ielp_)_
Load private key

Save public key H authorized _keys file:

Save private key %‘:’?’oﬂéﬁuwz :

Exit IQ/cNmYT/EnTolSLbB/AThAeWHSYapQ5080E57 | —

=mVs3E3ndcRG
~ [+/DCDsHY3/ndTZ02in TOWG3YYrBnnRmNFG38Z6450f ActpJ4GVmIRXzKQA79280g | v

Key fingemprint: |sshm 2048 70:bf bcf6:a5:eb:1e:37:02:eb:4d f0:13:74:c5ac |
Key comment: |rsakey-20200827 |
Key passphrase: | |
Corfirm passphrase: [ ‘
Actions

Generate a public/private key pair

Load an existing private key file

Save the generated key Save public key | I Save private key ]
Parameters

Type of key to generate: } - }

(®) RSA () DSA () ECDSA () Ed25519 (_) SSH-1 (RSA)

Mumber of bits in a generated key:

ﬁ

ii. Save the converted private key file, such as kp-123.ppk, locally.

When using Xshell to log in to a Linux ECS or obtaining the password for

logging in to a Windows ECS:
Save the private key file in the .pem format.

i. Choose Conversions > Export OpenSSH key.

(11 NOTE

If you use this private file to obtain the password for logging in to a
Windows ECS, do not specify Key passphrase for Export OpenSSH key so

that you can obtain the password successfully.
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Figure 11-8 Saving a private key
P PuTTY Key Generator | 2 [T
File Key Help

Key Import key

Publickes  [Export OpenSSH key |

sshsa A
+HCCKY Export OpenSSH key (force new file format)

+DeTPR}
Feh2Pqu Export ssh.com key

+/DCDsHY3/nd TZ0Zin TOWG3YYrBninRmMNFAG 3826450 Actp J4GYmIRXz KG 7o 2800
Key fingerprint: | zsh+za 2048 70bf bofe:abeb:1e:37.02:eb:4df0:13:74:c9ac

m | >

ES7

i

Key comment: |rsakey-20200827

Key passphrase: |

Confirm passphrase: |

Actions

Generate a public/private key pair
Load an existing private key file Load

Save the generated key Save public key | | Save private key |
Parameters

Type of key to generate: ~ ~ ~

(®) RSA () DSA () ECDSA () Ed25519 () S5H-1 (RSA)
Mumber of bits in a generated key: 2048

ii. Save the private key, for example, kp-123.pem, locally.

5. After you have saved the key pair, import your public key to the ECS by
referring to Importing a Key Pair.

11.3.4 Importing a Key Pair

Scenarios
You need to import a key pair in either of the following scenarios:

e C(Create a key pair using PuTTYgen and import the public key to the ECS.
e Import the public key of an existing key pair to the ECS to let the system
maintain your public key.
(0 NOTE

If the public key of the existing key pair is stored by clicking Save public key on PuTTY
Key Generator, the public key cannot be imported to the management console.

If you want to use this existing key pair for remote login, see Why Does a Key Pair
Created Using puttygen.exe Fail to Be Imported on the Management Console?

Procedure

1. Log in to the management console.
2. Under Computing, click Elastic Cloud Server.
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Helpful Links

In the navigation pane on the left, choose Key Pair.

On the Key Pair Service page, click Import Key Pair.

Use either of the following methods to import the key pair:
- Selecting a file

i. In the Import Key Pair dialog box of the management console, click
Select File and select the locally stored public key file (for example,
the .txt file saved in 3 in Creating a Key Pair Using PuTTY Key
Generator).

(11 NOTE

Make sure that the file to be imported is a public key file.
i. Click OK.
After the public key is imported, you can change its name.
- Copying the public key content

i. Copy the public key content from the locally stored .txt file into the
Public Key Content text box.

ii. Click OK.

What Should | Do If a Key Pair Cannot Be Imported?

Why Does a Key Pair Created Using puttygen.exe Fail to Be Imported on
the Management Console?

11.3.5 Obtaining and Deleting the Password of a Windows

ECS

11.3.5.1 Obtaining the Password for Logging In to a Windows ECS

Scenarios

Password authentication is required to log in to a Windows ECS. You must use the
key file used when you created the ECS to obtain the administrator password
generated during ECS creation. The administrator user is Administrator or the
user configured using Cloudbase-Init. This password is randomly generated,
offering high security.

You can obtain the initial password for logging in to a Windows ECS through the
management console or APIs. For details, see this section.

Obtaining the Password Through the Management Console

vk N =

Obtain the private key file (.pem file) used when you created the ECS.
Log in to the management console.

Under Computing, click Elastic Cloud Server.

On the Elastic Cloud Server page, select the target ECS.

In the Operation column, click More and select Get Password.
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Use either of the following methods to obtain the password through the key
file:

- Click Select File and upload the key file from a local directory.
- Copy the key file content to the text field.
Click Get Password to obtain a random password.

Obtaining the Password Through APIs

Obtain the private key file (.pem file) used when you created the ECS.
Set up the API calling environment.

Call APIs. For details, see "Before You Start" in Elastic Cloud Server AP/
Reference.

Obtain the ciphertext password.

Call the password obtaining APIs to obtain the ciphertext password of the
public key encrypted using RSA. The API URI is in the format "GET /v2/
{project _id}/servers/{server_id}/os-server-password".

(1 NOTE
For details, see "Obtaining the Password for Logging In to an ECS" in the £CS AP/
Reference.

Decrypt the ciphertext password.

Use the private key file used when you created the ECS to decrypt the

ciphertext password obtained in step 4.

a. Run the following command to convert the ciphertext password format
to ".key -nocrypt" using OpenSSL:

openssl pkcs8 -topk8 -inform PEM -outform DER -in rsa_pem.key -out
pkcs8_der.key -nocrypt

b. Invoke the Java class library
org.bouncycastle.jce.provider.BouncyCastleProvider and use the key file
to edit the code decryption ciphertext.

11.3.5.2 Deleting the Initial Password for Logging In to a Windows ECS

Scenarios

After you obtain the initial password, it is a good practice to delete it to ensure
system security.

Deleting the initial password does not affect ECS operation or login. Once deleted,
the password cannot be retrieved. Before you delete a password, it is a good
practice to record it.

Procedure

M w N =

Log in to the management console.

Under Computing, click Elastic Cloud Server.

On the Elastic Cloud Server page, select the target ECS.

In the Operation column, click More and select Delete Password.
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The system displays a message, asking you whether you want to delete the
password.

5. Click OK to delete the password.
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Resources

12.1 Quota Adjustment

What Is Quota?

Quotas can limit the number or amount of resources available to users, such as
the maximum number of ECS or EVS disks that can be created.

If the existing resource quota cannot meet your service requirements, you can
apply for a higher quota.

How Do | View My Quotas?

1. Log in to the management console.

2. In the upper right corner of the page, click
The Quotas page is displayed.

3. View the used and total quota of each type of resources on the displayed
page.
If a quota cannot meet service requirements, apply for a higher quota.

How Do | Apply for a Higher Quota?

The system does not support online quota adjustment. If you need to adjust a
quota, contact the operations administrator.

Before contacting the operations administrator, make sure that the following
information has been obtained:

e Account name, which can be obtained by performing the following
operations:

Log in to the management console using the cloud account, click the
username in the upper right corner, select My Credentials from the drop-
down list, and obtain the account name on the My Credentials page.

e Quota information, which includes service name, quota type, and required
quota
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1 3 Monitoring Using Cloud Eye

13.1 Monitoring ECSs

Monitoring is key for ensuring ECS performance, reliability, and availability. Using
monitored data, you can determine ECS resource utilization. The cloud platform
provides Cloud Eye to help you obtain the running statuses of your ECSs. You can
use Cloud Eye to automatically monitor ECSs in real time and manage alarms and
notifications to keep track of ECS performance metrics.

This section covers the following content:

e Viewing basic ECS metrics

e Viewing OS metrics (Agent installed on ECS)

e  Customizing ECS alarm rules

e Viewing ECS running statuses for routine monitoring

13.2 Basic ECS Metrics

Description
This section describes basic monitoring metrics reported by ECS to Cloud Eye. You
can use Cloud Eye to view these metrics and alarms generated for ECSs.
Namespace
SYS.ECS

Basic ECS Metrics

Basic ECS metrics vary depending on ECS OSs and types. For details, see Table
13-1.
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Table 13-1 Basic ECS metrics

Metric Windows Linux

CPU Usage Supported Supported
Memory Usage Supported Not supported
Disk Usage Supported Not supported
Disk Read Bandwidth Supported Supported
Disk Write Bandwidth Supported Supported
Disk Read IOPS Supported Supported
Disk Write IOPS Supported Supported
Inband Incoming Rate Supported Not supported
Inband Outgoing Rate Supported Not supported
Outband Incoming Rate Supported Supported
Outband Outgoing Rate Supported Supported

Table 13-2 describes these basic ECS metrics.

The monitoring intervals for the following ECSs with raw monitoring metrics are

as follows:

e Xen ECSs: 4 minutes
e KVM ECSs: 5 minutes

Table 13-2 Basic metric description

Metric ID | Parame | Description Value | Monitore | Monitoring
ter Range | d Object | Interval
& (Raw
Dimensio | Metrics
n and KVM
Only)
cpu_util CPU CPU usage of an ECS | >0 ECS 5 minutes
Usage | ynit: Percent
Formula: CPU usage
of an ECS/Number of
vCPUs in the ECS
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Metric ID

Parame
ter

Description

Value
Range

Monitore
d Object
&
Dimensio
n

Monitoring
Interval
(Raw
Metrics
and KVM
Only)

mem_util

Memory
Usage

Memory usage of an
ECS

This metric is
unavailable if the
image has no UVP
VMTools installed.

Unit: Percent

Formula: Used
memory of an ECS/
Total memory of the
ECS
NOTE

The memory usage of

QingTian ECSs cannot
be monitored.

ECS

5 minutes

disk_util i
nband

Disk
Usage

Disk usage of an ECS

This metric is
unavailable if the
image has no UVP
VMTools installed.

Unit: Percent

Formula: Used
capacity of an ECS-
attached disk/Total
capacity of the ECS-
attached disk

ECS

5 minutes

e

disk_read
_bytes_rat

Disk
Read
Bandwi
dth

Number of bytes
read from an ECS-
attached disk per
second

Unit: byte/s

Formula: Total
number of bytes read
from an ECS-
attached disk/
Monitoring interval
byte_out = (rd_bytes
- last_rd_bytes)/Time
difference

ECS

5 minutes
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Metric ID

Parame
ter

Description

Value
Range

Monitore
d Object
&
Dimensio
n

Monitoring
Interval
(Raw
Metrics
and KVM
Only)

e

disk_write
_bytes_rat

Disk
Write
Bandwi
dth

Number of bytes

written to an ECS-
attached disk per
second

Unit: byte/s
Formula: Total
number of bytes
written to an ECS-

attached disk/
Monitoring interval

ECS

5 minutes

disk_read
_requests
_rate

Disk
Read
IOPS

Number of read
requests sent to an
ECS-attached disk per
second

Unit: request/s

Formula: Total
number of read
requests sent to an
ECS-attached disk/
Monitoring interval

reg_out = (rd_req -
last_rd_req)/Time
difference

ECS

5 minutes

disk_write
_requests
_rate

Disk
Write
IOPS

Number of write
requests sent to an
ECS-attached disk per
second

Unit: request/s

Formula: Total
number of write
requests sent to an
ECS-attached disk/
Monitoring interval

reg_in = (wr_req -
last_wr_req)/Time
difference

ECS

5 minutes
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Metric ID

Parame
ter

Description

Value
Range

Monitore
d Object
&
Dimensio
n

Monitoring
Interval
(Raw
Metrics
and KVM
Only)

network_i
ncoming_
bytes_rate
_inband

Inband
Incomin
g Rate

Number of incoming
bytes on an ECS per
second

Unit: byte/s

Formula: Total
number of inband
incoming bytes on an

ECS/Monitoring
interval

ECS

5 minutes

network_
outgoing_
bytes_rate
_inband

Inband
Outgoin
g Rate

Number of outgoing
bytes on an ECS per
second

Unit: byte/s

Formula: Total
number of inband
outgoing bytes on an

ECS/Monitoring
interval

ECS

5 minutes

e

network_i
ncoming_ | d
bytes_agg
regate_rat

Outban

Incomin
g Rate

Number of incoming
bytes on an ECS per
second on the
hypervisor

Unit: byte/s

Formula: Total
number of outband
incoming bytes on an

ECS/Monitoring
interval

This metric is
unavailable if SR-IOV
is enabled.

ECS

5 minutes
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Metric ID | Parame | Description Value | Monitore | Monitoring
ter Range | d Object | Interval
& (Raw
Dimensio | Metrics
n and KVM
Only)
network_ | Outban | Number of outgoing | >0 ECS 5 minutes
outgoing_ | d bytes on an ECS per

bytes_agg | Outgoin | second on the
regate_rat | g Rate hypervisor

€ Unit: byte/s

Formula: Total
number of outband
outgoing bytes on an
ECS/Monitoring
interval

This metric is
unavailable if SR-IOV
is enabled.

Dimensions

Key Value

instance_id Specifies the ECS ID.

13.3 OS Monitoring Metrics Supported by ECSs with
the Agent Installed

Description

OS monitoring provides system-level, proactive, and fine-grained monitoring. It
requires the Agent to be installed on the ECSs to be monitored. This section
describes OS monitoring metrics reported to Cloud Eye.

OS monitoring supports metrics about the CPU, CPU load, memory, disk, disk 1/0,
file system, NIC, NTP, and TCP.

After the Agent is installed, you can view monitoring metrics of ECSs running
different OSs. Monitoring data is collected every 1 minute.
Namespace

AGT.ECS
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Table 13-3 CPU metrics

ge_idle

Idle CPU
Usage

CPU is idle
Unit: percent

e Linux: Check metric
value changes in file /
proc/stat in a
collection period.

e Windows: Obtain the
metric value using the
Windows API
GetSystemTimes.

Metric | Paramet | Description Value Monit | Monitori
er Range ored ng
Objec | Period
t& (Raw
Dime | Data)
nsion
cpu_usa | (Agent) CPU usage of the 0-100 ECS 1 minute
ge CPU monitored object
Usage Unit: percent
e Linux: Check metric
value changes in file /
proc/stat in a
collection period. Run
the top command to
check the %Cpu(s)
value.
e Windows: Obtain the
metric value using the
Windows API
GetSystemTimes.
cpu_usa | (Agent) Percentage of time that | 0-100 ECS 1 minute
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Metric

Paramet
er

Description

Value
Range

Monit
ored
Objec
t&
Dime
nsion

Monitori
ng
Period
(Raw
Data)

cpu_usa
ge_user

(Agent)
User
Space
CPU
Usage

Percentage of time that
the CPU is used by user
space

Unit: percent

e Linux: Check metric
value changes in file /
proc/stat in a
collection period. Run
the top command to
check the %Cpu(s) us
value.

e Windows: Obtain the
metric value using the
Windows API
GetSystemTimes.

0-100

ECS

1 minute

cpu_usa
ge_syst
em

(Agent)
Kernel
Space
CPU
Usage

Percentage of time that
the CPU is used by kernel
space

Unit: percent

e Linux: Check metric
value changes in file /
proc/stat in a
collection period. Run
the top command to
check the %Cpu(s) sy
value.

e Windows: Obtain the
metric value using the
Windows API
GetSystemTimes.

0-100

ECS

1 minute
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Metric | Paramet | Description Value Monit | Monitori
er Range ored ng
Objec | Period
t& (Raw
Dime | Data)
nsion
cpu_usa | (Agent) Percentage of time that 0-100 ECS 1 minute
ge_othe | Other the CPU is used by other
r Process processes
CPU Unit: percent
Usage .
e Linux: Other Process
CPU Usage = 1- Idle
CPU Usage - Kernel
Space CPU Usage -
User Space CPU
Usage
e Windows: Other
Process CPU Usage =
1- Idle CPU Usage -
Kernel Space CPU
Usage - User Space
CPU Usage
cpu_usa | (Agent) Percentage of time that | 0-100 ECS 1 minute
ge_nice | Nice the CPU is in user mode
Process with low-priority
CPU processes which can

Usage easily be interrupted by
higher-priority processes

Unit: percent

e Linux: Check metric
value changes in file /
proc/stat in a
collection period. Run
the top command to
check the %Cpu(s) ni
value.

e Windows is not
supported currently.
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Metric

Paramet
er

Description

Value
Range

Monit
ored
Objec
t&
Dime
nsion

Monitori
ng
Period
(Raw
Data)

cpu_usa
ge_iowa
it

(Agent)
iowait
Process
CPU
Usage

Percentage of time that
the CPU is waiting for
I/O operations to
complete

Unit: percent

e Linux: Check metric
value changes in file /
proc/stat in a
collection period. Run
the top command to
check the %Cpu(s)
wa value.

e Windows is not
supported currently.

0-100

ECS

1 minute

cpu_usa
ge_irq

(Agent)
CPU
Interrupt
Time

Percentage of time that
the CPU is servicing
interrupts

Unit: percent

e Linux: Check metric
value changes in file /
proc/stat in a
collection period. Run
the top command to
check the %Cpu(s) hi
value.

e Windows is not
supported currently.

0-100

ECS

1T minute

cpu_usa
ge_softi
rq

(Agent)
CpPU
Software
Interrupt
Time

Percentage of time that
the CPU is servicing
software interrupts

Unit: percent

e Linux: Check metric
value changes in file /
proc/stat in a
collection period. Run
the top command to
check the %Cpu(s) si
value.

e Windows is not
supported currently.

0-100

ECS

1T minute
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Table 13-4 CPU load metrics

Metric | Paramet | Description Value Monit | Monitori
er Range ored |ng
Objec | Period
t& (Raw
Dime | Data)
nsion
load_av | (Agent) CPU load averaged from | >0 ECS 1 minute
eragel 1-Minute | the last 1T minute
Load

Linux: Obtain the metric

Average | yalue from the number
of logic CPUs in load1/ in
file /proc/loadavg. Run
the top command to
check the load1 value.
load_av | (Agent) CPU load averaged from | >0 ECS 1 minute
erage5 | 5-Minute | the last 5 minutes
Load Linux: Obtain the metric
Average | yalue from the number
of logic CPUs in load5/ in
file /proc/loadavg. Run
the top command to
check the load5 value.
load_av | (Agent) CPU load averaged from | =0 ECS 1 minute
erage15 | 15- the last 15 minutes
Minute Linux: Obtain the metric
Load

value from the number
Average | of |ogic CPUs in load15/
in file /proc/loadavg.
Run the top command to
check the load15 value.

(11 NOTE

The Windows OS does not support the CPU load metrics.
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Table 13-5 Memory metrics

Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
mem_av | (Agent) Amount of memory that | >0 ECS 1T minute

ailable Available | is available and can be
Memory | given instantly to
processes

Unit: GB

e Linux: Obtain the
metric value from /
proc/meminfo.

- If MemAuvailable is
displayed in /proc/
meminfo, obtain
the value.

- If MemAvailable is
not displayed in /
proc/meminfo,
MemAuvailable =
MemFree +
Buffers+Cached

e Windows: The metric
value is calculated by
available memory
minuses used
memory. The value is
obtained by calling
the Windows API
GlobalMemoryStatu-
SEx.
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Metric

Paramet
er

Description

Value
Range

Monit
ored
Objec
t&
Dime
nsion

Monitori
ng
Period
(Raw
Data)

mem_us
edPerce
nt

(Agent)
Memory
Usage

Memory usage of the
monitored object

Unit: percent

e Linux: Obtain the
metric value from
the /proc/meminfo
file: (MemTotal -
MemAuvailable)/
MemTotal

- If MemAvailable is
displayed in /proc/
meminfo,
MemUsedPercent
= (MemTotal-
MemAuvailable)/
MemTotal

- If MemAvailable is
not displayed in /
proc/meminfo,
MemUsedPercent
= (MemTotal -
MemFree -
Buffers - Cached)/
MemTotal

e Windows: The
calculation formula is
as follows: Used
memory size/Total
memory size*100%.

0-100

ECS

1 minute

mem_fr
ee

(Agent)
Idle
Memory

Amount of memory that
is not being used
Unit: GB

e Linux: Obtain the
metric value from /
proc/meminfo.

e Windows is not
supported currently.

ECS

1 minute
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Metric

Paramet
er

Description

Value
Range

Monit
ored
Objec
t&
Dime
nsion

Monitori
ng
Period
(Raw
Data)

mem_buf
fers

(Agent)
Buffer

Amount of memory that
is being used for buffers

Unit: GB

e Linux: Obtain the
metric value from /
proc/meminfo. Run
the top command to
check the KiB
Mem:buffers value.

e Windows is not
supported currently.

ECS

1 minute

mem_ca
ched

(Agent)
Cache

Amount of memory that

is being used for file

caches

Unit: GB

e Linux: Obtain the
metric value from /
proc/meminfo. Run
the top command to
check the KiB
Swap:cached Mem
value.

e Windows is not
supported currently.

ECS

1 minute

total_op
en_files

(Agent)
Total File
Handles

Total handles used by all
processes

Unit: count

e Linux: Use the /proc/
{pid}/fd file to
summarize the
handles used by all
processes.

e Windows is not
supported currently.

ECS

1 minute
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(10 NOTE

e Currently, only physical disks are monitored. The NFS-attached disks cannot be
monitored.

e By default, Docker-related mount points are shielded. The prefix of the mount point is

as

follows:

/var/lib/docker;/mnt/paas/kubernetes;/var/lib/mesos

Table 13-6 Disk metrics

command to check
the value in the Avail
column. The path of

the mount point prefix

cannot exceed 64
characters. It must
start with a letter, and
contain only digits,
letters, hyphens (-),
periods (.), and swung
dashes (~).

e Windows: Use the
WMI interface to call
GetDiskFreeSpaceExW
API to obtain disk
space data. The path
of the mount point
prefix cannot exceed
64 characters. It must
start with a letter, and
contain only digits,
letters, hyphens (-),
periods (.), and swung
dashes (~).

Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_fre | (Agent) Free space on the disks >0 ECS - | 1 minute
e gyalilable Unit: GB It\/loun
is
Space e Linux: Run the df -h point
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Metric Paramet | Description Value Monit | Monitori
er Range ored |ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_tot | (Agent) Total space on the disks, | =0 ECS - | 1 minute
al Disk including used and free Moun
Storage | ynjt: GB t
Capacity point

e Linux: Run the df -h
command to check
the value in the Size
column.

The path of the
mount point prefix
cannot exceed 64
characters. It must
start with a letter, and
contain only digits,
letters, hyphens (-),
periods (.), and swung
dashes (~).

e Windows: Use the
WMI interface to call
GetDiskFreeSpaceExW
API to obtain disk
space data. The path
of the mount point
prefix cannot exceed
64 characters. It must
start with a letter, and
contain only digits,
letters, hyphens (-),
periods (.), and swung
dashes (~).
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Metric

Paramet
er

Description

Value
Range

Monit
ored
Objec
t&
Dime
nsion

Monitori
ng
Period
(Raw
Data)

disk_use

(Agent)
Used
Disk
Space

Used space on the disks
Unit: GB

e Linux: Run the df -h
command to check
the value in the Used
column. The path of

the mount point prefix

cannot exceed 64
characters. It must
start with a letter, and
contain only digits,
letters, hyphens (-),
periods (.), and swung
dashes (~).

e Windows: Use the
WMI interface to call
GetDiskFreeSpaceExW
API to obtain disk
space data. The path
of the mount point
prefix cannot exceed
64 characters. It must
start with a letter, and
contain only digits,
letters, hyphens (-),
periods (.), and swung
dashes (~).

ECS -
Moun
t

point

1 minute
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Metric Paramet | Description Value Monit | Monitori
er Range ored |ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_use | (Agent) Percentage of total disk 0-100 ECS - | 1 minute
dPercen | Disk space that is used, which Moun
t Usage is calculated as follows: t
Disk Usage = Used Disk point
Space/Disk Storage
Capacity

Unit: percent

e Linux: It is calculated
as follows: Used/Size.
The path of the
mount point prefix
cannot exceed 64
characters. It must
start with a letter, and
contain only digits,
letters, hyphens (-),
periods (.), and swung
dashes (~).

e Windows: Use the
WMI interface to call
GetDiskFreeSpaceExW
API to obtain disk
space data. The path
of the mount point
prefix cannot exceed
64 characters. It must
start with a letter, and
contain only digits,
letters, hyphens (-),
periods (.), and swung
dashes (~).
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Table 13-7 Disk I/O metrics

Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_agt | (Agent) Number of bytes read >0 e EC | 1 minute
_read_b | Disks from the monitored disk bytes/s S -
ytes_rat | Read per second Dis
€ Rate Unit: byte/s k
e Linux: o EC
The disk read rate is S -
calculated based on Mo
the data changes in unt
the sixth column of ﬁ?'

the corresponding
device in file /proc/
diskstats in a
collection period.

The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).

e Windows:

- Use
Win32_PerfFormatt
edData_PerfDisk_Lo
gicalDisk object in
the WMI to obtain
disk 1/O data.

- The path of the
mount point prefix
cannot exceed 64
characters. It must
start with a letter,
and contain only
digits, letters,
hyphens (-), periods
(.), and swung
dashes (~).
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Metric

Paramet
er

Description

Value
Range

Monit
ored
Objec
t&
Dime
nsion

Monitori
ng
Period
(Raw
Data)

- When the CPU
usage is high,
monitoring data
obtaining timeout
may occur and
result in the failure
of obtaining
monitoring data.
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_agt | (Agent) Number of read requests | >0 e EC | 1 minute
_read_re | Disks sent to the monitored requests S -
quests_r | Read disk per second /s Dis
ate Requests | ynit: request/s k
e Linux: e EC
The disk read requests S -
are calculated based Mo
on the data changes in unt
the fourth column of p;"
n

the corresponding
device in file /proc/
diskstats in a
collection period.

The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).

e Windows:

- Use
Win32_PerfFormatt
edData_PerfDisk_Lo
gicalDisk object in
the WMI to obtain
disk 1/O data.

- The path of the
mount point prefix
cannot exceed 64
characters. It must
start with a letter,
and contain only
digits, letters,
hyphens (-), periods
(.), and swung
dashes (~).

- When the CPU
usage is high,
monitoring data
obtaining timeout
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Metric

Paramet
er

Description

Value
Range

Monit
ored
Objec
t&
Dime
nsion

Monitori
ng
Period
(Raw
Data)

may occur and
result in the failure
of obtaining
monitoring data.
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_agt | (Agent) Number of bytes written | >0 e EC | 1 minute
_write_b | Disks to the monitored disk per | bytes/s S -
ytes_rat | Write second Dis
€ Rate Unit: byte/s k
e Linux: e EC
The disk write rate is S -
calculated based on Mo
the data changes in unt
the tenth column of p;"
n

the corresponding
device in file /proc/
diskstats in a
collection period.

The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).

e Windows:

- Use
Win32_PerfFormatt
edData_PerfDisk_Lo
gicalDisk object in
the WMI to obtain
disk 1/O data.

- The path of the
mount point prefix
cannot exceed 64
characters. It must
start with a letter,
and contain only
digits, letters,
hyphens (-), periods
(.), and swung
dashes (~).

- When the CPU
usage is high,
monitoring data
obtaining timeout
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Metric

Paramet
er

Description

Value
Range

Monit
ored
Objec
t&
Dime
nsion

Monitori
ng
Period
(Raw
Data)

may occur and
result in the failure
of obtaining
monitoring data.
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_agt | (Agent) Number of write requests | >0 e EC | 1 minute
_write_r | Disks sent to the monitored requests S -
equests_ | Write disk per second /s Dis
rate Requests | ynit: request/s k
e Linux: e EC
The disk write requests S -
are calculated based LI\J/InOt

on the data changes in :
the eighth column of pol
the corresponding nt
device in file /proc/
diskstats in a
collection period.

The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).

e Windows:

- Use
Win32_PerfFormatt
edData_PerfDisk_Lo
gicalDisk object in
the WMI to obtain
disk 1/O data.

- The path of the
mount point prefix
cannot exceed 64
characters. It must
start with a letter,
and contain only
digits, letters,
hyphens (-), periods
(.), and swung
dashes (~).

- When the CPU
usage is high,
monitoring data
obtaining timeout
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion

may occur and
result in the failure
of obtaining
monitoring data.

disk_rea | (Agent) Average amount of time | >0ms/ | e EC | 1 minute

dTime Average | that read requests have Count S -
Read waited on the disks Dis

?equest Unit: ms/count k

ime

e Linux: o EC
The average read S -
request time is Mo
calculated based on unt
the data changes in p?'

n

the seventh column of
the corresponding
device in file /proc/
diskstats in a
collection period.

The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).

e Windows is not
supported currently.
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion

disk_wri | (Agent) Average amount of time >0 ms/ e EC | 1 minute

teTime | Average | that write requests have Count S -
Write waited on the disks Dis

$gquest Unit: ms/count k

ime

e Linux: e EC
The average write S -
request time is Mo
unt

calculated based on :
the data changes in pol
the eleventh column nt
of the corresponding
device in file /proc/
diskstats in a
collection period.

The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).

e Windows is not
supported currently.
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion

disk_ioU | (Agent) Percentage of the time 0-100 e EC | 1 minute

tils Disk 1/O that the disk has had I/O S -
Usage requests queued to the Dis
total disk operation time k
Unit: percent e EC
e Linux: S -
The disk 1/O usage is Mo
unt

calculated based on
the data changes in
the thirteenth column
of the corresponding
device in file /proc/
diskstats in a
collection period.

poi
nt

The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).

e Windows is not
supported currently.
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_que | (Agent) Average number of read >0 e EC | 1 minute
ue_lengt | Disk or write requests queued S -
h Queue up for completion for the Dis
Length monitored disk in the k
monitoring period o EC
Unit: count S -
e Linux: Mo
The average disk unt
queue length is pol
calculated based on nt
the data changes in
the fourteenth column
of the corresponding
device in file /proc/
diskstats in a
collection period.
The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).
e Windows is not
supported currently.
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_wri | (Agent) Average number of bytes | >0 e EC | 1 minute
te_bytes | Average | in an I/O write for the bytes/op S -
_per_op | Disk monitored disk in the Dis
eration | Write monitoring period k
Size Unit: byte/op o EC
e Linux: S -
The average disk write Mo
size is calculated unt
based on the data pol
changes in the tenth nt
column of the
corresponding device
to divide that of the
eighth column in file /
proc/diskstats in a
collection period.
The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).
e Windows is not
supported currently.
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_rea | (Agent) Average number of bytes | >0 e EC | 1 minute
d_bytes_ | Average | in an I/O read for the bytes/op S -
per_ope | Disk monitored disk in the Dis
ration Read Size | monitoring period k
Unit: byte/op e EC
e Linux: S -
The average disk read Mo
size is calculated unt
based on the data p;"
n

changes in the sixth
column of the
corresponding device
to divide that of the
fourth column in file /
proc/diskstats in a
collection period.

The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).

e Windows is not
supported currently.
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_io_ | (Agent) Average time in an I/O >0 e EC | 1 minute
svctm Disk 1/O read or write for the S -
Service monitored disk in the Dis
Time monitoring period k
Unit: ms/op e EC
e Linux: S -
The average disk 1/O Mo
service time is unt
calculated based on pol
the data changes in nt
the thirteenth column
of the corresponding
device to divide the
sum of data changes
in the fourth and
eighth columns in
file /proc/diskstats in
a collection period.
The path of the mount
point prefix cannot
exceed 64 characters.
It must start with a
letter, and contain only
digits, letters, hyphens
(-), periods (.), and
swung dashes (~).
e Windows is not
supported currently.
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Metric Paramet | Description Value Monit | Monitori
er Range ored | ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_dev | Block Percentage of the 0-100 ECS - | 1 minute
ice_used | Device physical disk usage of the Disk
_percent | Usage monitored object.
Calculation formula: Used
storage space of all
mounted disk partitions/
Total disk storage space
e Collection method for
Linux ECSs: Obtain the
disk usage of each
mount point, calculate
the total disk storage
space based on the
disk sector size and
the number of sectors,
and then you can
calculate the used
storage space in total.
e Windows ECSs do not
support this metric.
OS Metric: File System
Table 13-8 File system metrics
Metric | Paramet | Description Value Monit | Monitori
er Range ored ng
Objec | Period
t& (Raw
Dime | Data)
nsion
disk_fs_r | (Agent) Read and write status of e O ECS - 1
wstate File the mounted file system reada | Moun
System of the monitored object ble t
Read/ Possible values are 0 and point
Write (read and write) and 1 writa
Status (read only). ble
Linux: Check file system o 1
information in the fourth read-
column in file /proc/ only
mounts.
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Metric | Paramet | Description Value Monit | Monitori
er Range ored |ng
Objec | Period
t& (Raw
Dime [ Data)
nsion
disk_ino | (Agent) Total number of index >0 ECS - [ 1 minute
desTotal | Disk nodes on the disk Moun
inode Linux: Run the df -i t
Total command to check the point
value in the Inodes
column. The path of the
mount point prefix
cannot exceed 64
characters. It must start
with a letter, and contain
only digits, letters,
hyphens (-), periods (.),
and swung dashes (~).
disk_ino | (Agent) Number of used index >0 ECS - [ 1 minute
desUsed | Total nodes on the disk Moun
inode Linux: Run the df -i t
Used command to check the point
value in the IUsed
column. The path of the
mount point prefix
cannot exceed 64
characters. It must start
with a letter, and contain
only digits, letters,
hyphens (-), periods (.),
and swung dashes (~).
disk_ino | (Agent) Number of used index 0-100 ECS - | 1 minute
desUsed | Percentag | nodes on the disk Moun
Percent gof Total | ynit: percent t .
inode . . point
Used Linux: Run the df -i
command to check the
value in the IUse%
column. The path of the
mount point prefix
cannot exceed 64
characters. It must start
with a letter, and contain
only digits, letters,
hyphens (-), periods (.),
and swung dashes (~).
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(11 NOTE

The Windows OS does not support the file system metrics.

OS Metric: NIC

Table 13-9 NIC metrics

Metric Paramet | Description Value Monit | Monitori
er Range ored ng
Objec | Period
t& (Raw
Dime | Data)
nsion

net_bitR | (Agent) Number of bits received > 0 bit/s | ECS 1 minute

ecv Outboun | by this NIC per second
d . Unit: bit/s
Bandwidt . .
h e Linux: Check metric

value changes in file /
proc/net/dev in a
collection period.

e Windows: Use the
MiblfRow object in the
WMI to obtain
network metric data.

net_bitS | (Agent) Number of bits sent by > 0 bit/s | ECS 1 minute

ent Inbound | this NIC per second
EandW|dt Unit: bit/s

e Linux: Check metric
value changes in file /
proc/net/dev in a
collection period.

e Windows: Use the
MiblfRow object in the
WMI to obtain
network metric data.
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Metric Paramet | Description Value Monit | Monitori
er Range ored ng
Objec | Period
t& (Raw
Dime | Data)
nsion
net_pac | (Agent) Number of packets >0 ECS 1 minute
ketRecv | NIC received by this NIC per Counts/s
Packet second
Receive | ynit: count/s
Rate . .
e Linux: Check metric
value changes in file /
proc/net/dev in a
collection period.
e Windows: Use the
MiblfRow object in the
WMI to obtain
network metric data.
net_pac | (Agent) Number of packets sent >0 ECS 1 minute
ketSent | NIC by this NIC per second Counts/s
Packet Unit: count/s
Send . .
Rate e Linux: Check metric
value changes in file /
proc/net/dev in a
collection period.
e Windows: Use the
MiblfRow object in the
WMI to obtain
network metric data.
net_erri | (Agent) Percentage of receive 0-100 ECS 1 minute
n Receive errors detected by this
Error NIC per second
Rate Unit: percent
e Linux: Check metric
value changes in file /
proc/net/dev in a
collection period.
e Windows is not
supported currently.
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Metric Paramet | Description Value Monit | Monitori
er Range ored ng
Objec | Period
t& (Raw
Dime | Data)
nsion
net_erro | (Agent) Percentage of transmit 0-100 ECS 1 minute
ut Transmit | errors detected by this
Error NIC per second
Rate Unit: percent
e Linux: Check metric
value changes in file /
proc/net/dev in a
collection period.
e Windows is not
supported currently.
net_dro | (Agent) Percentage of packets 0-100 ECS 1 minute
pin Received | received by this NIC which
Packet were dropped per second
Drop Unit: percent
Rate . .
e Linux: Check metric
value changes in file /
proc/net/dev in a
collection period.
e Windows is not
supported currently.
net_dro | (Agent) Percentage of packets 0-100 ECS 1 minute
pout Transmitt | transmitted by this NIC
ed Packet | which were dropped per
Drop second
Rate Unit: percent
e Linux: Check metric
value changes in file /
proc/net/dev in a
collection period.
e Windows is not
supported currently.
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OS Metric: NTP

Table 13-10 NTP metrics

Metric | Para Description Value Moni | Monito
meter Range tored | ring
Obje | Period
ct& | (Raw
Dime | Data)
nsion
ntp_offs | (Agen | NTP offset of the monitored | >0 ms ECS 1
et t) NTP | object minute
Offset | ynit: ms
Collection method for Linux
ECSs: Run chronyc sources -v
to obtain the offset.
OS Metric: TCP
Table 13-11 TCP metrics
Metric | Para Description Value Moni | Monito
meter Range tored | ring
Obje | Period
ct & | (Raw
Dime | Data)
nsion
net_tcp_ | (Agen | Total number of TCP >0 ECS 1
total t) TCP | connections in all states minute
TOTAL | ynit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using

WindowsAPI GetTcpTable2.
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Metric

Para
meter

Description

Monito
ring
Period
(Raw
Data)

Moni
tored
Obje
ct &

Dime
nsion

Value
Range

net_tcp_
establis
hed

(Agen
t) TCP
ESTAB
LISHE

Number of TCP connections
in ESTABLISHED state

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using

WindowsAPI GetTcpTable2.

ECS 1
minute

net_tcp_
sys_sent

(Agen
t) TCP
SYS_S
ENT

Number of TCP connections
that are being requested by
the client

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using

WindowsAPI GetTcpTable2.

ECS 1
minute

net_tcp_
Sys_recv

(Agen
t) TCP
SYS_R
ECV

Number of pending TCP
connections received by the
server

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using

WindowsAPI GetTcpTable2.

ECS 1
minute
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Metric

Para
meter

Description

Monito
ring
Period
(Raw
Data)

Moni
tored
Obje
ct &

Dime
nsion

Value
Range

net_tcp_f
in_wait1

(Agen
t) TCP
FIN_W
AIT1

Number of TCP connections
waiting for ACK packets when
the connections are being
actively closed by the client

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using

WindowsAPI GetTcpTable2.

ECS 1
minute

net_tcp_f
in_wait2

(Agen
t) TCP
FIN_W
AlT2

Number of TCP connections
in the FIN_WAIT2 state

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using

WindowsAPI GetTcpTable2.

ECS 1
minute

net_tcp_
time_w
ait

(Agen
t) TCP
TIME_
WAIT

Number of TCP connections
in TIME_WAIT state

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using

WindowsAPI GetTcpTable2.

ECS 1
minute
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Metric

Para
meter

Description

Monito
ring
Period
(Raw
Data)

Moni
tored
Obje
ct &

Dime
nsion

Value
Range

net_tcp_
close

(Agen
t) TCP
CLOSE

Number of closed TCP
connections

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using
WindowsAPI GetTcpTable2.

ECS 1
minute

net_tcp_
close_w
ait

(Agen
t) TCP
CLOSE
_WAIT

Number of TCP connections
in CLOSE_WAIT TCP state

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using
WindowsAPI GetTcpTable2.

ECS 1
minute

last_ack

net_tcp_

(Agen
t) TCP
LAST_
ACK

Number of TCP connections
waiting for ACK packets when
the connections are being
passively closed by the client

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using

WindowsAPI GetTcpTable2.

ECS 1
minute
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Metric

Para
meter

Description

Monito
ring
Period
(Raw
Data)

Moni
tored
Obje
ct &

Dime
nsion

Value
Range

listen

net_tcp_

(Agen
t) TCP
LISTE

Number of TCP connections
in the LISTEN state

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using

WindowsAPI GetTcpTable2.

ECS 1
minute

closing

net_tcp_

(Agen
t) TCP
CLOSI
NG

Number of TCP connections
to be automatically closed by
the server and the client at
the same time

Unit: count

e Linux: Obtain TCP
connections in all states
from the /proc/net/tcp
file, and then collect the
number of connections in
each state.

e Windows: Obtain the
metric value using

WindowsAPI GetTcpTable2.

ECS 1
minute

retrans

net_tcp_

(Agen
t) TCP
Retran
Smissi
on
Rate

Percentage of packets that
are resent

Unit: percent

e Linux: Obtain the metric
value from the /proc/net/
snmp file. The value is the
ratio of the number of
sent packets to the
number of retransmitted
packages in a collection
period.

e Windows: Obtain the
metric value using
WindowsAPI
GetTcpStatistics.

0-100 ECS 1

minute
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OS Metric: GPU

Table 13-12 GPU metrics

Metric | Paramet | Description Value Monit | Monitor
er Range | ored ing
Objec | Period
t& (Raw
Dime | Data)
nsion
gpu_sta | GPU Overall measurement of o O: e ECS [ 1 minute
tus Health the GPU health The | o ECS
Status Unit: none GPU -
is
e Linux: Obtain the metric heal GP
value using the thy U
libnvidia-mL.so.1 o
library file of the e 1
graphics card. -'G-TDTJ
e Windows: Obtain the i
metric value using the subh
nvml.dll library of the ealt
graphics card. hy.
° 2:
The
GPU
is
fault
y.
gpu_usa | Encoding | Encoding capability usage | 0-100 e ECS [ 1 minute
ge_enco | Usage on the GPU e ECS
der Unit: percent -
e Linux: Obtain the metric GP
value using the U
libnvidia-ml.so.1
library file of the
graphics card.
e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.
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Metric | Paramet | Description Value Monit | Monitor
er Range | ored ing
Objec | Period
t& (Raw
Dime | Data)
nsion
gpu_usa | Decoding | Decoding capability usage | 0-100 e ECS [ 1 minute
ge_deco | Usage on the GPU o ECS
der Unit: percent -
e Linux: Obtain the metric GP
value using the U
libnvidia-ml.so.1
library file of the
graphics card.
e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.
gpu_vol | Volatile Number of correctable ECC | > 0 e ECS | 1 minute
atile_co | Correctab | errors since the GPU is e ECS
rrectabl | le ECC reset. The value is reset to _
e Errors 0 each time the GPU is GP
reset. U
Unit: count
e Linux: Obtain the metric
value using the
libnvidia-ml.so.1
library file of the
graphics card.
e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.
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Metric

Paramet
er

Description

Monitor
ing
Period
(Raw
Data)

Monit
ored
Objec
t&
Dime
nsion

Value
Range

gpu_vol
atile_un
correcta
ble

Volatile
Uncorrect
able ECC
Errors

Number of uncorrectable
ECC errors since the GPU is
reset. The value is reset to
0 each time the GPU is
reset.

Unit: count

e Linux: Obtain the metric
value using the
libnvidia-ml.so.1
library file of the
graphics card.

e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.

>0 e ECS
e ECS

GP
U

1 minute

gpu_ag

gregate
_correct
able

Aggregat
e
Correctab
le ECC
Errors

Aggregate correctable ECC
errors on the GPU

Unit: count

e Linux: Obtain the metric
value using the
libnvidia-ml.so.1
library file of the
graphics card.

e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.

ECS
e ECS

1 minute

GP

gpu_ag
gregate
_uncorr
ectable

Aggregat
e
Uncorrect
able ECC
Errors

Aggregate uncorrectable
ECC Errors on the GPU

Unit: count

e Linux: Obtain the metric
value using the
libnvidia-ml.so.1
library file of the
graphics card.

e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.

ECS
e ECS

1T minute

GP
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Metric | Paramet | Description Value Monit | Monitor
er Range | ored ing
Objec | Period
t& (Raw
Dime | Data)
nsion
gpu_reti | Retired Number of retired page >0 e ECS [ 1 minute
red_pag | Page single bit errors, which o ECS
e_single | Single Bit | indicates the number of ]
_bit Errors single-bit pages blocked by GP
the graphics card U
Unit: count
e Linux: Obtain the metric
value using the
libnvidia-ml.so.1
library file of the
graphics card.
e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.
gpu_reti | Retired Number of retired page >0 e ECS [ 1 minute
red_pag | Page double bit errors, which o ECS
e_doubl | Double indicates the number of .
e_bit Bit Errors | double-bit pages blocked GP
by the graphics card U
Unit: count
e Linux: Obtain the metric
value using the
libnvidia-ml.so.1
library file of the
graphics card.
e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.
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Metric

Paramet
er

Description

Value
Range

Monit
ored
Objec
t&
Dime
nsion

Monitor
ing
Period
(Raw
Data)

gpu_per
formanc

e_state

(Agent)
Performa
nce
Status

GPU performance of the
monitored object

Unit: none

e Linux: Obtain the metric
value using the
libnvidia-ml.so.1
library file of the
graphics card.

e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.

PO-P15,
P32

e PO:
indic
ates
the
maxi
mu

perf

orm

ance
stat

us.

e P15:
indic
ates
the
mini
mu

perf
orm
ance
stat
us.

o P32:
indic
ates
the
unk
now

perf
orm
ance
stat
us.

e ECS

e ECS
GP
U

1 minute
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Metric | Paramet | Description Value Monit | Monitor
er Range | ored ing
Objec | Period
t& (Raw
Dime | Data)
nsion
gpu_usa | (Agent) GPU memory usage of the | 0-100 e ECS [ 1 minute
ge_me GPU monitored object o ECS
m B/Iemory Unit: percent -
sage
9 e Linux: Obtain the metric GP
value using the U
libnvidia-ml.so.1
library file of the
graphics card.
e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.
gpu_usa | (Agent) GPU usage of the 0-100 e ECS | 1 minute
ge_gpu | GPU monitored object o ECS
Usage Unit: percent -
e Linux: Obtain the metric GP
value using the U
libnvidia-ml.so.1
library file of the
graphics card.
e Windows: Obtain the
metric value using the
nvml.dll library of the
graphics card.
Dimensions
Dimension Key Value
ECS instance_id Specifies the ECS ID.

13.4 Setting Alarm Rules

Scenarios

Setting ECS alarm rules allows you to customize the monitored objects and
notification policies so that you can closely monitor your ECSs.
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This section describes how to set ECS alarm rules, including alarm rule names,
monitoring objects, monitoring metrics, alarm thresholds, monitoring intervals,
and notifications.

Procedure

1. Log in to the management console.
2. Under Management & Deployment, choose Cloud Eye.

3. In the navigation pane on the left, choose Alarm Management > Alarm
Rules.

4. On the Alarm Rules page, click Create Alarm Rule to create an alarm rule,
or modify an existing alarm rule.

The following uses modifying an existing alarm rule as an example.
a. Click the target alarm rule.
b. Click Modify in the upper right corner of the page.

¢. In the Modify Alarm Rule dialog box shown in Figure 13-1, set the
parameters as prompted.

Figure 13-1 Modifying an alarm rule

Modify Alarm Rule X

+ Name: as-alarm-d3o6
Description: autoScaling
+ Service:

+ Monitored Object:

+ Ietric:

+ Threshold: Max. = 80 %
+ OCcurrences:

+ Monitoring Interval: | 5§ minutes

+ Send Notification: e No

OK Cancel

d. Click Modify.

After an alarm rule is modified, the system automatically notifies you of
an alarm when the alarm complying with the alarm rule is generated.

(11 NOTE

For more information about ECS alarm rules, see Cloud Eye User Guide.
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13.5 Viewing ECS Metrics

The cloud platform provides Cloud Eye, which monitors the running statuses of
your ECSs. You can obtain the monitoring metrics of each ECS on the
management console.

There a short time delay between transmission and display of monitoring data.
The status of an ECS displayed on Cloud Eye is the status obtained 5 to 10
minutes before. If an ECS is just created, wait for 5 to 10 minutes to view the real-
time monitoring data.

Scenarios
Prerequisites
[ ]
[ ]
[ ]
Procedure
1
2.
3.
4.
5.
6.

The ECS is running properly.

Cloud Eye does not display the monitoring data for a stopped, faulty, or
deleted ECS. After such an ECS restarts or recovers, the monitoring data is
available in Cloud Eye.

(10 NOTE

Cloud Eye discontinues monitoring ECSs that remain in Stopped or Faulty state for 24
hours and removes them from the monitoring list. However, the alarm rules for such
ECSs are not automatically deleted.

Alarm rules have been configured in Cloud Eye for the target ECS.

The monitoring data is unavailable for the ECSs without alarm rules
configured in Cloud Eye. For details, see Setting Alarm Rules.

The target ECS has been properly running for at least 10 minutes.

The monitoring data and graphics are available for a new ECS after the ECS
runs for at least 10 minutes.

Log in to the management console.
Under Computing, click Elastic Cloud Server.

In the search box above the upper right corner of the ECS list, enter the ECS
name, IP address, or ID to search for the target ECS.

Click the name of the target ECS. The page providing details about the ECS is
displayed.

Click the Monitoring tab to view the monitoring data.
In the ECS monitoring area, select a duration to view the monitoring data.

You can view the monitoring data of the ECS in the last 1 hour, last 3 hours,
last 12 hours, last 1 day, or last 7 days.
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FAQs

14.1 Product Consulting FAQ

14.1.1 What Are the Precautions for Using ECSs?

e Do not upgrade ECS kernel or OS versions. If you want to upgrade the main
OS version, for example, from CentOS 7.2 to Cent OS 7.3, use the provided OS
changing function.

e Do not uninstall the performance optimization software pre-installed on your
ECSs.

e Do not change NIC MAC addresses. Otherwise, the network connection will
fail.

14.1.2 What Can | Do with ECSs?

You can use ECSs just like traditional physical servers. On an ECS, you can deploy
any service application, such as an email system, web system, and Enterprise
Resource Planning (ERP) system. After creating an ECS, you can use it like using
your local computer or physical server.

14.2 ECS Creation FAQ

14.2.1 Why Does the Failures Area Show an ECS Creation
Failure But the ECS List Displays the Created ECS?

Symptom

When you attempt to create an ECS with an EIP bound on the management
console, the ECS creation was successful but the EIP binding failed due to
insufficient EIPs. Although the Failures area showed that the ECS creation failed,
the ECS was displayed in the ECS list. The results of the ECS creation task were
inconsistent.
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Root Cause

e The ECS list displays created ECSs.

e The Failures area shows the ECS creation status, including the statuses of
subtasks, such as creating ECS resources and binding an EIP. Only when all
subtasks are successful, the ECS is created.

If the ECS is created but EIP binding failed, the task failed. However, the ECS you
created is temporarily displayed in the list. After the system rolls back, the ECS is
removed from the list.

14.2.2 How Quickly Can | Obtain an ECS?

Obtaining an ECS can take as little as a few minutes.

The time it takes to obtain an ECS depends on ECS specifications, available
resources (such as EVS disks and EIPs), and system load.

(11 NOTE

If it takes a long time to obtain your ECS, contact the administrator.

14.3 ECS Deletion and Unsubscription FAQ

14.3.1 What Happens After | Click the Delete Button?

14.3.2 Can

14.3.3 Can

After you click Delete, the selected ECSs will be deleted. You can also choose to
delete the EVS disks and EIPs together with the selected ECSs. If you do not delete
them, they will be retained. If necessary, you can manually delete them later.

To delete selected ECSs, perform the following operations:

Log in to the management console.

Under Computing, click Elastic Cloud Server.
Select the ECSs to be deleted.

Above the ECS list, choose Delete.

N =

a Deleted ECS Be Provisioned Again?

No. ECSs in the Deleted state cannot provide services and are soon removed from
the system.

A deleted ECS is retained in the ECS list on the management console only for a
short period of time before it is permanently removed from the system. You can
create a new ECS with the same specifications again.

| Forcibly Restart or Stop an ECS?

Yes. If an ECS remains in the Restarting or Stopping state for over 30 minutes
after it is restarted, you can forcibly restart or stop the ECS as follows:

1. Log in to the management console.
2. Under Computing, click Elastic Cloud Server.
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Select the target ECS and click Restart or Stop.

A dialog box is displayed to confirm whether you want to restart or stop the
ECS.

Select Forcibly restart the preceding ECSs or Forcibly stop the preceding
ECSs.

Click OK.

14.4 Remote Login FAQ

14.4.1 Login Preparations

14.4.1.1 What Should I Do If Starting an ECS Remains in "Waiting for
cloudResetPwdAgent" State?

Symptom

During ECS startup, it remains in "Waiting for cloudResetPwdAgent" state for 20
to 30 seconds.

Figure 14-1 Starting cloudResetPwdAgent

Starting rpcbind:
Starting NFS statd:

Starting cloudResetPuwdfigent. ..

Possible Causes

Waiting for cloudResetFPuwdAgent

This issue is caused by the intranet DNS and user-defined DNS configurations.

Solution

Log in to the ECS as user root.

Run the following command to modify the /etc/cloud/cloud.cfg
configuration file:

vi [etc/cloud/cloud.cfg
Add the following statement to the configuration file:
manage_etc_hosts: true
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Figure 14-2 Editing the configuration file

UsSers:
- name: root
lock_passwd: False

disable_root: B
ssh_pwauth: 1

datasource_list:
manage_etc_hosts: true

datasource:
OpenStack:

timeout @ 5@

max_wait : 128

14.4.2 Remote Logins

14.4.2.1 What Should | Do If | Cannot Use MSTSC to Log In to an ECS
Running the Windows Server 2012 OS?

Symptom

An ECS running the Windows Server 2012 OS has password authentication
configured during ECS creation. When a user used the initial password and MSTSC
to log in to the ECS, the login failed and the system displayed the message "You
must change your password before logging on for the first time. Please update
your password or contact your system administrator or technical support."”

Possible Causes

The local computer used by the user is running the Windows 10 OS.

Due to limitations, the Windows 10 OS does not support remote logins to an ECS
running the Windows Server 2012 OS using the initial password.

Solutions

Solution 1

Use a local computer running the Windows 7 OS to remotely log in to the
ECS running the Windows Server 2012 OS.

Solution 2
Retain the original local computer and change the initial login password.

a. Use VNC to log in to the ECS running the Windows Server 2012 OS for
the first time.

b. Change the login password as prompted.

¢. Use the changed password and MSTSC to log in to the ECS again.
Solution 3:

Retain the original local computer and initial login password.

a. Choose Start. In the Search programs and files text box, enter mstsc
and press Enter.
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The Remote Desktop Connection page is displayed.

Enter the EIP and click Connect. Then, use username administrator and
the login password configured during ECS creation for connection.

The connection fails, and the system displays the message "You must
change your password before logging on for the first time. Please update
your password or contact your system administrator or technical
support.”

Click Options in the lower left corner of the Remote Desktop
Connection page.

On the General tab, click Save As in the Connection settings pane and
save the remote desktop file in .rdp format.

Open the .rdp file saved in d.

Add the following statement to the last line of the .rdp file and save the
file.

enablecredsspsupport:i:0
Double-click the edited .rdp file to set up the remote desktop connection.

Click Connect to connect to the ECS running the Windows Server 2012
OS again.

14.4.2.2 How Can | Change a Remote Login Port?

Scenarios

This section describes how to change a port for remote logins.

Windows

The following procedure uses an ECS running Windows Server 2012 as an
example. The default login port of a Windows ECS is 3389. To change it to port
2020, for example, do as follows:

1.

Modify the security group rule.

Log in to the management console.
Under Computing, click Elastic Cloud Server.

On the ECS list, click the name of an ECS for which you want to modify
the security group rule.

On the ECS details page, click the security group in the Security Groups
area to go to the security group details page.

On the Inbound Rules tab, click Add Rule. In the displayed dialog box,
set Protocol & Port as follows:

"  Protocols: TCP (Custom ports)

=  Port: 2020

For details, see "Adding a Security Group Rule" in the Virtual Private
Cloud User Guide.

Log in to the ECS.
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3. In the Run dialog box, enter regedit to access the registry editor.

4. In Registry Editor, choose HKEY_LOCAL_MACHINE > SYSTEM >
CurrentControlSet > Control > Terminal Server > Wds > rdpwd > Tds > tcp
and double-click PortNumber.

a. In the dialog box that is displayed, set Base to Decimal.

b. Change the value in Value data to the new port number, which is 2020
in this example.

Figure 14-3 Changing the port number to 2020
Edit DWORD (32-bit) Value -

Yalue name;
PartH umber
Yalue data: Baze
2020 () Hewxadecimal
(® Decimal
ak. Cancel

5. In Registry Editor, choose HKEY_LOCAL_MACHINE > SYSTEM >
CurrentControlSet > Control > Terminal Server > WinStations > RDP-Tcp

and double-click PortNumber.

a. In the dialog box that is displayed, set Base to Decimal.

b. Change the value in Value data to the new port number, which is 2020
in this example.

Figure 14-4 Changing the port number to 2020
Edit DWORD (32-bit) Value -

Yalue name;
PartH umber
Yalue data: Baze
2020 () Hewxadecimal
(® Decimal
ak. Cancel

6. (Skip this step if the firewall is disabled.) Modify the inbound rules of the
firewall.
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Choose Control Panel > Windows Firewall > Advanced Settings > Inbound
Rules > New Rule.

- Rule Type: Port
- Protocol in Protocol and Ports: TCP
- Port in Protocol and Ports: Specific local ports, 2020 in this example
- Action: Allow the connection
- Profile: Default settings
- Name: RDP-2020
After the configuration, refresh the page to view the new rule.
7. Open the Windows search box, enter services, and select Services.

Figure 14-5 Selecting Services

Seara—a
Ervrer wrew e re —

= =i e=

Q‘E_F‘:} C OO TP i=rst Ser wice=s
i

8. In the Services window, restart Remote Desktop Services or the ECS.
9. Use "IP address:Port" to remotely access the ECS.

Linux

The following procedure uses an ECS running CentOS 7.3 as an example. The
default login port of a Linux ECS is 22. To change it to port 2020, for example, do
as follows:

1.  Modify the security group rule.

a. Login to the management console.
b. Under Computing, click Elastic Cloud Server.

c.  On the ECS list, click the name of an ECS for which you want to modify
the security group rule.

d. On the ECS details page, click the security group in the Security Groups
area to go to the security group details page.

e. On the Inbound Rules tab, click Add Rule. In the displayed dialog box,
set Protocol & Port as follows:
®  Protocols: TCP (Custom ports)

= Port: 2020

For details, see "Adding a Security Group Rule" in the Virtual Private
Cloud User Guide.

Log in to the ECS.
3. Run the following command to edit the sshd configuration file:
vi [etc/ssh/sshd_config
4. Delete the comment tag (#) from the #port 22 line and change 22 to 2020.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 409



Elastic Cloud Server
User Guide

14 FAQs

Figure 14-6 Changing the port number to 2020

i
Port 2028
fAaddressFami ly any

#tliztendddress B.8.8.8
filiztenfddress ::

Press Esc to exit Insert mode and enter :wq! to save the settings and exit.
Run either of the following commands to restart sshd:

service sshd restart

Or

systemctl restart sshd

Skip this step if the firewall is disabled. Configure the firewall.

The firewall varies depending on the CentOS version. CentOS 7 uses firewalld,
and CentOS 6 uses iptables. The following operations use CentOS 7 as an
example.

Run the firewall-cmd --state command to check the firewall status.

- (Recommended) Method 1: Add information about a new port to
firewalld.

i.  Run the following commands to add a rule for port 2020:
firewall-cmd --zone=public --add-port=2020/tcp --permanent
firewall-cmd --reload

ii. View the added port. The TCP connection of port 2020 will have
been added.

firewall-cmd --list-all
iii. Restart firewalld.
systemctl restart firewalld.service

- Method 2: Disable the firewall and the function of automatically enabling
the firewall upon ECS startup.

systemctl stop firewalld

systemctl disable firewalld
Run the following command to check whether the port is open:
telnet £/P port
For example: telnet xx.xx.xx.xx 2020

14.4.2.3 What Browser Version Is Required to Remotely Log In to an ECS?

When you use a browser to remotely log in to an ECS, ensure that the browser
version meets the requirements listed in Table 14-1.

Table 14-1 Browser version requirements

Browser Version

Google Chrome 31.0-75.0
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Mozilla Firefox 27.0-62.0
Internet Explorer 10.0-11.0

14.4.3 VNC Login

14.4.3.1 What Should | Do If the Page Does not Respond After | Log In to an
ECS Using VNC and Do Not Perform Any Operation for a Long Period of
Time?

If you log in to an ECS running Windows 7 through VNC using Internet Explorer 10
or 11 and do not perform any operation for a long time, the VNC page may not
respond.

In this case, you can click AltGr twice on the VNC page to activate the page.

If the fault persists, contact technical support.

14.4.3.2 What Should I Do If | Cannot View Data After Logging In to an ECS
Using VNC?

After you log in to an ECS using VNC and view data, for example, play videos or
run the cat command to view large files in Linux OSs, VNC may become
unavailable due to the high memory usage of the browser.

In such a case, use another browser and log in to the ECS again.

If the fault persists, contact technical support.

14.4.3.3 Why Does a Blank Screen Appear After | Attempted to Log In to an
ECS Using VNC?

The blank screen means that another user has logged in to this ECS using VNC, so
you were logged out.

Only one user can be logged in to an ECS using VNC at a time. If you are already
logged in and another user logs in to the same ECS, you will be automatically
logged out.

You can log back in, but that will kick the other user out.

14.4.4 Remote Login Errors on Windows
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14.4.4.1 Why Does an Authentication Failure Occurs After | Attempt to
Remotely Log In to a Windows ECS?

Symptom

When a local computer running Windows attempts to access a Windows ECS
using RDP (for example, MSTSC), an identity authentication failure occurs and the
desired function is not supported.

Solution

If the error message contains only the information that an identity
authentication failure occurs and that the desired function is not supported,
rectify the fault by following the instructions provided in Solution.

If the error message shows that the fault was caused by "CredSSP Encryption
Oracle Remediation”, as shown in Figure 14-7, the fault may be caused by a
security patch released by Microsoft in March 2018. This patch may affect
RDP-based CredSSP connections. As a result, setting up RDP-based
connections to ECSs failed. Rectify the fault by following the instructions
provided in the official Microsoft document CredSSP updates for
CVE-2018-0886.

Figure 14-7 Failed to set up a remote desktop connection

Remote F!H-T"r Connection =

6 An authentication emror has occurred
The function requested is not supported
Remote computer: 23.100.90.18

This could be due to Cred35P encryption oracle remediation
Fer mare information, see https.//go.microsoft.com/fwlink/Tinkid= 866660

Modify the remote desktop connection settings on the Windows ECS:

1.
2.

Log in to the ECS.

Click Start in the lower left corner, right-click Computer, and choose
Properties from the shortcut menu.
In the left navigation pane, choose Remote settings.

Click the Remote tab. In the Remote Desktop pane, select Allow
connections from computers running any version of Remote Desktop (less
secure).
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Figure 14-8 Remote settings

Computer Name | Hardware | Advanced | System Protection | Remote |

Remote Assistance

Allow Remote Assistance connections to this computer

Remote Desktop
Click an option, and then specify who can connect, f needed.
() Don' allow connections to this computer

@ Al cnnnedionsfmcmnpﬂa’sunhganyvemim
Remote Deskiop (less secure)

() Allow connections only from computers running Remote
Desktop with Network Level Authentication (more secure)

Help me choose

5. Click OK.

14.4.4.2 Why Can't | Use the Local Computer to Connect to My Windows

ECS?

Symptom

An error message is displayed indicating that your local computer cannot connect
to the remote computer.

Figure 14-9 Cannot connect to the remote computer

'@J This computer can't connect to the remote computer,

Try connecting again. If the problem continues, contact the owner of
the remote computer or your network administrator,

0K Help
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Possible Cause

Port 3389 of the security group on the ECS is disabled. For details, see
Checking Port Configuration on the ECS.

The firewall on the ECS is disabled. For details, see Checking Whether the
Firewall Is Correctly Configured.

The remote desktop connection is not correctly configured. For details, see
Checking Remote Desktop Connection Settings.

Remote Desktop Services are not started. For solution, see Checking Remote
Desktop Services.

Remote Desktop Session Host is not correctly configured. For details, see
Checking Remote Desktop Session Host Configuration.

Checking Port Configuration on the ECS

Check whether port 3389 (used by default) on the ECS is accessible.

Ensure that port 3389 has been added in the inbound rule.

On the ECS details page, click the Security Groups tab and check port 3389 in the
inbound rule of the security group.

Checking Whether the Firewall Is Correctly Configured

Check whether the firewall is enabled on the ECS.

3.

Log in to the ECS using VNC available on the management console.

Click the Windows icon in the lower left corner of the desktop and choose
Control Panel > Windows Firewall.

Figure 14-10 Windows Firewall
(=) All Control Panel Items - | o

© 1 B ContralPanel » Al Conrol Panel iems + v & [ search Control Panel 2]

Adjust your computer's settings Viewby:  Smallicons

¥ Action Center 1 Administrative Tools (5§ AutoPlay

Kl Color Mansgement edential Manager Date and Time

W3] Default Programs
B Display

5 Devices and Printers
§ Folder Options
|4 Fonts &, iSCS Initiator

€2 Keyboard

¥ Mouse

Click Turn Windows Firewall on or off.
View and set the firewall status.
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Figure 14-11 Checking firewall status
- EI-

v c\ [ search Control Panel 2]

& Windows Firewall

[CEORE |E » Control Panel » All Control Panel ltems b Wineaws Firewsll

Help protect your PC with Windows Firewall

Control Panel Home

Windows Firewall can help prevent hackers or malicious software from gaining access to your PC through the
Intemet or 2 network.

l ‘ﬂ' Private networks
Tum Windows Firewall on or

off l @ Guest or public netwarks
) Restore defaults

Allow an app or feature
through Windows Firewall

@ Change notification settings Not connected (%)

Connected @

X Networks in public places such as airports or coffee shops
) Advanced settings
Troubleshoot my network Windows Firewall state: On

Incoming cennections: Block all connections te apps that are not on the list

of allowed apps

Active public networks: = Network

Netification state: Do not notify me when Windows Firewall blocks a

new app

Sezalso
Action Center
Metwork and Sharing Center

To enable Windows firewall, perform the following steps:

4. Click Advanced settings.

5. Check Inbound Rules and ensure that the following rules are enabled:
- Remote Desktop - User Mode (TCP-In), Public
- Remote Desktop - User Mode (TCP-In), Domain, Private

Figure 14-12 Inbound Rules

& Windows Firewall with Advanced Security \;‘i-
File  Action View Help
L L 2|

I nbouncRules Marne Group * Profile Enabled  Action | Inbound Rules A

;ﬁ Outbound Rules eNetwork Discovery (WSD EventsSecure-ln) Netwark Discovery Public Na Allow & NewRule

-i:“' Carmection Securiy Rl ONetwork Discovery (WD Events Secure-ln) Netwark Discovery Domain ha Allow

b & Maritarng @Network Discovery (WSD EventsSecure-ln) Netwark Discove Private Ves Allaww W Filterby Profle '
Y Y
oNetwurk Discovery (WSD-In) Netwaork Discovery Public No Allow W Filter by State 14
ONetwork Discovery (W3D-In) Netwark Discovery Darnain Mo Allow T Fiter by Group »
@Network Discovery (W3D-In) Hetwork Discovery Private Ves Allow View ,
oPerfurmance Logs and Alerts (DCOM-In) Performance Logs and Alerts  Private, Public o Allow
operformance Logs and Alerts (DCOM-In) Perfarmance Logs and Alerts  Domain Mo Allow ] Refresh
ePerFormance Logs and Alerts (TCP-In} Perfarmance Logs and Alerts  Private, Public Mo Allow = ExportList..
operfmmante Logs and Alerts {TCP-In} Performance Logs and Alerts  Domain o Allow Help
@Remate Desktop - Shadow (TCP-In) Remote Desktop Public Ves Allawy
(@ Rernote Desktop - Shadow (TCP-In Remote Desktop Domain, Private  Ves Allow _ || Remote Desktop . 4
L/ Remate Desktap - User Mode (TCP-In) Remote Desktop Public Ves Allow = @ Disable Rule
@Remate Desktop - User Made (TCP-In) Remote Desktop Domain, Private Ves Allow
@ Rernote Desktop - User Made {UDP-In) Remote Desktop Domain, Private Yes Allow # Cut
(@ Remate Desktap - User Mode (UDP-In) Remote Desktop Public Ves Allow 5 Copy
°Remate Euvent Log Management (WP-In) Remote Event Log Manage., Al Mo Allow K Delete
oRemate Event Log Management (RPC) Remote Event Log Manage., Al Na Allow D Propertes
eRemnte Event Log Managernent (RPC-EPMAR) - Remote Fvent Log Manage.. Al o Allowy
ORemate Event Monitar (RPC) Remote Event Monitar Al Ma Allow Help
MDera ke Fuvant Manibar (D FDRADY Rarank All Mo Al ¥
] [« ] >

If the port configured in the inbound rule of the firewall is different from that
configured on the remote server, the remote login will fail. If this occurs, add
the port configured on the remote server in the inbound rule of the firewall.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 415



Elastic Cloud Server
User Guide 14 FAQs

(11 NOTE

The default port is 3389. If you use another port, add that port in the inbound rule of the
firewall.

After you perform the preceding operations, try to remotely log in to the ECS
again.

Checking Remote Desktop Connection Settings

Modify the remote desktop connection settings of the Windows ECS: Select Allow
remote connections to this computer. The procedure is as follows:

Log in to the ECS.

2. Click Start in the lower left corner, right-click Computer, and choose
Properties from the shortcut menu.

3. In the left navigation pane, choose Remote settings.

4. Click the Remote tab. In the Remote Desktop pane, select Allow remote
connections to this computer.

Figure 14-13 Remote settings
system Properties -

Computer Mame | Hardware | Advanced | Remote
Remate Assistance

Allow Remate Azsistance connections ta this computer

Advanced...

Remate Desklop

Choose an option, and then specify who can connect,

(7 Don't allow remote connections to thiz computer

(®) Allow remote connections to this compuber

[ ] Allaw connections anly fram computers nunning Remate
Desktop with Metwork, Level Authentication [recommended)

Help me choose Select sers...

Ok H Cancel H Apply |

5. Click OK.

Checking Remote Desktop Services

1. Open the Windows search box, enter services, and select Services.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 416



Elastic Cloud Server
User Guide

14 FAQs

2.

In the Services window, restart Remote Desktop Services. Ensure that

Remote Desktop Services is in the Running status.

Figure 14-14 Remote Desktop Services
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Allows users to connect interactively % Remote Procedure Call (RPC) The RPCS Running  Automatic I
to a remote computer. Remote % Remate Procedure Call (RP... In Windows... Manual I
Desktop and Remote Desktop Session
Host Server depend on this service. +:Rernote Registry Enables rem... Autornatic (T... L
To prevent remote use of this + Resultant Set of Policy Provi.. Provides an.. Manual L
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Checking Remote Desktop Session Host Configuration

Open the emd window and enter gpedit.msc.
Click OK to start Local Group Policy Editor.

Choose Computer Configuration > Administrative Templates > Windows
Components > Remote Desktop Services.

Choose Remote Desktop Session Host > Security > Require use of specific
security layer for remote (RDP) connections.

Figure 14-15 Require use of specific security layer for remote (RDP)
connections

Local Group Palicy Editor

_l:l-

File Action View Help
L 7] g
| Online Assistance ~ | Security
| Password Synchronization
Require use of specific security Setting

| Portable Dperating System
*| Presentation Settings
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* RDLicensing

b [ Remote Desktop Connection Client
4 [ Remate Desktap Session Host

Edit policy setting

Requirements:
Atleast Windows Vista

layer for remote (RDP) connections

| Bpplication Compatibility
| Connections
| Device and Resource Redirection
7 Licensing
7 Printer Redirection
| Profiles
| RD Connection Broker

b [ Remote Session Environment

T Seswan Time Limits
* Temporary folders
7 R3S Feeds
9 Security Center
7 Serverfor NI
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Description:
This policy setting specifies
whetherto require the use of a
specific security layer to secure
communications between clients
and RD Sessicn Host servers
during Remote Desktop Pretocol
{RDP) connections.

If you enable this policy seting, all
communications between clients

and RD Sessicn Host servers

during remote connections must

use the security method specified

in this setting. The following o
security methods are available: <

Server authentication certificate template
Set client connection encryption level

Always prompt for passward upen connection

Da nat allow local administratars to customize permissions
2] Require ser suthentication for remate connections by using Netwark .

State
Not configures
Not configures
Nt configures
Mot configures

Not canfigures
Not canfigures

' Eended / Standard

Set Require use of specific security layer for remote (RDP) connections to
Enabled and Security layer to RDP.
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Figure 14-16 Setting security layer to RDP
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14.4.4.3 How Can | Obtain the Permission to Remotely Log In to a Windows
ECS?

Symptom

When you connect a remote desktop to a Windows ECS, the system prompts that
you need to be granted the right to sign in through Remote Desktop Services.

Figure 14-17 Remote login right missing.

Other user

ktop U

you're in doe

Solution

Open the cmd window and enter gpedit.msc.
Click OK to start Local Group Policy Editor.

Choose Computer Configuration > Windows Settings > Security Settings >
Local Policies > User Rights Assignment.
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b.

Locate and double-click Allow log on through Remote Desktop
Services. Ensure that Administrators and Remote Desktop Users have

been added.

Figure 14-18 Allow log on through Remote Desktop Services properties
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Locate and double-click Deny log on through Remote Desktop

Services. If the administrator account exists, delete it.

Figure 14-19 Deny log on through Remote Desktop Services properties
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b [ Software Restriction Palicies

b || Application Contral Policies

[ lg IP Security Policies on Local Co

b [ Advanced Audit Palicy Configy

b gl Policy-based QoS
I L] Adrinistrative Templates
4 4% User Configuration

< -

~

Palicy
| Create a token object
| Create global objects
| Create permanent shared objects
| Create syrnbalic links
Debug programs
| Deny access to this cormputer from the network
| Deny log on as a batch job
| Deny log on as a service

Deny log on locall

| Enable computer and user accounts to be trusted for delega...

Force shutdown from a remote system

| Generate security audits

|Irnpersonate a client after authentication
| Increase a process working set

|Increase scheduling priority
| Load and unload device drivers
| Lock pages in memany

Log on as a batch job
|Log on as a service
| Manage auditing and security log

Security Setting

LOCAL SERVICE,NETWO..,

Administrators

Adrninistrators

Adrninistrators

LOCAL SERVICENETWO..,
LOCAL SERVICENETWO..,
Users Window Manager..,

Administrators

Administrators

Administrators, Backup ...
cloudbase-init, NT SERVI...

Administrators
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14.4.4.4 Why Does the System Display No Remote Desktop License Servers
Available to Provide a License When | Log In to a Windows ECS?

Symptom

An error message is displayed indicating that there are no Remote Desktop
License Servers available to provide a license and asks you to contact the
administrator.

Figure 14-20 No Remote Desktop License Servers available to provide a license

Remote Desktop Connection

&°@ The remote session was disconnected because there are no Remote Desktop Licence Servers
¥ available to provide 2 licence,
Please contact the server administrator,

Help

Possible Causes
You have installed the Remote Desktop Session Host.

The grace period for Remote Desktop Services is 120 days. If you do not pay for it
when the period expires, the service will stop. Windows allows a maximum of two
users (including the local user) in remote desktop connections. To allow the access
of more users, install the Remote Desktop Session Host and configure the desired
number of authorized users. However, installing the Remote Desktop Session Host
will automatically revoke the original two free connections. This leads to the
preceding fault if desired number of authorized users has not been configured.

Precautions

e The operations described in this section apply to the ECSs running a Windows
Server 2008 or Windows Server 2012.

e The ECS must be restarted during the operation, which may interrupt services.
Back up data before restarting the ECS.

Windows Server 2008

1. Log in to the Windows ECS using VNC available on the management console.

2. Open Server Manager, right-click Remote Desktop Services under Roles,
and choose Remove Roles from the shortcut menu.
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4.
5.

Figure 14-21 Deleting roles

L= Seryer Manager

File Action ‘iew Help

& | HE
=L, Server Manager (ECS-200BEN-420r _
=& E e
.

o ﬁ
= Remerve Roles Fyice ' View the health of the roles installed on
e Wigw y pervi =
& Fe
= [z Refresh
= @ ~| Roles Summary
Help

|@|
oy Device Manager
_:_ﬁ’l_!; Canfigurakion
=5 Storage

A Roles: 3of 17 installed

&4 Metwork Policy and Access Services
{ 1 I Print and Document Services

Windows Deplovment Services

In the displayed dialog box, deselect Remote Desktop Session Host and keep
clicking Next till you finish the operation.

Figure 14-22 Deselecting Remote Desktop Session Host
x|

I ~  Select Role Services
=

To remove one or more installed role services for Remote Desktop Services, dear their check boxes:

Description:

Progress
Results

Bemote Desktop Session Host(RD
Session Host), formerly Terminal
Server, enables aserver to host
Windows-based programs orthe full
Windows desktop. Users can connect
to an RD Session Host serverto run
programs, save files, and use network
resources on that server,

More about role services

i | Next > I Hemove Cancel

Click Delete.
Restart the ECS.
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Windows Server 2012

1. Log in to the Windows ECS using VNC available on the management console.

2. Open Server Manager, choose Manage > Remove Roles and Features, and
click Next.

Figure 14-23 Deleting roles and features

& Server Manager

WELCOME TO SERVER MANAGER

i er
e M @ configure s
2 Add f

WHAT'S NEW

LEARN MORE

3. Select the destination server and click Next.
4. Deselect Remote Desktop Services.

Figure 14-24 Deselecting Remote Desktop Services

Select one or more roles to on the selected server.
Roles Description
Se o ~ Active Directory Certificate Services
5 | Application Server (AD CS) is used to create
[ DHCP Server certification authaorities and related
Fe [] DNS Server role services that allow you to issue
N and manage certificates used in a
L] Fax Server variety of applications.
[®] File and Storage Services (1 of 12 installed)
O Hyper-V

[] Metwork Policy and Access Services
[[] Print and Document Services

[] Remote Access

I [_] Remote Desktop Services

[] Velume Activation Services

[] Web Server (II5)

[[] Windows Deployment Services

[] Windows Server Essentials Experience

[] Windows Server Update Services

5. Click Delete.
6. Restart the ECS.

14.4.4.5 Why Does the System Display Error Code 0x112f When | Log In to a
Windows ECS?

Symptom

When you log in to a Windows ECS, the system displays error code 0x112f, as
shown in Figure 14-25.
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Figure 14-25 Error message (code: 0x112f)

Remote Desktop Connection H

( x'] Because of a protocol error (code: 0x112f), the remote session will be disconnected.
M Please try connecting to the rermote computer again,

Help

Possible Causes

The ECS memory is insufficient.

Solution
e Method 1 (recommended)

Modify the ECS specifications to increase the vCPUs and memory size. For
instructions about how to modify ECS specifications, see Modifying
Individual ECS Specifications.

e Method 2
Enable virtual memory on the ECS to obtain its idle memory.
For details, see How Can | Enable Virtual Memory on a Windows ECS?

(11 NOTE

This method will deteriorate the disk 1/O performance, so use this method only when
necessary.

14.4.4.6 Why Does the System Display Error Code 0x1104 When | Log In to a
Windows ECS?

Symptom
The system displays an error message indicating that a protocol error (code:

0x1104) is detected when you use MSTSC to access an ECS running Windows
Server 2008.

Figure 14-26 Protocol error (code: 0x1104)
I Remote Desktop Connection li_;?_J

.:" ":. Because of a protocol error detected at the client (code 0x1104), this session will be
M dizconnected.
Please try cennecting to the remote computer again.

[ ok ][ Hep

Possible Causes
e  Port 3389 of the security group on the ECS is disabled.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 423



Elastic Cloud Server
User Guide

14 FAQs

e The firewall on the ECS is disabled.
Port 3389 on the ECS is used by other processes.

e The Remote Desktop Session Host is incorrectly configured.

Solution

Step 1 Check security group settings.

Check whether port 3389 is allowed in inbound direction. If it is allowed, go to

Step 2.

Step 2 Check whether the firewall is disabled:
1. Log in to the Windows ECS.

2. Click the Windows icon in the lower left corner of the desktop and choose

Control Panel > Windows Firewall.
= All Control Panel Items I;JE-

(%)« 7 ‘l-‘ﬂ » Control Panel » All Control Panel [terns » v & earck tral Pane ]
Adjust your computer's settings Viewby: Smallicons
P Action Center {+] Administrative Tools lﬁ AutoPlay
B Color Management @ Credentisl Manager ) Date and Time
8] Default Programs ) Device Manager i Devices and Printers
B pisplay @ Ease of Access § Folder Options
A Fonts € Intemet €4, i5CS! Initiator
& Keyboard &F Language ¥ Mouse
A% Network and Sharing Center B Notification Area Icons ] Phone and Modem
B Powe 18 Programs and Features @ Region
% RemoteApp and Desktop Connections & Seund 18 Syetem

(L, Taskbar and Navigation

82, User Accounts Windows Update

3. Click Turn Windows Firewall on or off.
View and set the firewall status.

"4

Windows Firewall l;li-

© -t |0 » Control Panel » All Control Panel ltems » Windows Firewall v & earch Control Par po

Contrel Panel Home

Allow an app or feats

through Windows Firewall
& Change notification settings

%' Turn Windows Firewall on or

Help protect your PC with Windows Firewall

Windows Firewall can help prevent hackers or malicious software from gaining access to your PC through the
Internet or a network.

Update your Firewall settings

Windows Firewall is not using the recommended

% Use recommended settings |

off

B Restore defaults

settings to protect your computer.

What are the recommended settings?
& Advanced settings
Troubleshoot my network . ) Private networks Not connected (+
. %3 Guest or public networks Connected (%)

Networks in public places such as airports or coffee shops

Windows Firewall state: off

Incoming connections: Block all connections to apps that are not an the fist
of allowed apps

Active public networks: Network

Neotification state: Do not notify me when Windows Firewall blocks 2
new app

Action Center

Network and Sharing Center

If the firewall is enabled, go to Step 3.
Step 3 Log in to the ECS using VNC and check the port.

1. Open the cmd window and run the following command:
netstat -ano |findstr: 3389
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6.

Figure 14-27 Checking port 3389

= Administrator: Command Prompt

icrosoft Windows [Uersion 6.3.96881
(e> 2013 Microsoft Copporation. All rights reserved.

C:\lsers“Adninistrator>netstat —ano ifindstr :=3389

TCP 0.0.0.08:3389 9.8.8.8:0 LISTENING

TCP [z:1:3389 [::]:0 LISTENING

2i\llsers\idninistrator)

As shown in Figure 14-27, port 3389 is used by the process with ID of 4.
Open Task Manager and find the process with ID of 4 is the System process.

Generally, the IIS and SQL Server run as the System process. Run the following

HTTP command for further check.
netsh http show servicestate

Figure 14-28 Checking System process

. Administrator; Command Prompt

Enapshot of HTTP service state (Server Session Uiewd:

Idle connectio
Header wait timeout (sec
Minimum send rate (bhytes/ssecr:
URL groups:
URL group ID: FEGOOBOA46008001
State: Ac
Request gueue name: Request gueue is unnamed.
Properties:
Max bandwidth: inherited
Max connections: inherited
Timeouts:
Timeout values inherited

=y
3

HITP://+1338%9 7

ueues:

If port 3389 is used by HTTP protocols, it indicates that the port is used by IIS.

Enter http://127.0.0.1:3389 in the address box of the browser and press
Enter. Check whether the website can be visited normally.

Change the port used by IIS and restart IIS.

Step 4 If no error occurs during the preceding steps, go to step Step 5 to check whether
error 0x1104 is caused by the configuration of Remote Desktop Session Host.

Step 5 Check the remote desktop session host configuration.

AN =

Log in to the ECS using VNC.
Open the emd window and enter gpedit.msc.
Click OK to start Local Group Policy Editor.

Choose Computer Configuration > Administrative Templates > Windows

Components > Remote Desktop Services.
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Figure 14-29 Remote Desktop Services

o

1 oup Po dito
File Action Wiew Help
e |5m|=HmET
/=] Local Computer Palicy ISl § Windows Components
[ ) Computer Configuration -
TS TR Remote Desktop Services Setting 4
| Windows Settings _| Mebwork Prajector
e Description: | Orling Assistance
Controks configuration of Remote | Parental Cantrol
| Contral Panel Deskbop Services technologies that - raremaltontols -
| Metwark, enable access to a server running al Password Synchronization
' Prirkers Windows-based programs or the full
3 - Windows desktop
[ | Windows Components — | RS5 Feeds
| Active Direckory Federation Sar il Security Center
* Actives Installer Service | Server for MIS
| Application Compatibiity | Shutdawn Options
| AukaPlay Paldies | smart Card
- Backup | Sound Recorder
| Eiometrics . . | Tatet PC
- E\tL;cketlr ?[:ve EInEryfptlon | Task Scheduler
- Drekte " |aG dsert nierlace | windows Anytime Upgrade
| Desktop Gadgets 2
- Windows Calend
| Deskrop Window Manager - ?n o alendar
| Digital Locker | Windows Color System
= Evert: Forwarding | Windows Customer Experience Improvement Prc
| Event Lag Service | Windoiws Defender
7| Event Viewer ‘. windows Error Reparting
| zame Explorer 1 Windows Explarer
| HomeGroup vI 4] |
2l | 4 Extended A Standard /

Remote Desktop Session Host > Security.

Figure 14-30 Remote (RDP) Connection requires the use of the specified

security layer

| Metwark Projector
| Onling Assistance
| Parental Controls
7| Passward Synchronization

Presentation Settings
-
RO Licensing
Remote Desktop Connection Clisnt
5

| Application Compatibility
| Connections
“| Devics and Resaurce Redirection
| Licensing
| Printer Redirection
| Profiles
“| RD Connection Broker
| Remote Session Environment
| Security
| Session Time Limits
_| Temparary folders
| RS5 Feeds
“| Security Center
| Server for NIS
| Shutdown Options
| Smart Card

o —

Require use of specific security

Sekting

B Local Group Policy Editor [_ O] ]
File  Action Wiew Help
&= fE=BElT
| MetMesting a
Metuark Access Protection
a State

layer for remote (RDP) connections.

Edit policy setting

i-| Server Authentication Certificate Template

Set client connection encryption level
Always prompt For password upon connection
Bequire sarire RPC communication

Requirements:
At least Windows Vista

Description:

Specifies whether to require the use
of a specific security layer to secure
communications between dients and
RD Session Host servers during
Remote Desktop Protocol (RDF)
connections.

If you enable this setting, all
communications between dients and
RD Session Host servers during
remote connections must use the
security method specified in this
setting. The Following security
metheds are available:

= Negotiate: The Negotiate method
enforces the most secure method
that is supported by the dient. If
Transport Layer Security {TLS)
version 1.0 is supported, t is used to
authenticate the RD Session Host

server. If TLS,is not supported, -4

Do nat allow local administrators to customize permissions

|i=| Require user authentication For remote connections by using Met...

Mot configured
Mat configured
Mot configured
Wt configured

Mot configured
Mot configured

ol

Extended 4 Standard /

7 settingls)

Set Require use of specific security layer for remote (RDP) connections to
Enabled and Security layer to RDP.
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Figure 14-31 Setting security layer

LM equire use of specific security layer for remote (RDP) connec! tions

Bl Res Erevious Setsing | | Mest Sevting

¢ Mot Configured EEmar e £ =

m

7 Disabled _Iv
Supported on: At least Windows Wista =1

Options: Help

Secunty Layer = her e reguirs he us e s=curey oyer o

Choose the secur o Tayer from the drop-down list.

7. Click OK.

8. After the configuration is complete, open the cmd window.

9. Run the following command to update the group policy:
gpupdate

Figure 14-32 Updating the group policy

ows'system32\cmd.exe
Microsoft Windows [Version 6.1.76811
Copyright (c) 2009 Microsoft Corporation. A1l rights reserved.

C:\Users\Adninistrator>gpupdate
Updating Policy...

User Folicy update has completed successfully.
Computer Policy update has completed successfully.

C:\Users\Administrator?,

--—-End

14.4.4.7 Why Does the System Display Error Code 122.112... When | Log In to
a Windows ECS?

Symptom

The system displays error 122.112... when you use RDC to locally access an ECS
running Windows Server 2012. The ECS is frequently disconnected and the
Windows login process is unexpectedly interrupted.

Possible Causes

1. System resources are insufficient or unavailable.
2. The services cannot be started.

Solution

Step 1 Check system logs.
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3.

Log in to the ECS using VNC.

|
Click to start the service manager and choose Administrative Tools >

Event Viewer > Windows Logs > System > Filter Current Logs.

Figure 14-33 Event viewer

&

File A&ction “iew Help

«s 5[

Q Ewent Viewer {Local)
b L Custom Vieus
& Application
& Security
= Setup
Forwarded Bvents

b B Applications and Services Lo
:J Subscriptions

< m >

Event Viewer

MNumb

System

_I:I-

Creates a filter,

Date a.,  Source Ewvent., Task Categary ~
. 6920,  Service Cont., J036 Naone
. 6/9/20..  Service Cont., J036 Mone
. 679720, Service Cont. 7036 None
w6920, Service Cont. 7036 Mone
. 6920, Service Cont., 40 Naone
(D)Inf.. €/9/20.. ServiceCant.. 7036 MNane
(@Inf.. 6/9/20. Service Cont.. 7040 None
< n >
Event 7036, Service Control Manager x

General | Details

The Windows Modules Installer service entered the stopp

Log Mapne: Systern

Source: Service Control Manager Logged

Ewent 1D: 7036 Task Cz

Lewel: Infarmation Keynnior
m >

v

In the Event Level pane, select event levels.

Actions
System
= Open Saved Log...
¥ Create Custom View..,
Irport Custorm Yiews...
Clear Log...

D Froperties

@ Find..

[ Save &ll Events As..,
Attach a Task To this Log...
Wiewns

| Refresh

ﬁ Help

Event 7036, Service Control Man...

D Event Properties
Q Attach Task To This Bvent...

Bg Copy

v
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Figure 14-34 Filtering logs
Filter Current Log -

Filter | whaL

Lagged: |Anytir‘ne v|

Event level: Critical Wifarning Werbose

Errar Information

Event logs: |System

Event sources: | El

Includes/Excludes Event [Ds: Enter 1D numbers and/or ID ranges separated by commas, To
exclude criteria, type a minus sign first, For example 1,3,5-99,-76

|<AIIEventIDs> |

Task categary: |

Keynivards: | El

User: |<.ﬂ.ll Users: |

Computer(s): |<.-'3.II Computers » |

Clear

| 0K || Cancel |

4. Search for login logs.

Step 2 Check the usage of host resources.

1. Choose Start > Task Manager > Performance.
2. Check usage of CPU and memory.

Step 3 Check whether the purchased Windows ECS is with 1 vCPU and 1 GB of memory.
If it is, change the flavor or stop unnecessary processes.

--—-End

14.4.4.8 Why Does the System Display Invalid Certificate or Associated Chain
When | Log In to a Windows ECS from a Mac?
Symptom

When you use Microsoft Remote Desktop for Mac to remotely access a Windows
ECS, the system displays invalid certificate or associated chain.
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Figure 14-35 Microsoft Remote Desktop for Mac
Mac App Store Preview e eGSR B el o

Microsoft Remote Desktop
By Microsoft Corporation
Open the Mac App Store to buy and download apps.

Description

With the Microsoft Remote Desktop app, you can connect to a remote PC and your work resources from almost

anywhere. Experience the power of Windows with RemoteFX in 2 Remote Desktop client designed to help you get
your work done wherever you are.
@ Getting Started

Configure your PC for remote access first. Download the RDP assistant to your PC and let it do the work for you:
https://aka ms/rdsetup
Learn more about remote desktop apps here: https://aka.ms/ rdapps

View in Mac App Store Features

- Access to remote resources through the Remote Deskiop Gateway

Due to the particularity of the Mac system, you need to perform internal
configurations on Mac and the Windows ECS to ensure successful remote
connection. When you log in to the Windows ECS using Microsoft Remote Desktop
for Mac, the system displays an error message indicating that the certificate or
associated chain is invalid.

Figure 14-36 Invalid certificate or associated chain

The certificate or associated chain is not
valid.

. ﬂ Do you want to connect to this computer anyway?

Possible Causes

The group policy setting is incorrect on the ECS.

Procedure

1. On the menu bar in the upper left corner, choose RDC > Preferences to open
the preference setting page of the Microsoft Remote Desktop.

Figure 14-37 Preferences setting

o T File Edit View Help
About Remote Desktop Connection

Preferences...

Services

Hide RDC
Hide Others
Show All

Camputer:l | Connect

g;E_xz_ampIe_a: MyPC, n;ma.mlc_rqsoﬁ.;nm. m—

Quit RDC

2. Select Security and modify the parameter settings according the following
figure.
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Figure 14-38 Security setting

Security
— r o =] AL
R o2 & g I

Login Display Keyboard Sound Drives Printers Applications Security

I Authentication verifies that you are connecting to the correct
Windows-based computer.

Authentication might require you to type a full computer name to
connect. Example: computer.example.com.

Remote computer authentication: |—

Always connect, even if authentication fails
0 Warn me if authentication fails
Do not connect if authentication fails

3.  Remotely connect to the Windows ECS again. If the error message Invalid
certificate or associated chain is still displayed, go to 4.

4. Log in to the Windows ECS using VNC.

5. Press Win+R to start the Open text box.

6. Enter gpedit.msc to access the Local Group Policy Editor.

7. In the left navigation pane, choose Computer Configuration >
Administrative Templates > Windows Components > Remote Desktop
Services > Remote Desktop Session Host > Security.

Figure 14-39 Remote Desktop Session Host
1=} Local Group Policy Editor == -
File Action Wiew Help
= @ = B T
| Metwaork Access Protection ~ i e
| Password Synchronization [iZ] Set client connection encryption level
] e g 2 e s G o
“ 2] Require use of specific security layer for remote (RDP) cannections
= RD Licensing 2] Do not allow local administrators te custemnize permissions
Rernate Desk annection Cliet 2] Require user authentication for rernote connections by using Metwork ...
:
T Application Compahibility
| Connections
“| Dewvice and Resaurce Redirecti
7| Licensing
~| Printer Redirection
“| Profiles
| RD Connection Broker
13 Remote Session Environment
Securi
“| Session Time Limits
“| Termporary folders < = >
< BT > |\ Extended 4 Standard
7 setting(s)
8. Modify the following parameters as prompted:

- Enable Require use of specific security layer for remote (RDP)

connections.
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Figure 14-40 Require use of specific security layer for remote (RDP)

connections
o Require use of specific security laver for remote (RDP) connections == -
E Require use of specific security layer for rermote (RDP) connections sions Saiilng | ‘ Hlext Setting ‘
O Mot Configured Comment:
Supported 0 [ At | a5t Windaws Vista
Options: Help:
Security Layer |RDP v This policy setting specifies whether to require the use of a ~
specific security layer to secure communications between clients
Choose the security layer fram the drop-down list, and RD Session Host servers during Remote Desktop Protocol

(RDP) cannections,

If you enable this policy setting, all communications between
clients and RD Session Host servers duting rerote connections
rust use the security method specified in this setting, The
following security rmethods are available:

* Megotiate: The Megotiate method enforces the most secure
rmethod that is supported by the client, If Transport Layer
Security (TLS) wersion 1.00s supported, it is used to authenticate
the RD Session Host server, If TLS is not supported, native
Rermate Deskbop Protocal (RDP) encryption is used to secure
communications, but the RD Session Host server is not
authenticated.

*RDP: The RDP method uses native RDP encryption to secure
communications between the client and RD Session Host server.
If ywou select this setting, the RD Session Host serveris not w

- Disable Require user authentication for remote connections by using
Network Level Authentication.

Figure 14-41 Remote connection authentication

A Require user authentication for remote connections by using Network Lewvel Authent...l;‘i-

E Require user authentication for remaote connections by using Metwark Level Suthentication

Prewvious Setting

) Mot Configured Comment;

() Enabled

Supported on [ ag jeqst Windows Vista

Options: Help:

This policy setting allows you to specify whether to require user |~
authentication far remote connections to the RD Session Host
server by using Metwark Level Suthentication, This policy setting
enhances security by requiring that user authentication occur
earlier in the rernote connection process,

If you enable this policy setting, only client computers that
support Metwork Level Authentication can connect to the RD
Session Host server,

To deterrnine whether a client computer suppaorts Network Level
Authentication, start Rernote Desktop Connection on the client
cormputer, click the icon in the upper-left corner of the Remote
Desktop Connection dialog box, and then click About, In the
Sbout Rermote Desktop Connection dialog box, look for the
phrase Metwark Lewel Authentication supported,

If you disable this policy setting, Metawork Lewvel &uthentication is
not required for user authentication before allowing rermote

| QK || Cancel || Apply |

9. Close the group policy editor and restart the ECS.
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14.4.4.9 Why Is My Remote Session Interrupted by a Protocol Error?

Symptom

An error message is displayed indicating that the remote session will be
disconnected because of a protocol error.

Figure 14-42 Protocol error

Because of a protocol error, this session will be disconnected. Please try connecting to the remote
computer again.

Possible Causes

The registry subkey Certificate is damaged.

Solution
1. In the Run dialog box, enter regedit and click OK to open the registry editor.

Figure 14-43 Opening the registry editor

B Run

=== Type the name of a prograrm, folder, document, or Internet
resource, and Windows will open it for you,

Open: Iregediti j

'E':;' This task will be created with administrative privileges,

QK Cancel | Bronirse,., |

2. Choose HKEY_LOCAL_MACHINE > SYSTEM > ControlSet001 > Control >
Terminal Server > RCM.

3. Delete Certificate.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 433



Elastic Cloud Server
User Guide

14 FAQs

Figure 14-44 Deleting Certificate

=1Ly s

<<<<<<<< HKEY_LOCAL M. ECantrolSSt00 1| CantralT erminal ServeriRCh _

Restart the ECS.

Choose Start > Administrative Tools > Remote Desktop Services > Remote

Desktop Session Host Configuration.

Figure 14-45 Opening Remote Desktop Session Host Configuration

~ Remote Desktop Services Manag

“#. Component Services

;5-" Computet Management

E Data Sources (ODBC)

12| Event viewer

& (5051 nitiator

fb Local Security Policy

@ Metwark Policy Server

@ Perfarmance Monitor

@ Print Management

E Routing and Remote Access
i Security Configuration Wizard

& Deckton
iConfigure Remote Desktop Session Host settings

/2 Ny
"@ Internet Explorer 3 ( _' '\
|

-

B
Il |

Administratar
%ﬁ Server Manager
Documents ©. Services
‘41 Share and Storage Management
Cornputer - Storage Explorer
System Configuration
Network -

® Task Scheduler
ﬂg’ ‘Windows Deplayrment Services

0 ‘Windows Firewall with Advanced Security
@ Windows Memory Diagnostic

E Windows Powershell Madules

@ Windows Server Backup

Control Panel

Devices and Printers

Help and Support:

Run...

‘windows Security

Logaff | »

3 All Programs

I Search programs and files

o B b5

Right-click RDP-Tcp and choose Properties. In the displayed dialog box, click

General and set Security layer to RDP Security Layer.
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Figure 14-46 RDP-Tcp properties

‘ff;!memnte Desktop Session Host Configuration

File Action  Wiew Help

e= =Bz

RD 5 Host Confi ti 3 B
Configuration for server:
#
20s-2008en-420652
This server is configured for Remote Desktop for Adrmiristration.
You can use Remote Desktop Session Host Configuration taal to configure settings for new connections, madify the: settings of
existing connections, and delete connections. You can configuresettings on a per-connection basis, or for the server as a whale.
Connections RDP-Tcp Properties
i E E
Microzoft RDP 7.1 tep Remate Contral | Client Settings | Network Adapter | Security |
General Log on Settings | Sessions | Enviranment
Type: ROP-Tep
Transport: tcp
Camment,
Edit settings
9 [ Secunty
General Security layer:
-] Delete temporany folders on et Yes Communication between the server and the client wil use native RDP
%] Use temporary folders per session Yes encrypion.
%] Restrict each user to a single session Yes
R . Enciyption level: Clignt Compatible v
Licensing
y i Al data sent between the client and the server is protected by encryption
|72 Remote Desktop licensing mode: Femote De based on the maximum key strength supported by the client
Al connections only from computers iwming Remaote D eskiop with
Metwark Level Authertication
Cerificate: Auto generated
Select Default
Leam more about confiquring security settings
/0 This computer is corfigured for Remote Desktop for Administ 0K I Cancel Apply
computer, you must first configure this computer as a Remob
computer as a Remote Desktop Session Host server, use Server Manager to install the Remate Desktop
Session Host role service:

14.4.4.10 Why Am | Seeing an Error Message That Says Identity of Remote
Computer Cannot be Verified When | Log In to a Windows ECS?

Symptom

An error message is displayed indicating that the identity of the remote computer

cannot be verified. You are required to enter the password and log in again.

Figure 14-47 Protocol error

& Remote Desktop Connection X

{ii The identity of the remote computer cannot be verified. Do
' you want to connect anyway?

This problem can occur if the remote computer is running a version of
Windows that is eadier than Windows Vista, or if the remote computer is nat
configured to support server authentication.

For assistance. contact your netwark administrator or the owner of the remote
computer.

[ ] Dont a=k me again for connections to this computer

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd.

435



Elastic Cloud Server
User Guide 14 FAQs

Possible Causes

Security software installed on the ECS prevents logins from unknown IP addresses.

Solution
e Uninstall the security software.
e Open the security software and enable the default login mode.

14.4.4.11 Why Am | Seeing An Error Message That Says The Two Computers
Couldn't Be Connected in the Amount of Time Allotted When | Log In to a
Windows ECS?

Symptom
An error message is displayed indicating that the computer cannot connect to the
remote computer in the amount of time allotted.

Figure 14-48 Error message

Remote Desktop Connection *

@ This computer can't connect to the remote computer.

The two computers couldn't connect in the amount of time allotted. Try connecting again. If
the problem centinues, contact your network administrator or technical support.

Help

Solution

1. On the local computer, click on the Start icon, type cmd into the box, and run
the command as an administrator.

2.  Run the netsh winsock reset command.
3. Restart the local computer as prompted and reconnect to the ECS.

14.4.4.12 Why Am | Seeing an Error Message That Says User Account is not
Authorized for Remote Login When | Log In to a Windows ECS?

Symptom

An error message is displayed indicating that the connection is denied because the
user account is not authorized for remote login.
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Figure 14-49 Error message

Remote Desktop Connection

0K Help

Possible Causes

The remote desktop connection permissions have been incorrectly configured.

Solution

Step 1 Check remote desktop permissions on the ECS.

1. In the Run dialog box, enter secpol.msc and click OK to open Local Security
Policy.

2. Choose Local Policies > User Rights Assignment > Allow log on through
Remote Desktop Services.

Figure 14-50 Local security policy

E Local Security Policy — O] x
File Action View Help
4 =h ’,|!T“ X= HF

-:_r; Security Settings

[+ Account Policies
=y Local Policies
2] Audit Policy

Policy ~ | Security Setting | -
Access Credential Manager as a trusted caller
Access this computer from the network,

Act az part of the operating system

Add warkstations ko domain

Everyone,Administrators, ...

B g Security Options

] ‘windows Fireveall with Advanced Security
] Network List Manager Policies

[ | Public Key Policies

# __ Software Restriction Policies

& __ application Control Policies

] 3 1P Security Policies on Local Computer

&3 Advanced Audt Palicy Configuration

4 |+

Adjust memory guotas for a process
Allow log on locally

[ Allow lng on through Remote Desktop Services |

Back up files and directories

Bypass traverse checking

Change the system time

Changea the time zone

Create a pagefile

Create a token object

Create global ohjects

Create permanent shared objects

Create symbolic bnks

Debug programs

Deny access to this computer from the network.
Deny log on as a batch job

Deny log on as a service

Deny lag on locally

Deny log on throwgh Remote Deskiop Services

Enable computer and user accounts to be trusted for delegation

Force shutdown from a remate system
Generate security audits
Impersonate a chent after authentication

Trevaacs 2 mraeses werkina cak

LOCAL SERVICE,METWOR...
Administrators,Users, Back...
Admiristrators,Remate De...
Administrators,Backup Op...

Everyone,LOCAL SERYIC...

LOCAL SERVICE, Administr...
LOCAL SERVICE, Adrministr...

Adriristrators

LOCAL SERVICE, METWOR....

Administrators
Administrators

Admiristrators

LOCAL SERVICE,NETWOR....
LOCAL SERVICE,NETWOR. .,

=

Check whether there are user groups or users that have been granted the
remote login permission.

If not, add required users or groups.
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Figure 14-51 Allow log on through Remote Desktop Services properties
illow log on throuwgh Remote Desktop Services Properties T
Local Security Seting ] E xplain |

i. &llows bog on through Remote Deskiop Services

Adrniniztrators
Remote Deskiop Users

Add User or Group... Hemove

| k. I Cancel SEply

Step 2 Check the target user group.

1. Open the Run dialog box, enter lusrmgr.msc, and click OK to open Local
Users and Groups.

2. Double-click Users on the left.

3. Double-click the name of the user to whom the login error message was
displayed.

4. In the displayed dialog box, click the Member Of tab. Ensure that the user
belongs to the user group that is assigned with the remote login permission in
Step 2.2.
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Figure 14-52 Checking the target user group

f'_!lusrmgr - [Local Users and Groups {Local)\Users]

File Action View Help

oy 7_|52;? x::f ﬂ:

& Local Users and Groups (Local) Name | Full Name | Deseription |
Users Administrator Builk-in accaunt for administering the. .,
Groups & cloudbase-init  cloudbase-init

¥, Guest Built-in accaunt For guest access tot,.,
Administrator Properties ﬂ ﬂ
Remote Desklop Services Profile | Personal Virtual Desktop | Dialin
General  Member Of | Profie | Envionment | Sessions | Remote control
Member of
& Administrators
& Remote Desklop Users
Changes to a uzer's group membership
Add... I Eemaove | are not effective until the next ime the
uzer logs on.
Ok | Cancel | Apply Help

Step 3 Check the remote desktop session host configuration.

1.

In the Run dialog box, enter tsconfig.msc and click OK to open Remote
Desktop Session Host Configuration.

Double-click RDP-Tcp or other connections added by a user under
Connections and click the Security tab.
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Figure 14-53 Security

*# Remote Desktop Session Host Configuration

File: Action Wigw Help
<= =l =
@ RD Session Host Configuration

3 Licensing Diagnosis

Configuration for server:
ecs-2008en-420652
This server is configured for Remote Desktop for Administiation

*fou can use Remote Deskiop Session Host Configuration 1ol to configure settings for new connections. modify the settings of
existing . and sons. You can conf ngs on a per-connection basis, or for the server as a whole.

Connections

General |  LogonSetinge | Seesions | Ervionment |
Remote Control | Client Settings | Network Adapter

Edit settings Group or user names:
General B2, SYSTEM
82, LOCAL SERVICE
7] Delete temporary folders on exit 82, NE TWORK. SERVICE
7| Use temporaty folders per session 82, Administrators (ECS-2008E N-4206\Administrators)
[] Restiict each user to a single session 82, Remote Desktop Users (ECS-2008EN-42065\Remate Desktop Users)

B2, INTERACTIVE
Licensing

%] Remote Desktop licensing mode Add... Femove

Pesmissions for SYSTEM Allaw Deny
Full Control O
User Access O
Guest Access [m]
Special permissions O [m]

For special or advanced settings. click. Advanced

/8 This computer is conbigured for Remote Deskt  Advanced.
must frst this compute

emote L sbout access control and

0K I Cancel I Apply |

3. Check whether there are user groups or users that have been granted the
remote login permission under Group or user names.

If not, add required users or groups.

4. Restart the ECS or run the following commands in the CLI to restart the
Remote Desktop Services:

net stop TermService
net start TermService

----End

14.4.4.13 Why Does My Remote Desktop Session End Because Another User
Logs In When | Log In to a Windows ECS?

Symptom

An error message is displayed indicating that your remote desktop session has
ended because another user has connected to the remote computer.

Figure 14-54 Ended remote desktop session

- o
Remote Desktop Connection [ﬁ,l

. h Your Remote Desktop session has ended.

Ancther user connected to the remote computer, so your connection
was lost. Try connecting again, or contact your network administrator
or technical support group.

oK N,H Help
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Windows Server
1.

2008

Choose Start > Administrative Tools > Remote Desktop Services > Remote

Desktop Session Host Configuration.

Figure 14-55 Remote Desktop Session Host Configuration

M ;& Remote Desktop Services Manager

omponent Services Fﬂ Remote Desktop Session Host Configuration

QB Remote Desktops

;é-' Computer Management
5 Data Sources {ODBC)
E Event Yiewer

- @
@ Internet Explarer 2

J é: &, i5CSI Initiator
i Local Security Policy
Administrator @) Performance Manitor
i Security Canfiguration Wizard
Documents 3—5 Server Manager
. Fervices
Computer ‘4 Share and Storage Management
Storage Explorer
Metwiork = S

Syskem Configuration
(5 Task Scheduler
ﬂ Windows Firewall with Advanced Security

Control Panel

m Windaws Memory Diagnostic
E windows PowerShell Modules
b @ windows Server Backup

Devices and Printers

Help and Support

Run...

‘Windows Security

l@ Log off | ¥

3 All Pragrams

I Search programs and files

= >

Double-click Restrict each user to a single session and deselect Restrict
each user to a single session, and click OK.

[ Tstart

Figure 14-56 Modifying the configuration
e

Fie Acion View Help

e=mE=

R ettt s | Gonfiguration for servor:
5 1 Lcaring Do Configurats
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[ Connection Type [ Trarmsport | Encvption [ Comment Properties

=
SHROPTen

Miciosoft RDF 7.1 tcm Cliert Compatible
General | Licensing|
These seitings affect the perfomance of this RD Session Host server,
For best resuls, select al check boses.
Edit settings
General
-] Delete temparary folders on exit Yes
2 folders i es
serto es |

User lagon mode ————————————————————————

ensing made Fiemote Diesktap for Administiation Allow allc
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v e
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A Tms compter s cony Canoel Apply

st 15, coniigure i compuier a5 a Femole Desklop Session Host server T canfoure ths
cnmnulev a a Remnla Desktop Sassion Host sever, use Server Mansgei o nstalths Remate Do

Windows Server 2012

1.

Choose Start > Run. In the Run dialog box, enter gpedit.msc and click OK to

start Local Group Policy Editor.

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

441



Elastic Cloud Server
User Guide

14 FAQs

2.

3.

4.

Choose Computer Configuration > Administrative Templates > Windows
Components > Remote Desktop Services > Remote Desktop Session Host >

Connections.

Figure 14-57 Connections

File Action View Help

o= 2@ =z B T

Local Group Policy Editor

| Metwaork Projector
| OneDrive
| Online Bssistance
7| Password Synchronization
| Portable Operating Systern
| _Presentation Settings
" [Rermte Dasttop Servees |
“| RD Licensing

= Application Compatibility
[Eommetiors]

* Device and Resource Redirection
7 Licensing

* Printer Redirection

3
a

Profiles
RD Connection Broker

b (7] Remote Session Environment:
Security
Sessian Time Limits
* Temporany folders
7| RSS Feeds

< ]

12 settingls)

| Connections

Restrict Remote Desktop Services
users to a single Remote Desktop
Services session

Edit policy setting

Requirements:
At least Windows Server 2003

Description:
This policy setting allows you to
restrict users to a single Remote
Desktop Services session.

If you enable this policy setting
users who log on remotely by
using Remote Desktop Services
will be restricted to a single
session (either active or
disconnected) on that server. If
the user leaves the session in a
disconnected state, the user
autematically reconnects to that
session at the next logon.

Setting
i= Automatic reconnection
Allow users to connect remotely by using Remote Desktop Services

Deny logoff of an administrator logged in to the consale session

Configure keep-alive connection intenval

Limit number of cannections

Suspend user sign-in ta complete app registration

Set rules for rermote control of Rermote Desktop Services user sessions
Select netwvork detection on the server

Select ROP tran

Allow remate start of unlisted programs
[ Turn off Fair Share CPU Scheduling

tocols

Y Extended { Standard

Double-click Restrict Remote Desktop Services users to a single Remote
Desktop Services session, change the value to Disabled, and click OK.

Figure 14-58 Modifying the configuration

L

Ei Restrict Rermote Desktop Services users to a single Remote Desktop Services session

| Erevious Setting | |

Mext Zetting

) Mot Configured

) Enabled

Qptions:

Comrnent:

Suppaorted on

A Restrict Remote Desktop Services users to a single Remote Desktop Services session I;Ii-

At least Windows Server 2003

Help:

This policy setting allovws ywou to restrict users to 3 single Rernote
Desktop Services session.

If you enable this policy setting, users who log on remotely by
using Rernote Desktop Services will be restricted to a single
session (either active aor disconnected) on that server. If the user
leaves the session in a disconnected state, the user automatically
reconnects to that session at the next logon,

If you disable this policy setting, users are allowed to make
unlimited simultaneous rermaote connections by using Rermote
Desktop Services.

If you do not configure this policy setting, this policy setting is
not specified at the Group Policy level,

|OK

|| Cancel |

Run gpupdate/force to update the group policy.
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14.4.4.14 Why Does an ECS Fail to Be Remotely Connected Using RDP and
Internal Error Code 4 Is Displayed?

Symptom

An internal error is displayed when you log in to a Windows ECS and you fail to
connect to the ECS remotely. Generally, this problem occurs because the Remote
Desktop Services is busy.

Possible Causes
The Remote Desktop Services is busy.
The remote desktop is disconnected after login but is not logged out. To prevent

this problem, log out of the ECS if you do not need to remotely connect to it.

Solution

1. Use VNC provided by the management console to remotely log in to the ECS.
Open the Windows search box, enter services, and select Services.

In the Services window, restart Remote Desktop Services. Ensure that
Remote Desktop Services is in the Running status.

Figure 14-59 Remote Desktop Services

& Services =-|0O -
File Action Wiew Help
L EETEIEN = T
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Restart the service Bernate Des  Running Manual L
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Allows users to connect interactively Remote Procedure Call (RPC) The RPCSS..  Running  Automatic I
tDc;:k'ti";ZT;;::;::B::Q;:ZESSWH Remote Procedure Call (RP..  InWindaws,., Manual [
Host Server depend on this service. Rernote Registry Enables rem... Autornatic (T... L
To prevent remote use of this Resultant Set of Policy Provi.. Provides a n., Manual L
computer, clear the checkboxes on Fouting and Remote &ccess  Offers routi... Disabled L
;':;:z::i;‘:;f;’;i;ﬁfg‘ RPC Endpoint Mapper Resolves RE..  Running  Automatic r
Secondary Lagon Enables star... Manual L
Secure Socket Tunmeling Pr... Provides su... Manual 1
Security Accounts Manager  The startup .. Running  Autormatic L
Server Supports fil.. Running  Autamatic L
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Srnart Card Manages ac... Disahled L
Srnart Card Device Enumera.. Creates soft..  Running  Manual (Trig.. L
Srnart Card Rernoval Policy  Allows the s... Manual L
SMMP Trap Receives tra.., Manual L
Softwrare Protection Enables the ... Automatic (0L, Ty
< m >
% Extended { Standard

4. Remotely connect to the ECS again.

If the connection still fails, run the cmd command on the local server as the
administrator, run the netsh winsock reset command to restore the default
network connection configurations, and then retry the remote connection.

14.4.5 Remote Login Errors on Linux
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14.4.5.1 Why Am | Seeing the Error Message "Module is unknown" When |
Remotely Log In to a Linux ECS?

Symptom
When you attempt to remotely log in to a Linux ECS, the system displays the error
message "Module is unknown".
Figure 14-60 Module is unknown
Cent0S Linux 7 (Core)
Kernel 3.18.8-693.el1?.x86_61 on an xB6_64
Hint: Num Lock on
sy login: root
Password :
Last failed login: Mon Aug 6 19:18:18 CST 2818 on ttyl
There were 188 failed login attempts since the last successful login.
Module is unknowm
LIJ NOTE
e To resolve this issue, restart the ECS and enter the rescue mode.
e Restarting the ECS may interrupt services. Exercise caution when performing this
operation.
Root Cause
The file in the /etc/pam.d/ directory was modified by mistake.
Solution

1. Enter the single-user mode.

The following uses CentOS 7 as an example:

Restart the ECS and click Remote Login.

Click Ctrl+Alt+Del in the upper part of the remote login panel to restart
the ECS.

c. Press the up arrow key to prevent automatic system startup. When the
kernels are displayed, press e to enter the editing mode.

Figure 14-61 Entering the kernel editing mode

CentDS Linux (EI 10 0-693.11.1.e17.x86_64) ? (Core)

Cent0S Linux (3.10.0-6¢ _64) ? (Core)
Cent0S Linux “‘—I‘E‘)Cllv’ ld' fb69a4e4183fd3fB6ccc29526) ? (Core)
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{11 NOTE

The grub file is encrypted by Euler images by default. Before entering the edit
mode, you need to contact the administrator to obtain username and password.

d. Locate the row containing linux16 and delete the parameters you do not
require.

e. Change ro to rw for mounting the root partition with read-write
permissions.

f.  Add rd.break and press Ctrl+X.

Figure 14-62 Before the modification

insmod extZ
set root="hd®,msdosl’
if [ x$feature_platform_search_hint = xy 1: then
search —-no-floppy —-—fs-uuid --set=root --hint="hd®,msdosl’ bil3eeJc\
8-0ef®-4159-9b90-f c47?bdedd464
else

search --no-floppy ——fs-uunid —--=zet=root bl3ee9ci-Oef0-4159-9bIO-fcid?N

bde@d464

fi

linuxle ~bootrumlinuz-3.10.0-327.62.59.83.h162.x86_64 root=UUID=bi3ee9dn
cB-0ef 0-4159-93b90-fc47bde0@d464 ro crash_kexec_post_notifiers softlockup_panic=»
1 panic=3 reserve_kbox_mem=16M nmi_watchdog=1 rd.shell=0 net.ifnames=0 spectre\
_wvZ=off nopti noibrs noibpb crashkernel=auto LANG=en_US.UTF-8

Inltrdlb Asboot /1nltramis—3.10.U-3J47.ba.09.83.hlbs . Xdb_bd. 1mg

Figure 14-63 After the modification

insmod ext2
set root='"hd0®,msdosl’
if [ xSfeature_platform_search_hint = xy 1: then
search ——no-floppy ——fs-uuid --set=root ——hint="hdd,msdosl’ bl3eedcn
8-0ef0-4159-9b90-fc4?bde0d464
else
search ——-no-floppy —-fs-uunid --set=root bl3ee9cB-Oef0-4159-9b90-fc4?\
bde®d464
fi
linux1l6 sboot svmlinuz-3.10.0-327.62.59.83.h162.x86_64 root=UUID=b13ee9\
c8-0ef®-4159-9b90-fc4?bdedd464| rw rd.break
initrdl6 sbootrsinitramtfs-3.10.0-3£7.62.59.83.h162.x86_64.imyg

g. Run the following command to go to the /sysroot directory:
# chroot /sysroot
2. Run the following command to view the system log for error files:
grep Module /var/log/messages

Figure 14-64 System log

, 18168
» 1844
, 18168
y 18!
to dlapen(/1

Aug 6 B [ ity module
Aug 6 18:18 X sio
Aug 6 18:18:44 si

3.  Comment out or modify the error line in the error files displayed in the
system log.

vi /etc/pam.d/login
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Figure 14-65 Modifying the error information
sSession require pam_selinux.so open
2sS i required pam_namespace.so
session optional pam_keyinit.so force rewvoke
session include system-auth

session include postlogin
-session  optional pam_ck_commector.so
# session required /libr/securityspam_limits.so

4. Restart the ECS and try to log in to it again.
(10 NOTE

e To view the modification records and check whether the modification is caused by
unintended actions, run the following command:

vi [root/.bash_history
Search for the keyword vi or login.

e Do not modify the files in the /etc/pam.d/ directory. Run the following command
for details about pam:

man pam.d

14.4.5.2 What Should | Do If Error Message "Permission denied" Is Displayed
When | Remotely Log In to a Linux ECS?

Symptom

When | attempted to remotely log in to a Linux ECS, the system displayed error
Message "Permission denied".

Figure 14-66 Permission denied

Cent05 Linux 7 (Core)
Kernel 3.18.8-693.11.1.e17.x86_64 on an x06_64

ecs-ams-H3 login: :
Password:

Permizsion denied

(11 NOTE

e To resolve this issue, you are required to restart the ECS and enter the rescue mode.

e Restarting the ECS may interrupt services. Exercise caution when performing this
operation.

Root Cause

The nofile parameter in /etc/security/limits.conf is used to set the maximum
number of files that can be opened in the system. If the value is greater than the
fs.nr_open value (1048576 by default) set in PermissionDenied.png, a login
verification error will occur, leading to "Permission denied".
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Solution

Enter the single-user mode.

The following uses CentOS 7 as an example:

a.
b.

Restart the ECS and click Remote Login.

Click Ctrl+Alt+Del in the upper part of the remote login panel to restart
the ECS.

Press the up arrow key to prevent automatic system startup. When the
kernels are displayed, press e to enter the editing mode.

Figure 14-67 Entering the kernel editing mode

CentDS Linux (3.10.0-693.11 1?7 .x86_64) ? (Core)

86ccc29526) 7 (Core)

(10 NOTE

The grub file is encrypted by Euler images by default. Before entering the edit
mode, you need to contact the administrator to obtain username and password.

Locate the row containing linux16 and delete the parameters you do not
require.

Change ro to rw for mounting the root partition with read-write
permissions.

Add rd.break and press Ctrl+X.

Figure 14-68 Before the modification

insmod extZ
set root="hd®,msdosl’
if [ x$feature_platform_search_hint = xy 1; then
search ——no-floppy ——fs-uuid --set=root —--hint="hd®,msdosl’ bl3eedcn
8-0ef®-4159-9b90-f c47?bdedd464
else
search —-no-floppy —-fs-uuid --set=root b13ee9cB-0ef0-4159-9b90-fc4?\
bde@d464
fi
linuxle ~boot svmlinuz-3.10.0-327.62.59.83.h162.x86_64 root=UUID=bi3ee9dn
cB-0ef ®-4159-9b90-fc47bde®d464 ro crash_kexec_post_notifiers softlockup_panic=s
1 panic=3 reserve_kbox_mem=16M nmi_watchdog=1 rd.shell=0 net.ifnames=0 spectre\
_wvZ=off nopti noibrs noibpb crashkernel=auto LANG=en_US.UTF-8
initrdlb /boot/Initramis—3.10.0-32¢.bZ.59.063.h1bZ . Xx0b_b4 . 1mg

Figure 14-69 After the modification

insmod ext2
set root="hdO,msdosl’
if [ xSfeature_platform_search_hint = xy 1: then
search ——no-floppy ——fs-uuid --set=root ——hint="hdd,msdosl’ bl3eedcn
8-0ef0-4159-9b90-fc4?bde0d464
else

search ——-no-floppy —-fs-uunid --set=root bl3ee9cB-Oef0-4159-9b90-fc4?\

bde®d464

fi

linux1l6 sboot svmlinuz-3.10.0-327.62.59.83.h162.x86_64 root=UUID=b13ee9\
c8-0ef®-4159-9b90-fc4?bdedd464| rw rd.break

initrdl6 sbootrsinitramtfs-3.10.0-3£7.62.59.83.h162.x86_64.imyg
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g. Run the following command to go to the /sysroot directory:
# chroot /sysroot

2. Run the following command to view the fs.nr_open value:
sysctl fs.nr_open

3. Change the nofile value in fetc/security/limits.conf so that the value is
smaller than the fs.nr_open value obtained in 2.

vi /etc/security/limits.conf

(10 NOTE

limits.conf is the pam_limits.so configuration file of Linux Pluggable Authentication
Module (PAM). For more details, run the following command:

man limits.conf

4. Restart the ECS and try to log in to it again.

14.4.5.3 What Should I Do If Error Message "read: Connection reset by peer"
Is Displayed When | Remotely Log In to a Linux ECS?

Symptom

When | attempted to remotely log in to a Linux ECS, the system displayed error
message "read: Connection reset by peer".

Figure 14-70 read: Connection reset by peer

debugl: Local version string SSH-2.0-OpenSSH_7.2p2 Ubuntu—4dubuntuZ.4

ssh_exchange_identification: read: Conmection reset by peer
ubuntu@node2: ™5 _

Possible Causes
e The remote login port is not permitted in the security group.

e The firewall is enabled on the ECS, but the remote login port is blocked by the
firewall.

Solution
Perform the following operations for troubleshooting:

e Check security group rules.

- Inbound: Add the remote login port. The default port 22 is used as an
example.

- Outbound: Outbound rules allow network traffic to be out of specified
ports.

e Add a port to the ECS firewall exception.
The following uses Ubuntu as an example:
a. Run the following command to view the firewall status:
sudo ufw status
The following information is displayed:
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Status: active

b. Add a port to the firewall exception, taking the default port 22 as an
example.

ufw allow 22
Rule added
Rule added (v6)
¢.  Run following command to check the firewall status again:
sudo ufw status

Status: active

To Action From
22 ALLOW Anywhere
22 (v6) ALLOW Anywhere (v6)

Try to remotely log in to the ECS again.

14.4.5.4 Why Am | Seeing the Error Message "Access denied” When |
Remotely Log In to a Linux ECS?

Symptom

When you attempt to remotely log in to a Linux ECS, the system displays the error
message "Access denied".

Possible Causes
e Incorrect username or password.
e A policy that denies logins from user root is enabled on the SSH server.

Solution
e If the username or password is incorrect,
Check the username and password.
e If a policy that denies logins from user root is enabled on the SSH server,

a. Edit the /etc/ssh/sshd_config file and check the following settings to

ensure that the SSH logins from user root are allowed:
PermitRootLogin yes

b. Restart SSH.

= CentOS 6
service sshd restart

= CentOS7
systemctl restart sshd
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14.4.5.5 What Should | Do If Error Message "Disconnected: No supported
authentication methods available” Is Displayed When | Remotely Log In to a
Linux ECS?

Symptom

When | attempted to remotely log in to a Linux ECS, the system displayed error
message "Disconnected: No supported authentication methods available".

Figure 14-71 No supported authentication methods available

- Press to exit tab
- Press to restart session

- Press S to save terminal output to file

Possible Causes

A policy that denies password-authenticated logins is enabled on the SSH server.

Solution

1. Open the /etc/ssh/sshd_config file and check the following settings:
vi [etc/ssh/sshd_config

2.  Modify the following settings:
Change PasswordAuthentication no to PasswordAuthentication yes.

Alternatively, delete the comment tag (#) before PasswordAuthentication
yes.

3. Restart SSH.
- CentOS 6
service sshd restart
- CentOS7
systemctl restart sshd

14.5 Disk Partition, Attachment, and Expansion FAQ

14.5.1 Why Can't | Find My Newly Purchased Data Disk After |
Log In to My Windows ECS?

Symptom

After logging in to my Windows ECS, | cannot find the attached data disk.
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/A\ CAUTION

Formatting a disk will cause data loss. Before formatting a disk, create a backup
for it.

Possible Causes
e A newly added data disk has not been partitioned or initialized.

e The disk becomes offline after the ECS OS is changed or the ECS specifications
are modified.

Newly Added Data Disk Has Not Been Partitioned or Initialized

A new data disk does not have partitions and file systems by default. That is why
it is unavailable in My Computer. To resolve this issue, manually initialize the disk.

Disk Becomes Offline After the ECS OS Is Changed or the ECS Specifications
Are Modified
After the ECS OS is changed, data disks may become unavailable due to file

system inconsistency. After the specifications of a Windows ECS are modified, data
disks may be offline.

1. Log in to the ECS, open the cmd window, and enter diskmgmt.msc to switch
to the Disk Management page.
Check whether the affected disk is offline.

2. Set the affected disk to be online.

In the disk list, right-click the affected disk and choose Online from the
shortcut menu to make it online.

Figure 14-72 Setting disk online

~
“© Disk 0 I B N

Basic
59.98 GB 450 MB 99 MB 30.15 GB 29.29GB

offline @ Healthy (Recovery || Healthy (EFI ¢
.t
“©Disk 1 . —
Basic Properties
59.88 GB Hel
p __°F

w

M Unallocated [l Primary partition

3. In My Computer, check whether the data disk is displayed properly.

If the fault persists, initialize and partition the disk again. Before initializing
the disk, create a backup for it.

14.5.2 How Can | Adjust System Disk Partitions?

Scenarios

If the capacity of system disk partitions is inconsistent with the actual system disk
capacity after an ECS is created, you can manually adjust the partitions to expand
the system disk.
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There are two ways to expand a system disk:

Procedure

Consider the empty partition as a new partition and attach this partition to a
directory in the root partition after formatting it. For details, see this section.

Add the empty partition to the root partition to be expanded. For detailed
operations, see the following:

- How Can | Add the Empty Partition of an Expanded System Disk to
the End Root Partition Online?

- How Can | Add the Empty Partition of an Expanded System Disk to
the Non-end Root Partition Online?

This section uses an ECS running CentOS 7.3 64bit as an example. A 60 GB system
disk was created with the ECS. However, the capacity of the system disk partition
is displayed as only 40 GB.

To use the 20 GB capacity, performing the following operations:

Step 1 View disk partitions.

Log in to the Linux ECS.

Run the following command to switch to user root:

sudo su -

Run the following command to view details about the ECS disk:
fdisk -l

In the following command output, /dev/xvda or /dev/vda indicates the
system disk.

Figure 14-73 Viewing details about the disk

[rootBecs-Bdoc ~1# df -h
Filesystem Size Used Awvail Usex Mounted on
sdevsxaadal 3G 1.26 356 4
899M1 8 899M 82 sdev
9886M 8 988M 8 rdevrshm
988M B.4M 988M 12 /run
988M A 986M 82 /sys-fs/cgroup
182M B 1BZM B8 srunsusersd
[rootBecs-8doc ~1# fdisk -1

Disk sdev xuda: 64.4 GB, 64424589448 bytes, 1258291728 =ectors

Units = sectors of 1 = 512 = 512 bytes

Sector size (logicalsphysical): 512 bytes ~ 512 bytes
I-0 zize (minimum-optimal): 512 bytes ~ 512 bytes
Disk label type: dos

Disk identifier: BxHBH4d5e5

Device Boot Start End Biocks id System
sdevsasdal = 2848 799868543 39989248 Linux
sdewssasdaZ 79988544 83886879 1952768 Linux swap ~ Solaris
[rootBecs-8dbc 1% _

Run the following command to view disk partitions:
parted -l /dev/xvda
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Figure 14-74 Viewing disk partitions

[rootBecs- “1#t parted -1 sdevxasda
Model: Xen Uirtual Block Device (xud)
Disk sdewsxosda: 64.4GB

Sector size (logical-sphy=zical): 51Z2B-51ZB
Partition Table: m=sdos

Disk Flags:

Mumber Start End Size Type File system Flags
1 1849kE 41.8GB 48.9GB primary extd boot
2 41 .8GB 42.9GB 2Z2BBBMB primary linux-swap(wl)

Step 2 Create a partition for the expanded system disk capacity.

1.

Run the following command to switch to the fdisk mode (taking /dev/xvda a
an example):

fdisk /dev/xvda

Information similar to the following is displayed:

[root@ecs-8d6¢ ]# fdisk /dev/xvda
Welcome to fdisk (util-linux 2.23.2).

w

Changes will remain in memory only, until you decide to write them.
Be careful before using the write command.

Command (m for help):
Enter n and press Enter to create a new partition.

Because the system disk has two existing partitions, the system automatically
creates the third one.

Information similar to the following is displayed.

Figure 14-75 Creating a new partition

[rootPecs-8doc ~1# fdisk ~dev xwda
Welcome to fdisk (util-linux 2.23.2).

Changes will remain in memory only, until you decide to write them.
Be careful before using the write command.

Command (m for help): n
Partition type:
p primary (2 primary, B extended, Z free)
e extended
Select (default p):
Using default response p
Partition number (3,4, default 3):
Fir=st sector (83886880-125829119, default 83886H88):
Using default wvalue 83886888
Last sector, +sectors or +size{k,M,G} (830068868-125829119, default 125829119):
Using default value 125829119
Partition 3 of type Linux and of size 28 GiB is set

Command (m for help): w
The partition table has been altered?

Calling ioctl() to re-read partition table.

WARNING: Re-reading the partition table failed with error 16: Device or resource busy.
The kernel =still uses the old table. The new table will be used at

the next reboot or after you run partprobe(8) or kpartx(8)

Syncing disks.

[rootPecs-8d6c ™14

Enter the new partition's start cylinder number and press Enter.

The start cylinder number must be greater than the end cylinder numbers of
existing partitions. In this example, use the default value for the new
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partition's start cylinder number and press Enter. Information similar to the
following is displayed.

Figure 14-76 Specifying the new partition's start cylinder number

First sector (83886888-125829119, default B83886884):
Using default wvalue 838868508
+sectors or +size{K,M,G} (B38B86888-125829119, default 125829119):

Last sector,

Enter the new partition's end cylinder number and press Enter.

In this example, use the default value for the new partition's end cylinder
number and press Enter. Information similar to the following is displayed.

Figure 14-77 Specifying the new partition's end cylinder number

Last sector, +sectors or +size{Kk,M,G} (83886888-125829119, default 125829119):

Using default value 125829119

Partition 3 of type Linux and of size 2B GiB is set

Enter p and press Enter to view the created partition.
Information similar to the following is displayed.

Figure 14-78 Viewing the created partition
Command (m for help): p

Disk sdevrsxuda: 64.4 GB, 64424589448 bytes, 125829178 sectors
Units = sectors of 1 = 512 = 512 bytes

Sector size (logicalsphysical): 512 bytes ~» 512 bytes

I-0 =size (minimum-coptimall: 512 bytes ~ 512 bytes

Disk label type: dos

Disk identifier: BxB884d5e5

Start
Z2R48
79988544
83886888

End
79988543
83886879

125829119

Blocks
39989248
1952768
2A971528

Device Boot
sdevsxosdal =
sdewssaxdaZ
sdevsxosdald

System
Linux
Linux swap ~ Solaris
Linux

Enter w and press Enter. The system saves and exits the partition.

The system automatically writes the partition result into the partition list.
Then, the partition is created.

Information similar to the following is displayed.

Figure 14-79 Completing the partition creation

Command (m for help): w
The partition table has been altered?!

Calling ioctl() to re-read partition table.

WiRMING: Re-reading the partition table failed with error 16: Device or resource busy.
The kernel still uses the old table. The new table will be used at

the next reboot or after you run partprobe(B8) or kpart=(8)

Syncing disks.

Run the following command to view disk partitions:
parted -l /dev/xvda
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Figure 14-80 Viewing disk partitions
Disk Flags:

Number Start End Size Type File =ystem Flag=
1 1849kE 41 .BGE 4H.9GE primary extd boot
Z 41 .BGE 4Z2.9GB Z8HAME primary linux-swap(ul)l
3 42.9GB 64.4GB Z21.5GB primary extd

Step 3 Run the following command to synchronize the modifications in the partition list
with the OS:

partprobe
Step 4 Configure the type of the new partition file system.

1. Run the following command to view the type of the file system:
df -TH

Figure 14-81 Viewing the file system type

[rootBec=-8d6c ~1# df -TH

Filesystem Type Size Used Avail Usex Mounted on
sdevixuodal extd 416 1.36 36 42 -

devtmpf = devtmpf=  943M B 943M B rdev

tmpf = tmpfs 952M A 952M B+ sdevsshm

tmpf= tmpfs= 95ZM 8.8M 944M 1 srun

tmpfs tmpfs= 952M B 95%ZM B8+ rsys-sfs-scgroup
tmpf= tmpf's 191H A 191M 8 rrun-user-d
[rootRec=-8d6c ™ 1#

2. Run the following command to format the partition (taking the ext4 type as
an example):

mkfs -t ext4 /dev/xvda3
(0 NOTE

Formatting the partition requires a period of time. During this time, observe the
system running status and do not exit the system.

Information similar to the following is displayed:

[root@ecs-86dc ]# mkfs -t ext4 /dev/xvda3

mke2fs 1.42.9 (28-Dec-2013)

Filesystem label=

OS type: Linux

Block size=4096 (log=2)

Fragment size=4096 (log=2)

Stride=0 blocks, Stripe width=0 blocks

1790544 inodes, 7156992 blocks

357849 blocks (5.00%) reserved for the super user

First data block=0

Maximum filesystem blocks=2155872256

219 block groups

32768 blocks per group, 32768 fragments per group

8176 inodes per group

Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208,
4096000

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done
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Step 5 Mount the new partition to the target directory.

If you mount the new partition to a directory that is not empty, the subdirectories
and files in the directory will be hidden. It is a good practice to mount the new
partition to an empty directory or a newly created directory. If you want to mount
the new partition to a directory that is not empty, temporarily move the
subdirectories and files in the directory to another directory. After the partition is
mounted, move the subdirectories and files back.

Take the newly created directory /root/new as an example.

1. Run the following command to create the /root/new directory:
mkdir /root/new

2.  Run the following command to mount the new partition to the /root/new
directory:

mount /dev/xvda3 /root/new

Information similar to the following is displayed:

[root@ecs-86dc ]# mount /dev/xvda3 /root/new
[root@ecs-86dc ]#

3.  Run the following command to view the mounted file systems:
df -TH
Information similar to the following is displayed:

Figure 14-82 Viewing the mounted file systems

[rootlPecs-8d6c ~1# df -TH

Filesystem Type Used Avail Mounted om
sdevssosdal extd 1.36 376 o

devtmpf s devtmpl's A 943M ¥ sdew
tmpf= tmpfs A 95ZM ¥ sdevsshm

tmpf= tmpf's g.0M 941M ¥ oATun

tmpf= tmpfs A 95ZM ¥ ssys-fsrscgroup
sdev xadal ext4 4’ 286G ¥ sroot/snew
tmpf= tmpfs A 191M ¥ srunsusersB
[rootl@ecs—8d6c “1# bl

Step 6 Determine whether to set automatic mounting upon system startup for the new
disk.

If you do not set automatic mounting upon system startup, you must mount the
new partition to the specified directory again after the ECS is restarted.
e If automatic mounting is required, go to Step 7.

e If automatic mounting is not required, no further action is required.

Step 7 Set automatic mounting upon system startup for the new disk.

(10 NOTE

Do not set automatic mounting upon system startup for unformatted disks because this will
cause ECS startup failures.

1. Run the following command to obtain the file system type and UUID:
blkid
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Figure 14-83 Viewing the file system type

[rootlecs-8d6c ™ 1# blkid
sdevsasdal: UUID="7c4fce5d-f8f 7-4edb-8463-f 2bdZ22dBddea"” TYPE="ext4"
sdevsxadaZ: UUID="Gde3cfZc-38c6-4fbZ2-9e63-838439d4e674" TYPE="swap”

sdevssasdal: UUID="96e5e828-6Bf b-4547-aB2a-35acel1BBocdf " TYPE="ext4"
[rootlecs-Bd6c ™ 1#

According to the preceding figure, the UUID of the new partition is 96e5e028-
b0fb-4547-a82a-35ace1086c4f.

Run the following command to open the fstab file using the vi editor:
vi /etc/fstab
Press i to enter editing mode.

Move the cursor to the end of the file and press Enter. Then, add the
following information:

UUID=96e5e028-b0fb-4547-a82a-35ace1086¢c4f /root/new ext4 defaults 0
0

Press Esc, run the following command, and press Enter. The system saves the
configurations and exits the vi editor.

'wq

(11 NOTE

If you want to detach a new disk for which automatic mounting upon system startup has
been set, you must delete the automatic mounting configuration before you detach the
disk. Otherwise, the ECS cannot be started after you detach the disk. To delete the
automatic mounting configuration, perform the following operations:

1. Run the following command to open the fstab file using the vi editor:
vi /etc/fstab

2. Press i to enter editing mode.

3. Delete the following statement:
UUID=96e5e028-b0fb-4547-a82a-35ace1086¢c4f /root/new ext4 defaults 0 0

4. Press Esc, run the following command, and press Enter. The system saves the
configurations and exits the vi editor.

'wq

--—-End

14.5.3 How Can | Obtain the Mapping Between Disk
Partitions and Disk Devices on a Windows ECS?

This section uses an ECS running Windows Server 2008 R2 64bit as an example to
describe how to obtain the mapping between disk partitions and disk devices.

N =

Log in to the Windows ECS.

Click Start in the lower left corner of the desktop.

Choose Control Panel > Administrative Tools > Computer Management.
In the navigation pane on the left, choose Storage > Disk Management.
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Figure 14-84 Disk Management
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5. Taking disk 1 marked in Figure 14-84 as an example, view the disk device for
disk 1.

a. Right-click the gray area where disk 1 is located, as shown in the red box
in Figure 14-84.

b. Click Properties.

The SCSI Disk Device Properties dialog box is displayed, as shown in
Figure 14-85.
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Figure 14-85 Disk properties
[XEw P DISK —SCST Disk Device Properties S

General | Pokcies | Volumes | Driver | Detais |

-, MEN PV DISK. 5SC5| Disk Denice
v
Device typa: gk e
Manufscburer: [Standard disk drives)
Locatian: Bu:hh.l'rl:efﬂ.'l'mpelHD.L'LIN'ﬂ'
r Dewvice status
device |5 working propery =l
L]
ok | Coweal |

c. Click the Details tab and set Property to Parent.

Figure 14-86 Disk device details

XEN PV IDISK SCSI Disk Device Properties l =|

Gieneral | Policies | Volumes | Dvver Detads |

XEN PVDISK SCSI Disk Devwice

werivrbed 48328531 360451 778

e

d. Record the digits following & in the parameter value, for example, 51776,
which is the master and slave device number corresponding to the disk

partition.

e. Obtain the disk device according to the information listed in Table 14-2.
The disk device corresponding to 51776 is xvde. The disk device used by

disk 1 is xvde.
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14.5.4 How Can | Obtain the Mapping Between Disk

Table 14-2 Mapping between disk partitions and disk devices

Master and Slave Device Disk Device
Number for a Disk Partition

51712 xvda
51728 xvdb
51744 xvdc
51760 xvdd
51776 xvde
51792 xvdf
51808 xvdg
51824 xvdh
51840 xvdi
51856 xvdj
51872 xvdk
51888 xvdl
51904 xvdm
51920 xvdn
51936 xvdo
51952 xvdp
268439552 xvdq
268439808 xvdr
268440064 xvds
268440320 xvdt
268440576 xvdu
268440832 xvdv
268441088 xvdw
268441344 xvdx

Partitions and Disk Devices on a Linux ECS?

For a Linux ECS, its disk partitions correspond to disk devices. This section uses a
Linux ECS running Red Hat Enterprise Linux 7 as an example to describe how to

obtain the mapping between disk partitions and disk devices.
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Log in to the Linux ECS as user root.

Right-click in the blank area of the desktop and choose Open Terminal from
the shortcut menu.

Figure 14-87 open terminal

® Applications  Places

MNew Folder Shift+Ctrl+N

Paste

Select All Ctrl+A
(¥ Keep aligned

Organize Desktop by Name

Change Background

Open Terminal

Run the following command to view disk partitions and disk devices:
fdisk -l

Figure 14-88 Viewing disk partitions and disk devices

root@localhost:~ - o x

File Edit View Search Terminal Help
[root@localhost ~]# fdisk -1

Disk[/dev/xvdal 18.7 GB, 10737418240 bytes, 20971520 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 512 bytes / 512 bytes

Disk label type: dos

Disk identifier: 0x000ba575

Device Boot Start End Blocks Id System
/dev/xvdal * 2048 2099199 1048576 83 Linux
/dev/xvda2 2099200 16777215 7339008 83 Linux
/dev/xvda3 16777216 20971519 2097152 82 Linux swap / Solaris

Disk [/dev/xvdb: 21.5 GB, 21474836480 bytes, 41943040 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 512 bytes / 512 bytes

Table 14-3 lists the mapping between disk partitions and disk devices.

Table 14-3 Mapping between disk partitions and disk devices

Disk Partition Disk Device
xvda xvda
xvdb xvdb
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Disk Partition Disk Device
xvdc xvdc
xvdd xvdd
xvde xvde
xvdf xvdf
xvdg xvdg
xvdh xvdh
xvdi xvdi
xvdj xvdj
xvdk xvdk
xvdl xvdl
xvdm xvdm
xvdn xvdn
xvdo xvdo
xvdp xvdp
xvdq xvdq
xvdr xvdr
xvds xvds
xvdt xvdt
xvdu xvdu
xvdv xvdv
xvdw xvdw
xvdx xvdx

14.5.5 How Can | Enable Virtual Memory on a Windows ECS?

Enabling ECS virtual memory will deteriorate I/O performance. If the memory is
insufficient, you are advised to expand the memory by referring to Modifying ECS
Specifications (vCPUs and Memory). If you really need to enable virtual memory,

see the operations described below.
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(11 NOTE

If the memory usage is excessively high and the I/O performance is not as good as
expected, you are not advised to enable virtual memory. The reason is as follows: The
excessively high memory usage limits the system performance improvement. Furthermore,
frequent memory switching requires massive additional I/O operations, which will further
deteriorate the 1/O performance and the overall system performance.

The operations described in this section are provided for the ECSs running
Windows Server 2008 or later.

Right-click Computer and choose Properties from the shortcut menu.
In the left navigation pane, choose Advanced system settings.

The System Properties dialog box is displayed.

Click the Advanced tab and then Settings in the Performance pane.
The Performance Options dialog box is displayed.

Figure 14-89 Performance Options

Performance Options -

Visual Effects | Advanced |Data Execution Prevention |

Processor scheduling

Choose how to allocate processor resources,

Adjust for best performance of:

(_) Programs (®) Background services

Virtual memory

A paging file is an area on the hard disk that Windows uses as
if it were RAM,

Total paging file size for all drives: OME

Click the Advanced tab and then Background Services in the Processor
scheduling pane.

Click Change in the Virtual memory pane.
The Virtual Memory dialog box is displayed.
Configure virtual memory based on service requirements.

- Automatically manage paging file size for all drives: Deselect the
check box.

- Drive: Select the drive where the virtual memory file is stored.
You are advised not to select the system disk to store the virtual memory.
-  Custom size: Select Custom size and set Initial size and Maximum size.

Considering Memory.dmp caused by blue screen of death (BSOD), you
are advised to set Initial size to 16 and Maximum size to 4,096.
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Figure 14-90 Virtual Memory
Virtual Memaory -

[] Automatically manage paging file size for all drives

Paging file size for each drive
Drive [Volume Label] Paging File Size (MB)

Selected drive: (2=
Space available; 5

® Custom size:
Initial size (MB):

aximum size (MB):

() System managed

() Mo paging file set
Total paging file size for all drives
Minimurm allowed: 16 MB

Recommended: 1024 MB
Currently allocated: 0OMB

| QK | | Cancel |

7. Click Set and then OK to complete the configuration.
8. Restart the ECS for the configuration to take effect.

14.5.6 How Can | Add the Empty Partition of an Expanded
System Disk to the End Root Partition Online?

Scenarios
If the capacity of system disk partitions is inconsistent with the actual system disk
capacity after an ECS is created, you can add the empty partition to the root
partition of the system disk.
This section describes how to add the empty partition to the end root partition
online.

Procedure

In the following operations, the ECS that runs CentOS 6.5 64bit and has a 50 GB
system disk is used as an example. The system disk has two partitions, /dev/
xvdal: swap and /dev/xvda2: root, and the root partition is the end partition.

1. Run the following command to view disk partitions:

parted -l /dev/xvda

[root@sluo-ecs-5e7d ~]# parted -l /dev/xvda
Disk /dev/xvda: 53.7GB

Sector size (logical/physical): 512B/512B
Partition Table: msdos
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Number Start End Size Type File system Flags
1 1049kB 4296MB 4295MB primary linux-swap(v1)
2 4296MB 42.9GB 38.7GB primary ext4 boot

2. Run the following command to obtain the file system type and UUID:

blkid

/dev/xvdal: UUID="25ec3bdb-ba24-4561-bcdc-802edf42b85f" TYPE="swap"

/dev/xvda2: UUID="1a1ce4de-e56a-4e1f-864d-31b7d9dfb547" TYPE="ext4"
3. Run the following command to install the growpart tool:

This tool may be integrated in the cloud-utils-growpart/cloud-utils/cloud-
initramfs-tools/cloud-init package. Run the yum install cloud-* command
to ensure it is available.

yum install cloud-utils-growpart

4. Run the following command to expand the root partition (the second
partition) using growpart:
growpart /dev/xvda 2
[root@sluo-ecs-5e7d ~]# growpart /dev/xvda 2
CHANGED: partition=2 start=8390656 old: size=75495424 end=83886080 new:
size=96465599,end=104856255

5. Run the following command to verify that online capacity expansion is
successful:

parted -l /dev/xvda
[root@sluo-ecs-5e7d ~]# parted -l /dev/xvda
Disk /dev/xvda: 53.7GB

Sector size (logical/physical): 512B/512B
Partition Table: msdos

Number Start End Size Type File system  Flags
1 1049kB 4296MB 4295MB primary linux-swap(v1)
2 4296MB 53.7GB 49.4GB primary ext4 boot

6. Run the following command to expand the capacity of the file system:
resize2fs -f SPartition name

Suppose the partition name is /dev/xvda2, run the following command:

[root@sluo-ecs-a611 ~]# resize2fs -f /dev/xvda2

resize2fs 1.42.9 (28-Dec-2013)

Filesystem at /dev/xvda2 is mounted on /; on-line resizing required
old_desc_blocks = 3, new_desc_blocks = 3

[root@sluo-ecs-a611 ~] # df -hT  //Check file system capacity expansion

14.5.7 How Can | Add the Empty Partition of an Expanded
System Disk to the Non-end Root Partition Online?

Scenarios

If the capacity of system disk partitions is inconsistent with the actual system disk
capacity after an ECS is created, you can add the empty partition to the root
partition of the system disk.

This section describes how to add the empty partition to the non-end root
partition online.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 465



Elastic Cloud Server
User Guide 14 FAQs

Procedure

In the following operations, the ECS that runs CentOS 6.5 64bit and has a 100 GB
system disk is used as an example. The system disk has two partitions, /dev/
xvda1: root and /dev/xvda2: swap, and the root partition is not the end partition.

1.  Run the following command to view disk partitions:

parted -l /dev/xvda
[root@sluo-ecs-a611 ~]# parted -l /dev/xvda
Disk /dev/xvda: 107GB

Sector size (logical/physical): 512B/512B
Partition Table: msdos

Disk Flags:

Number Start End Size Type File system  Flags
1 1049kB 41.0GB 40.9GB primary ext4 boot
2  41.0GB 42.9GB 2000MB primary linux-swap(v1)

The first is the root partition, and the second is the swap partition.

2. View and edit the fstab partition table to delete the swap partition
attachment information.

a. Run the following command to view the fstab partition table:

tail -n 3 /etc/fstab
[root@sluo-ecs-a611 ~]# tail -n 3 /etc/fstab

#
UUID=7c4fce5d-f8f7-4ed6-8463-f2bd22d0ddea / ext4 defaults 11
UUID=5de3cf2c-30c6-4fb2-9e63-830439d4e674 swap swap defaults 00

b. Run the following command to edit the fstab partition table and delete
the swap partition attachment information.

vi /etc/fstab

tail -n 3 /etc/fstab

[root@sluo-ecs-a611 ~]# vi /etc/fstab

[root@sluo-ecs-a611 ~]# tail -n 3 /etc/fstab

#

UUID=7c4fce5d-f8f7-4ed6-8463-f2bd22d0ddea / ext4 defaults 11

3. Run the following command to disable the swap partition:
swapoff -a

4. Delete the swap partition.
a. Run the following command to view the partition:

parted /dev/xvda

[root@sluo-ecs-a611 ~]# parted /dev/xvda

GNU Parted 3.1

Using /dev/xvda

Welcome to GNU Parted! Type “help” to view a list of commands.
(parted) help

align-check TYPE N check partition N for TYPE(min|opt) alignment
help [COMMAND] print general help, or help on COMMAND
mklabel,mktable LABEL-TYPE create a new disklabel (partition table)
mkpart PART-TYPE [FS-TYPE] START END  make a partition

name NUMBER NAME name partition NUMBER as NAME

print [devices|free|list,alNUMBER]  display the partition table, available devices, free space,
all found partitions, or a
particular partition

quit exit program

rescue START END rescue a lost partition near START and END
rm NUMBER delete partition NUMBER

select DEVICE choose the device to edit

disk_set FLAG STATE change the FLAG on selected device
disk_toggle [FLAG] toggle the state of FLAG on selected device
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set NUMBER FLAG STATE change the FLAG on partition NUMBER
toggle [NUMBER [FLAG]] toggle the state of FLAG on partition NUMBER
unit UNIT set the default unit to UNIT
version display the version number and copyright information of GNU

Parted

(parted)

b. Press p.

Disk /dev/xvda: 107GB

Sector size (logical/physical): 512B/512B
Partition Table: msdos

Disk Flags:

Number Start End Size Type File system Flags
1 1049kB 41.0GB 40.9GB primary ext4 boot
2 41.0GB 42.9GB 2000MB primary linux-swap(v1)

C.  Run the following command to delete the partition:

rm 2
(parted) rm2

d. Press p.
(parted) p
Disk /dev/xvda: 107GB
Sector size (logical/physical): 512B/512B
Partition Table: msdos
Disk Flags:

Number Start End Size Type File system Flags
1 1049kB 41.0GB 40.9GB primary ext4 boot

e. Run the following command to edit the fstab partition table:
quit
(parted) quit
Information: You may need to update /etc/fstab.
5. Run the following command to view partition after the swap partition is
deleted:

parted -l /dev/xvda

[root@sluo-ecs-a611 ~]# parted -l /dev/xvda
Disk /dev/xvda: 107GB

Sector size (logical/physical): 512B/512B
Partition Table: msdos

Disk Flags:

Number Start End Size Type File system Flags
1 1049kB 41.0GB 40.9GB primary ext4 boot

6. Run the following command to install the growpart tool:

This tool may be integrated in the cloud-utils-growpart/cloud-utils/cloud-
initramfs-tools/cloud-init package. Run the yum install cloud-* command
to ensure it is available.

yum install cloud-utils-growpart

7. Run the following command to expand the root partition (the first partition)
using growpart:

growpart /dev/xvda 1

[root@sluo-ecs-a611 ~]# growpart /dev/xvda 1
CHANGED: partition=1 start=2048 old: size=79978496 end=79980544 new:
size=209710462,end=209712510

8. Run the following command to verify that online capacity expansion is

successful:
[root@sluo-ecs-a611 ~]# parted -l /dev/xvda
Disk /dev/xvda: 107GB
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Sector size (logical/physical): 512B/512B
Partition Table: msdos
Disk Flags:

Number Start End Size Type File system Flags
1 1049kB 107GB 107GB primary ext4 boot

9. Run the following command to expand the capacity of the file system:
resize2fs -f SPartition name

Suppose the partition name is /dev/xvda1, run the following command:

[root@sluo-ecs-a611 ~]# resize2fs -f /dev/xvda1l

resize2fs 1.42.9 (28-Dec-2013)

Filesystem at /dev/xvda1l is mounted on /; on-line resizing required
old_desc_blocks = 3, new_desc_blocks = 3

'["r'oot@sluo-ecs-a611 ~] #df -hT  //Check file system capacity expansion

14.5.8 Can | Attach Multiple Disks to an ECS?

Yes. The ECSs created after the disk function upgrade can have up to 60 attached
disks.
e When you create an ECS, you can attach 24 disks to it.

e After you create an ECS, you can attach up to 60 disks to it.

Table 14-4 Numbers of disks that can be attached to a newly created ECS

ECS Type Maximum Maximum SCSI | Constraint
VBD Disks Disks

Xen 60 59 VBD disks + SCSI disks <
60 (This constraint does
not apply to local disks.)

The number of local disks
is determined based on
the ECS flavor.

KVM 24 59 VBD disks + SCSI disks <
(excluding 60 (This constraint does
D3 ECSs) not apply to local disks.)

The number of local disks
is determined based on
the ECS flavor.

D3 24 30 VBD disks + SCSI disks <
54 (This constraint does
not apply to local disks.)

The number of local disks
is determined based on
the ECS flavor.
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(11 NOTE

e The system disk of an ECS is of VBD type. The maximum number of SCSI disks is
59.

e For a D-series KVM ECS, its local disks use two SCSI controllers, indicating that 30
SCSI drive letters are used. A maximum of 30 SCSI disks can be attached to such an
ECS.

The maximum number of disks that you can attach to an ECS that was created
before the disk function upgrade remains unchanged, as shown in Table 14-5.

Table 14-5 Numbers of disks that can be attached to an existing ECS

ECS Type Maximum | Maximum Maximum Constraint
VBD Disks | SCSI Disks Local Disks
Xen 60 59 59 VBD disks + SCSI
disks + Local disks <
60
KVM 24 23 59 VBD disks + SCSI
disks < 24

To attach 60 disks, enable advanced disk. For details, see Enabling Advanced
Disk.

How Can | Check Whether an ECS Is Created Before or After the Disk
Function Upgrade?

Log in to management console.
2. Under Computing, click Elastic Cloud Server.

3. Click the name of the target ECS. The page providing details about the ECS is
displayed.

Click the Disks tab.

5. Check the number of disks that can be attached to the ECS to determine the
total number of disks.

- If the total number of disks that can be attached is 24 (including the
system disk), the ECS is created before the disk function upgrade. In such
a case, you can enable advanced disk as prompted so that up to 60 disks
can be attached to the ECS. For details, see Enabling Advanced Disk.

- If the total number of disks that can be attached is 60 (including the
system disk), the ECS is created after the disk function upgrade.

14.5.9 What Are the Requirements for Attaching an EVS Disk
to an ECS?

e The EVS disk and the target ECS must be located in the same AZ.
e For a non-shared disk, the EVS disk must be in Available state.
For a shared disk, the target EVS disk must be in In-use or Available state.
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The target ECS must be in Running or Stopped state.
The EVS disk must not be frozen.

Certain ECSs support SCSI EVS disk attachment. For details, see Which ECSs
Can Be Attached with SCSI EVS Disks?

14.5.10 Which ECSs Can Be Attached with SCSI EVS Disks?

All types of ECSs can be attached with SCSI EVS disks.

14.5.11 How Do | Obtain My Disk Device Name in the ECS OS
Using the Device Identifier Provided on the Console?

Scenarios

You find that the device name displayed in the ECS OS is different from that
displayed on the management console and you cannot determine which disk
name is correct. This section describes how to obtain the disk name used in an
ECS OS according to the device identifier on the console.

Obtaining the Disk ID of an ECS on the Console

1.

Log in to the management console.

Under Computing, choose Elastic Cloud Server.
Click the target ECS name in the ECS list.

The ECS details page is displayed.

Click the Disks tab and then click =~ to expand the disk information.
Check the device type and ID of the disk.

(10 NOTE

If Device Identifier is not displayed on the page, stop the ECS and restart it.
- KVM ECS

" |f Device Type is VBD, use a serial number or BDF to obtain the disk
device name.

If you use a serial number (recommended) to obtain the disk device
name, see Using a Serial Number to Obtain the Disk Device Name
(Windows) and Using a Serial Number to Obtain a Disk Device
Name (Linux).

If you use a BDF to obtain the disk device name, see Using a BDF to
Obtain a Disk Device Name (Linux). (BDF cannot be used to obtain
the disk device name of Windows ECSs.)

=  |f Device Type is SCSI, use a WWN to obtain the disk device name.
For details, see Using a WWN to Obtain the Disk Name
(Windows) and Using a WWN to Obtain a Disk Device Name
(Linux).
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Using a Serial Number to Obtain the Disk Device Name (Windows)

If a serial number is displayed on the console, use either of the following methods
to obtain the disk name.

cmd
1. Start emd in a Windows OS as an administrator and run either of the
following commands:
wmic diskdrive get serialnumber
wmic path win32_physicalmedia get SerialNumber
wmic path Win32_DiskDrive get SerialNumber

(10 NOTE

A serial number is the first 20 digits of a disk UUID.

For example, if the serial number of a VBD disk on the console is
97c876c0-54b3-460a-b, run either of the following commands to obtain the
serial number of the disk on the ECS OS:

wmic diskdrive get serialnumber

wmic path win32_physicalmedia get SerialNumber
wmic path Win32_DiskDrive get SerialNumber
Information similar to the following is displayed:

Figure 14-91 Obtaining the disk serial number

sers™dministrator>umic diskdrive get serialnumber

serialNumber

7c876cB-54b3-46Ba-h

i sllsers Administrator>wnic path win32_physicalmedia get SerialNumber
EeF
7c87?6cB-54b3—-468a-b

C:\sers Adninistrator>umic path Win32_DiskDrive get SerialNumber
terialNumber
P ?c8?6cBi-54b3-468a-b

2. Run the following command to check the disk corresponding to the serial
number:

wmic diskdrive get Name, SerialNumber

Figure 14-92 Checking the disk corresponding to the serial number

C:vllzserssAdninistratorwnic diskdrive get Mame. SerialNumber

SerialNumber
s SPHYSICALDRIVER 97c876cB-54b3-468a-hb

PowerShell

1. Start PowerShell as an administrator in a Windows OS.

2.  Run the following command to check the disk on which the logical disk is
created:
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- Windows Server 2012 or later

i.  Run the following command to check the disk on which the logical
disk is created:

Get-Ciminstance -ClassName Win32_LogicalDiskToPartition |
select Antecedent, Dependent |fl

As shown in Figure 14-93, the disk is Disk 0.

ii.  Run the following command to view the mapping between the serial
number and the disk:

Get-Disk |select Number, SerialNumber
As shown in Figure 14-93, the disk is Disk O.

Figure 14-93 Viewing the disk on which the logical disk is created

PS C:\Users\Administrator> Get-CimInstance -ClassName Win32_LogicalDiskToPartition |select Anteceder

Antecedent : wjnBE_DiskPavtf{ion (ngi(eID = "Disk #0, Partition #1")
Dependent : Win32_LogicalDisk (DeviceID = "C:")

PS C:\Users\Administrator> Get-Disk |select Number, SerialNumber

c876c0-54b3-460a-b
dswfal6520d39517815206127

- Versions earlier than Windows 2012
i.  Run the following command to check the disk on which the logical
disk is created:
Get-WmiObject -Class Win32_PhysicalMedia |select Tag,
Serialnumber
ii.  Run the following command to view the mapping between the serial
number and the disk:

Get-WmiObject -Class Win32_LogicalDiskToPartition |select
Antecedent, Dependent |fl

Using a Serial Number to Obtain a Disk Device Name (Linux)

If a serial number is displayed on the console, run either of the following
commands to obtain the device name.

udevadm info --query=all --name=/dev/xxx | grep ID_SERIAL
Il /dev/disk/by-id/*
{10 NOTE

A serial number is the first 20 digits of a disk UUID.

For example, if the serial number of the VBD disk is 62f0d06b-808d-480d-8, run
either of the following commands:

udevadm info --query=all --name=/dev/vdb | grep ID_SERIAL
Il /dev/disk/by-id/*
The following information is displayed:

[root@ecs-ab63 ~]# udevadm info --query=all --name=/dev/vdb | grep ID_SERIAL
E: ID_SERIAL=62f0d06b-808d-480d-8
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[root@ecs-ab63 ~]# Ll /dev/disk/by-id/*

lrwxrwxrwx 1 root root 9 Dec 30 15:56 /dev/disk/by-id/virtio-128d5bfd-f215-487f-9 -> ../../vda
lrwxrwxrwx 1 root root 10 Dec 30 15:56 /dev/disk/by-id/virtio-128d5bfd-f215-487f-9-part1 -> ../../vda1l
lrwxrwxrwx 1 root root 9 Dec 30 15:56 /dev/disk/by-id/virtio-62f0d06b-808d-480d-8 -> ../../vdb

/dev/vdb is the disk device name.

Using a BDF to Obtain a Disk Device Name (Linux)

1.

Run the following command to use a BDF to obtain the device name:
L /sys/bus/pci/devices/BDF disk /D/virtio*/block

For example, if the BDF disk ID of the VBD disk is 0000:02:02.0, run the
following command to obtain the device name:

L /sys/bus/pci/devices/0000:02:02.0/virtio*/block

The following information is displayed:

[root@ecs-ab63 ~]# Il /sys/bus/pci/devices/0000:02:02.0/virtio*/block
total 0
drwxr-xr-x 8 root root 0 Dec 30 15:56 vdb

/dev/vdb is the disk device name.

Using a WWN to Obtain the Disk Name (Windows)

1.

Obtain the device identifier on the console by referring to Obtaining the Disk
ID of an ECS on the Console.

Manually convert the WWN.

For example, the obtained WWN (device identifier) is
688860300003252ffa16520d39517815.

a. Obtain the 21st to 17th digits that are counted backwards (3252f).

b. Convert a hexadecimal (3252f) to a decimal (206127).

Start PowerShell as an administrator in a Windows OS.

Run the following command:

Get-Ciminstance Win32_DiskDrive | Select-Object DevicelD, SerialNumber

In the command output, the disk whose serial number ends with 206127 is
the disk corresponding to the WWN.

Figure 14-94 Disk with the serial number ending with 206127

PS C:\Users\Administrator> Get-CimInstance Win32_DiskDrive | Select-Object DeviceID, SerialNumber

mber

\\.. \PHYSTCAL DRIVEQ 97c876c0-54b3-460a-b
\\- \PHYSICALDRIVEL dswfal6520d39517815206127

Using a WWN to Obtain a Disk Device Name (Linux)

1.
2.

Log in to the ECS as user root.
Run the following command to view the disk device name:
ll /dev/disk/by-id |grep WIWMgrep scsi-3

For example, if the WWN obtained on the console is
6888603000008b32fa16688d09368506, run the following command:

Il /dev/disk/by-id |grep 6888603000008b32fa16688d09368506|grep scsi-3
The following information is displayed:
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[root@host-192-168-133-148 block]# Il /dev/disk/by-id/ |grep 6888603000008b32fa16688d09368506 |
grep scsi-3
lrwxrwxrwx 1 root root 9 May 21 20:22 scsi-36888603000008b32fa16688d09368506 -> ../../sda

14.5.12 Why Does a Linux ECS with a SCSI Disk Attached Fails
to Be Restarted?

Symptom

For a Linux ECS with a SCSI disk attached, if you have enabled automatic SCSI disk
attachment upon ECS startup in /etc/fstab and the disk drive letter (for
example, /dev/sdb) is used, the ECS fails to restart.

Possible Causes

SCSI disk allocation is determined based on the ID of the slot accommodating the
disk as well as the available drive letter in the ECS. Each time you attach a disk to
the ECS, an idle drive letter is automatically allocated in sequence. When the ECS

starts, the disks are loaded in slot sequence. A slot ID corresponds to a drive letter.

After the SCSI disk is detached from the running ECS, the slot sequence for disks
may change, leading to the disk drive letter being changed after the ECS is
restarted. As a result, the slot IDs do not correspond to the drive letters, and the
ECS fails to restart.

Solution

1. Log in to the Linux ECS.
2.  Run the following command to switch to user root:
sudo su -

3. Run the following command to obtain the SCSI ID according to the drive
letter of the SCSI disk:
L /dev/disk/by-id/|grep Disk drive letter
For example, if the drive letter of the SCSI disk is /dev/sdb, run the following
command:
L /dev/disk/by-id/|grep sdb

CNA64_22:/opt/galax/eucalyptus/ecs_scripts # Il /dev/disk/by-id/|grep sdb
lrwxrwxrwx 1 root root 9 Dec 6 11:26 scsi-3688860300001436b005014f890338280 -> ../../sdb
lrwxrwxrwx 1 root root 9 Dec 6 11:26 wwn-0x688860300001436b005014f890338280 -> ../../sdb

4. Change the drive letter (for example, /dev/sdb) of the SCSI disk to the
corresponding SCSI ID in the /etc/fstab file.

/dev/disk/by-id/SCS/ ID

For example, if the SCSI ID obtained in step 3 is
scsi-3688860300001436b005014f890338280, use the following data to
replace /dev/sdb:

/dev/disk/by-id/scsi-3688860300001436b005014f890338280
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14.5.13 Why Does a Disk Attached to a Windows ECS Go
Offline?

Symptom

A disk attached to a Windows ECS goes offline, and the system displays the
message "The disk is offline because of policy set by an administrator.", as shown
in Figure 14-95.

Figure 14-95 Offline disk

L uDisk 0

Basic System Reserved ()

40.00 GB 100 MB MTFS 359.90 GB NTFS

Online Healthy (System, Active, Prim | |Healthy (Boot, Page File, Crash Dump, Primary Partition)
“FIDisk 1

Unknown ‘

10.00 GB 10,00 GB

[offiine (Fhe disk is offine because of policy set by an administrab:rj

Possible Causes

Windows has three types of SAN policies: OnlineAll, OfflineShared, and
Offlinelnternal.

Table 14-6 SAN policies

SAN Policy Description

OnlineAll Indicates that all newly detected disks are automatically
brought online.

OfflineShared Indicates that all newly detected disks on sharable buses,
such as FC or iSCSI, are offline by default, whereas disks
on non-sharable buses are online.

Offlinelnternal Indicates that all newly detected disks are offline.

The SAN policy of certain Windows OSs, such as Windows Server 2008/2012
Enterprise Edition and Data Center Edition, is OfflineShared by default.

Solution

Use the disk partition management tool DiskPart to obtain and set the SAN policy
on the ECS to OnlineAll.

Log in to the Windows ECS.
2. Press Win+R to run cmd.exe.

Run the following command to access DiskPart:

diskpart
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4. Run the following command to view the SAN policy on the ECS:
san
- If the SAN policy is OnlineAll, run the exit command to exit DiskPart.
- If the SAN policy is not OnlineAll, go to step 5.
5. Run the following command to change the SAN policy to OnlineAll:
san policy=onlineall

6. (Optional) Use the ECS with the SAN policy changed to create a private
image so that the configuration takes effect permanently. After an ECS is
created using this private image, the disks attached to the ECS are online by
default. You only need to initialize them.

14.5.14 Why Does the Disk Drive Letter Change After the ECS
Is Restarted?

Symptom

Root Cause

Solution

For a Linux ECS, the drive letter may change after an EVS disk is detached and
then attached again, or after an EVS disk is detached and then the ECS is
restarted.

When a Linux ECS has multiple disks attached, it allocates drive letters in the
attachment sequence and names the disks as /dev/vda1l, /dev/vdb1, and /dev/
vdc1, etc.

After a disk is detached and then attached again, or after a disk is detached and
the ECS is restarted, the drive letter may change.

For example, an ECS has three disks attached: /dev/vda1, /dev/vdb1, and /dev/
vdc1. The mounting parameters in /etc/fstab are as follows:

cat /etc/fstab

UUID=b9a07b7b-9322-4e05-ab9b-14b8050bdc8a / ext4 defaults 0 1
/dev/vdb1 /datal ext4 defaults 0 O
/dev/vdc1 /data2 ext4 defaults 0 O

After /dev/vdb1 is detached and the ECS is restarted, /dev/vdc1 becomes /dev/
vdb1 and is mounted to /data1l. In such a case, no disk is mounted to /data2.

The change of drive letters can affect the running of applications. To solve this
problem, you are advised to use the universally unique identifiers (UUIDs) to
replace /dev/vdx because a UUID uniquely identifies a disk partition in the Linux
Os.

Log in to the ECS.
2.  Run the following command to obtain the partition UUID:
blkid Disk partition

In this example, run the following command to obtain the UUID of the /dev/
vdb1 partition:
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blkid /dev/vdb1

Information similar to the following is displayed:

[root@ecs-test-0001 ~]# blkid /dev/vdb1
/dev/vdb1: UUID="b9a07b7b-9322-4e05-ab9b-14b8050cd8cc" TYPE="ext4"

The UUID of the /dev/vdb1 partition is displayed.

Run the following command to open the fstab file using the vi editor:
vi /etc/fstab

Press i to enter the editing mode.

Move the cursor to the end of the file and press Enter. Then, add the

following information:
UUID=b9a07b7b-9322-4e05-ab9b-14b8050cd8cc /datal ext4 defaults 00

The parameters are defined as follows:

- UUID=b9a07b7b-9322-4e05-ab9b-14b8050cd8cc: UUID of a disk
partition.

- /datal: directory on which the partition is mounted. You can run df -TH
to query the directory.

- ext4: File system format of the partition. You can run df -TH to query the
format.

- defaults: partition mount option. Normally, this parameter is set to
defaults.

- 0 (the first one): whether to use Linux dump backup.

®  0: Linux dump backup is not used. Normally, dump backup is not
used, and you can set this parameter to 0.

®  1: Linux dump backup is used.

- 0 (the second one): fsck option, that is, whether to use fsck to check disks
during startup.

= 0: fsck is not used.

" |f the mount point is the root partition (/), this parameter must be
setto 1.

When this parameter is set to 1 for the root partition, this parameter
for other partitions must start with 2 so that the system checks the
partitions in the ascending order of the values.

Repeat steps 2 to 5 to replace the UUID of /dev/vdc1.
Run the following command again to check the disk mounting parameters:
cat /etc/fstab

The following information is displayed:

UUID=b9a07b7b-9322-4e05-ab9b-14b8050bdc8a / ext4 defaults 0 1
UUID=b9a07b7b-9322-4e05-ab9b-14b8050cd8cc /datal ext4 defaults 0 0
UUID=b9a07b7b-9322-4e05-ab9b-14b8050ab6bb /data2 ext4 defaults 0 0

14.5.15 How Can | Obtain Data Disk Information If Tools Are

Uninstalled?

If you uninstall Tools from a Linux ECS in a non-PVOPS system, data disks cannot
be identified. In such a case, you can create a new ECS and attach the data disks
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of the original ECS to the new ECS and view information about the data disks. The
procedure is as follows:

1.

Log in to the management console and create a new ECS.

(10 NOTE

Ensure that the new ECS is located in the same AZ and has the same parameter
settings as the original ECS.
(Optional) On the Elastic Cloud Server page, locate the row containing the
original ECS, click More in the Operation column, and select Stop. On the
Stop ECS page, select Forcibly stop the preceding ECSs and click Yes to
forcibly stop the original ECS.

Manually refresh the Elastic Cloud Server page. The original ECS is stopped
once the Status changes to Stopped.

(11 NOTE

The ECSs running certain OSs support online data disk detaching. If your OS supports
this feature, you can detach data disks from the running ECS.

View information about the data disks attached to the original ECS.
(0 NOTE

If the original ECS has multiple data disks attached, repeat steps 4 to 6 to attach each
data disk to the new ECS.

Click a data disk. The Elastic Volume Service page is displayed.

Select the data disk to be detached and click Detach in the Operation
column. On the Detach Disk page, select the original ECS and click OK to
detach the data disk from the original ECS.

Manually refresh the Elastic Volume Service page. The data disk is detached
from the original ECS once the Status changes to Available.
Select the detached data disk and click Attach in the Operation column. On

the Attach Disk page, click the new ECS, select a device name, and click OK
to attach the data disk to the new ECS.

Manually refresh the EVS list. The data disk is attached to the new ECS once
the Status value changes to In-use. You can then log in to the management
console and view information about the data disk of the new ECS.

14.6 Network Configuration FAQ

14.6.1 Can the ECSs of Different Accounts Communicate over

an Intranet?

No. The ECSs of different accounts cannot communicate with each other over an
intranet.

14.6.2 Will ECSs That | Purchased Deployed in the Same

Subnet?

You can customize your network to deploy the ECSs. Therefore, whether they are
in the same subnet is totally up to you.

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 478



Elastic Cloud Server
User Guide

14 FAQs

14.6.3 How Do | Configure Port Mapping?

Symptom
It is expected that the EIP and port on ECS 1 accessed from the public network can
be automatically redirected to the EIP and port on ECS 2.
Windows
For example, to redirect port 8080 on ECS 1 bound with EIP 192.168.10.43 to port
18080 on ECS 2 bound with EIP 192.168.10.222, perform the following operations
on ECS 1.
(1 NOTE
Ensure that the desired ports have been enabled on the ECS security group and firewall.
1. Open the cmd window on the ECS and run the following command: The ECS
running Windows Server 2012 is used as an example.
netsh interface portproxy add v4tov4 listenaddress=192.168.10.43
listenport=8080 connectaddress=192.168.10.222 connectport=18080
To cancel port redirection, run the following command:
netsh interface portproxy delete v4tov4 listenaddress=192.168.10.43
listenport=8080
2. Run the following command to view all port redirections configured on the
ECS:
netsh interface portproxy show v4tov4
Figure 14-96 Port redirections on Windows
Linux

For example, to redirect port 1080 on ECS 1 to port 22 on ECS 2 with the following
configurations:

Private IP address and EIP of ECS 1: 192.168.72.10 and 123.xxx.xxx.456

Private IP address of ECS 2: 192.168.72.20
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Step 1

Step 2

Step 3

(11 NOTE

e Ensure that the desired ports have been enabled on the ECS security group and firewall.
e Ensure that the source/destination check function is disabled.

On the ECS details page, click Network Interfaces and disable Source/Destination
Check.

By default, the source/destination check function is enabled. When this function is
enabled, the system checks whether source IP addresses contained in the packets sent
by ECSs are correct. If the IP addresses are incorrect, the system does not allow the ECSs
to send the packets. This mechanism prevents packet spoofing, thereby improving
system security. However, this mechanism prevents the packet sender from receiving
returned packets. You need to disable the source/destination check.

Log in to Linux ECS 1.

1. Run the following command to modify the configuration file:
vi [etc/sysctl.conf

2. Add net.ipv4.ip_forward = 1 to the file.

3. Run the following command to complete the modification:
sysctl -p /etc/sysctl.conf

Run the following commands to add rules to the nat table in iptables so that the
access to port 1080 on ECS 1 can be redirected to port 22 on ECS 2:

iptables -t nat -A PREROUTING -d 192.168.72.10 -p tcp --dport 1080 -j DNAT
--to-destination 192.168.72.20:22

iptables -t nat -A POSTROUTING -d 192.168.72.20 -p tcp --dport 22 -j SNAT --
to 192.168.72.10

Run the following command to log in to port 1080 on ECS 1 for check:

ssh -p 1080 123.xxx.xxx.456

Figure 14-97 Port redirections on Linux

[root@] inux—centos

root@:

Enter the password to log in to ECS 2 with hostname ecs-inner.

Figure 14-98 Logging in to ECS 2

[root@ecs—inner ~1#

--—-End

14.6.4 How Can | Obtain the MAC Address of My ECS?

This section describes how to obtain the MAC address of an ECS.

(1 NOTE

The MAC address of an ECS cannot be changed.
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Linux (CentOS 6)

1. Log in to the Linux ECS.
2. Run the following command to view the MAC address of the ECS:
ifconfig

Figure 14-99 Obtaining the MAC address

[root@Cent0S68-XEN ~]1# ifconfig
ethid Link encap:
inet adc

collision i
RX bytes:472826 (461.7 KiB) TX bytes:438396 (428.1 KiB)

Link enc Local Loopback

Linux (CentOS 7)

1. Log in to the Linux ECS.
2. Run the following command to view the MAC address of the ECS:
ifconfig

Figure 14-100 Obtaining the NIC information

3. Run the following command to view the MAC address of NIC ethO:
ifconfig ethO |egrep "ether"
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Windows

Figure 14-101 Obtaining the MAC address of eth0

Obtain the returned MAC address.
ifconfig ethO |egrep "ether" |Jawk '{print $2}'

Figure 14-102 Obtaining the MAC address of ethO

Press Win+R to start the Run text box.

Enter emd and click OK.

Run the following command to view the MAC address of the ECS:
ipconfig /all

Ethernet adapter Ethernet 2:

Subnet M
Lease Obtai
Lease Expar

14.6.5 How Can | View and Modify Kernel Parameters of a

Linux ECS?

Modify the kernel parameters only if the parameter settings affect your services.
Kernel parameters vary depending on OS versions. If the parameter settings must
be modified,

Ensure that the target parameter settings meet service requirements.

Modify the correct kernel parameters. For details about common kernel
parameters, see Table 14-7.

Back up key ECS data before modifying kernel parameter settings.
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Background

Table 14-7 Common Linux kernel parameters

Parameter

Description

net.core.rmem_default

Specifies the default size (in bytes) of the window
for receiving TCP data.

net.core.rmem_max

Specifies the maximum size (in bytes) of the
window for receiving TCP data.

net.core.wmem_default

Specifies the default size (in bytes) of the window
for transmitting TCP data.

net.core.wmem_max

Specifies the maximum size (in bytes) of the
window for transmitting TCP data.

net.core.netdev_max_bac
klog

Specifies the maximum number of packets that can
be sent to a queue when the rate at which each
network port receives packets is faster than the rate
at which the kernel processes these packets.

net.core.somaxconn

Defines the maximum length of the listening queue
for each port in the system. This parameter applies
globally.

net.core.optmem_max

Specifies the maximum size of the buffer allowed by
each socket.

net.ipv4.tcp_mem

Uses the TCP stack to show memory usage in
memory pages (4 KB generally).

The first value is the lower limit of memory usage.

The second value is the upper limit of the load
added to the buffer when the memory is
overloaded.

The third value is the upper limit of memory usage.
When this value is reached, packets can be
discarded to reduce memory usage. For a large BDP,
increase the parameter value as needed. The unit of
this parameter is memory page but not byte.

net.ipv4.tcp_rmem

Specifies the memory used by sockets for automatic
optimization.

The first value is the minimum number of bytes
allocated to the socket buffer for receiving data.

The second value is the default value, which is
overwritten by rmem_default. The buffer size can
increase to this value when the system load is not
heavy.

The third value is the maximum number of bytes
allocated to the socket buffer for receiving data.
This value is overwritten by rmem_max.
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Parameter

Description

net.ipv4.tcp_wmem

Specifies the memory used by sockets for automatic
optimization.

The first value is the minimum number of bytes
allocated to the socket buffer for transmitting data.

The second value is the default value, which is
overwritten by wmem_default. The buffer size can
increase to this value when the system load is not
heavy.

The third value is the maximum number of bytes
allocated to the socket buffer for transmitting data.
This value is overwritten by wmem_max.

net.ipv4.tcp_keepalive_ti
me

Specifies the interval at which keepalive detection
messages are sent in seconds for checking TCP
connections.

net.ipv4.tcp_keepalive_int
vl

Specifies the interval at which keepalive detection
messages are resent in seconds when no response is
received.

net.ipv4.tcp_keepalive_pr
obes

Specifies the maximum number of keepalive
detection messages that are sent to determine a
TCP connection failure.

net.ipv4.tcp_sack

Enables selective acknowledgment (value 1
indicates enabled). This configuration allows the
transmitter to resend only lost packets, thereby
improving system performance. However, this
configuration will increase the CPU usage. You are
suggested to enable selective acknowledgment for
WAN communication.

net.ipv4.tcp_fack

Enables forwarding acknowledgment for selective
acknowledgment (SACK), thereby reducing
congestion. You are suggested to enable forwarding
acknowledgment.

net.ipv4.tcp_timestamps

Specifies a TCP timestamp, which will add 12 bytes
in the TCP packet header. This configuration
calculates RTT using RFC1323, a more precise
retransmission method upon timeout than
retransmission. You are suggested to enable this
parameter for higher system performance.

net.ipv4.tcp_window_scali
ng

Enables RFC1323-based window scaling by setting
the parameter value to 1 if the TCP window is
larger than 64 KB. The maximum TCP window is 1
GB. This parameter takes effect only when window
scaling is enabled on both ends of the TCP
connection.
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Parameter

Description

net.ipv4.tcp_syncookies

Specifies whether to enable TCP synchronization
(syncookie). This configuration prevents socket
overloading when a large number of connections
are attempted to set up. CONFIG_SYN_COOKIES
must be enabled in the kernel for compilation. The
default value is 0, indicating that TCP
synchronization is disabled.

net.ipv4.tcp_tw_reuse

Specifies whether a TIME-WAIT socket (TIME-
WAIT port) can be used for new TCP connections.
NOTE

This parameter is valid only for clients and takes effect
only when net.ipv4.tcp_timestamps is enabled.

This parameter cannot be set to 1 if NAT is enabled.
Otherwise, an error will occur in remote ECS logins.

net.ipv4.tcp_tw_recycle

Allows fast recycle of TIME-WAIT sockets.

NOTE
This parameter is valid only when
net.ipv4.tcp_timestamps is enabled.

Do not set this parameter to 1 if NAT is enabled.
Otherwise, an error will occur during remote ECS logins.

net.ipv4.tcp_fin_timeout

Specifies the time (in seconds) during which a
socket TCP connection that is disconnected from the
local end remains in the FIN-WAIT-2 state. Process
suspension may be caused by the disconnection
from the peer end, continuous connection from the
peer end, or other reasons.

net.ipv4.ip_local_port_ran
ge

Specifies local port numbers allowed by TCP/UDP.

net.ipv4.tcp_max_syn_bac
klog

Specifies the maximum number of connection
requests that are not acknowledged by the peer end
and that can be stored in the queue. The default
value is 1024. If the server is frequently overloaded,
try to increase the value.

net.ipv4.tcp_low_latency

This option should be disabled if the TCP/IP stack is
used for high throughput, low latency.

net.ipv4.tcp_westwood

Enables the congestion control algorithm on the
transmitter end to evaluate throughput and
improve the overall bandwidth utilization. You are
suggested to enable the congestion control
algorithm for WAN communication.

net.ipv4.tcp_bic

Enables binary increase congestion for fast long-
distance networks so that the connections with
operations being performed at a rate of Gbit/s can
be functional. You are suggested to enable binary
increase congestion for WAN communication.
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Parameter

Description

net.ipv4.tcp_max_tw_buc
kets

Specifies the number of TIME_WAIT buckets, which
defaults to 180000. If the number of buckets
exceeds the default value, extra ones will be
cleared.

net.ipv4.tcp_synack_retrie
S

Specifies the number of times that SYN+ACK
packets are retransmitted in SYN_RECV state.

net.ipv4.tcp_abort_on_ove
rflow

When this parameter is set to 1, if the system
receives a large number of requests within a short
period of time but fails to process them, the system
will send reset packets to terminate the
connections. It is recommended that you improve
system processing capabilities by optimizing the
application efficiency instead of performing reset
operations.

Default value: 0

net.ipv4.route.max_size

Specifies the maximum number of routes allowed
by the kernel.

net.ipv4.ip_forward

Forward packets between interfaces.

net.ipv4.ip_default_ttl

Specifies the maximum number of hops that a
packet can pass through.

net.netfilter.nf_conntrack_
tcp_timeout_established

Clears iptables connections that are inactive for a
specific period of time.

net.netfilter.nf_conntrack_
max

Specifies the maximum value of hash entries.

Viewing Kernel Parameters

e Method 1: Run the cat command in /proc/sys to view file content.

/proc/sys/ is a pseudo directory generated after the Linux kernel is started.
The net folder in this directory stores all kernel parameters that have taken
effect in the system. The directory tree structure is determined based on
complete parameter names. For example, net.ipv4.tcp_tw_recycle
corresponds to the /proc/sys/net/ipv4/tcp_tw_recycle file, and the content of
the file is the parameter value.

Example:

To view the net.ipv4.tcp_tw_recycle value, run the following command:
cat /proc/sys/net/ipv4/tcp_tw_recycle
e Method 2: Use the /etc/sysctl.conf file.
Run the following command to view all parameters that have taken effect in

the system:
[usr/sbin/sysctl -a
net.ipv4.tcp_syncookies = 1

net.ipv4.tcp_max_tw_buckets = 4096

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

486



Elastic Cloud Server
User Guide 14 FAQs

net.ipv4.tcp_tw_reuse = 1
net.ipv4.tcp_tw_recycle = 1
net.ipv4.tcp_keepalive_time = 1800
net.ipv4.tcp_fin_timeout = 30
net.ipv4.tcp_keepalive_time = 1200
net.ipv4.ip_local_port_range = 1024 65000
net.ipv4.tcp_max_syn_backlog = 8192
net.ipv4.tcp_rmem = 16384 174760 349520
net.ipv4.tcp_wmem = 16384 131072 262144
net.ipv4.tcp_mem = 262144 524288 1048576

Modifying Kernel Parameter Settings

e Method 1: Run the echo command in /proc/sys to modify the file for the
target kernel parameters.

The parameter values changed using this method take effect only during the
current running and will be reset after the system is restarted. To make the
modification take effect permanently, see method 2.

/proc/sys/ is a pseudo directory generated after the Linux kernel is started.
The net folder in this directory stores all kernel parameters that have taken
effect in the system. The directory tree structure is determined based on
complete parameter names. For example, net.ipv4.tcp_tw_recycle
corresponds to the /proc/sys/net/ipv4/tcp_tw_recycle file, and the content of
the file is the parameter value.

Example:

To change the net.ipv4.tcp_tw_recycle value to 0, run the following
command:

echo "0" > /proc/sys/net/ipv4/tcp_tw_recycle
e Method 2: Use the /etc/sysctl.conf file.
The parameter values changed using this method take effect permanently.

a. Run the following command to change the value of a specified
parameter:

/sbin/sysctl -w kernel.domainname="example.com"
Example:
sysctl -w net.ipv4.tcp_tw_recycle="0"

b. Run the following command to change the parameter value in the /etc/
sysctl.conf file:

vi [etc/sysctl.conf
¢.  Run the following command for the configuration to take effect:
/sbin/sysctl -p

14.6.6 Why Can't | Use DHCP to Obtain a Private IP Address?

Symptom

You attempt to use DHCP to obtain a private IP address, but you cannot obtain
the IP address.

e  For Linux, a private IP address cannot be assigned.
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e For Windows, a private IP address is changed to an IP address in the 169.254
network segment, which is different from the private IP address displayed on
the ECS console.

(11 NOTE

You are advised to use a public image to create an ECS. All public images support DHCP
continuous discovery mode.

Solution (Linux)

The following uses CentOS 7.2 as an example. For solutions about other OSs, see
the corresponding help documentation.
1. Log in to the ECS and run the following command:
ps -ef | grep dhclient
2. If the dhclient process does not exist, restart the NIC or run any of the
following commands to initiate a DHCP request:
dhclient ethO, ifdown eth0 + ifup eth0, or dhcpcd eth0
3. If the DHCP client does not send any requests for a long time, for example,
the issue recurs after the NIC is restarted, do the following:

a. Run the following command to configure a static IP:

vi /etc/sysconfig/network-scripts/ifcfg-ethO

BOOTPROTO=static

IPADDR=192.168.1.100 #IP address (modified)
NETMASK=255.255.255.0 #Mask (modified)
GATEWAY=192.168.1.1 #Gateway IP address (modified)

b. Restart the ECS to make the network settings take effect.
¢. Select an image in which DHCP runs stably.

4. |If the fault persists, obtain the messages in /var/log/messages on the
affected ECS, use the MAC address of the affected NIC to filter the desired
log, and check whether there is any process that prevents DHCP from
obtaining an IP address.

5. If the fault persists, contact technical support.

Solution (Windows)

The following uses Windows 2012 as an example. For solutions about other OSs,
see the corresponding help documentation.

1. Right-click a local area connection and choose Disable from the shortcut
menu. Then, choose Enable.
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Organize =  Disable this network device  Diagnose this connection

L_' & Ethernet 3
= MNetwork

<
W= Red

® Disable
Status

Diagnose
'&' Eridge Connections

Create Shortcut
Delete

I 1]
H Rename

'ﬁ' Properties

2. If the DHCP client does not send any requests for a long time, for example,
the issue recurs after the NIC is restarted, do the following:

a. Right-click Local Area Connection and choose Properties from the
shortcut menu.

b. In the displayed dialog box, select Internet Protocol Version 4 (TCP/
IPv4), click Properties, and modify parameter settings.

— - Ethernet 3
S Network
‘.‘)J?TFPI‘ [wl 1 boa VP bl Tal L | " E |
i Ethernet 3 Properties EE

Internet Protocol Version 4 (TCP/IPv4) Properties -

General

Yaou can get IP settings assigned automatically if your network supparts
this capability. Otherwise, you need to ask your netwark administrator
far the appropriate IP settings.

() Obtain an IP address automatically

(#®) Use the following IP address:

IP address: [192.168. 1 . 1 |
Subnet mask: | 255.255.255. 0 |
Default gateway: [192.168. 1 . 1 |

Obtain DMS server address automatically

(#®) Use the following DMNS server addresses:

Preferred DMNS server: | . . . |

Alternate DMNS server: | . . . |

1 L [ validate settings upon exit

| oK | | Cancel |

c. Restart the ECS to make the network settings take effect.
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3. If the fault persists, contact technical support.

14.6.7 How Can | Test the Network Performance of Linux
ECSs?

Use netperf and iperf3 to test network performance between ECSs. The test
operations include preparations, TCP bandwidth test, UDP PPS test, and latency
test.

Background

e Tested ECS: an ECS that is tested for network performance. Such an ECS
functions as the client (TX end) or server (RX end) in netperf tests.

e Auxiliary ECS: an ECS that is used to exchange test data with the tested ECS.
The auxiliary ECS functions as the client (TX end) or server (RX end) in
netperf tests.

e Table 14-8 and Table 14-9 list the common netperf and iperf3 parameters.

Table 14-8 Common netperf parameters

Parameter | Description

-p Port number
-H IP address of the RX end
-t Protocol used in packet transmitting, the value of which is

TCP_STREAM in bandwidth tests

-l Test duration
-m Data packet size, which is suggested to be 1440 in bandwidth
tests

Table 14-9 Common iperf3 parameters

Parameter | Description

-p Port number

-C IP address of the RX end

-u UDP packets

-b TX bandwidth

-t Test duration

-1 Data packet size, which is suggested to be 16 in PPS tests
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Parameter | Description

-A ID of the vCPU used by iperf3

In this section, the maximum number of 16 vCPUs is used as
an example for each ECS. If an ECS has 8 vCPUs, the -A value
ranges from 0 to 7.

Test Preparations

Step 1 Prepare ECSs.

Ensure that both type and specifications of the tested ECS and auxiliary ECSs are
the same. In addition, ensure that these ECSs are deployed in the same ECS group
with anti-affinity enabled.

Table 14-10 Preparations

Category | Quantity | Image Specifications | IP Address

Tested ECS | 1 CentOS 7.4 64bit | At least eight | 192.168.2.10
(recommended) vCPUs

Auxiliary 8 CentOS 7.4 64bit | At least 8 192.168.2.11-19

ECS (recommended) vCPUs 2.168.2.18

Step 2 Install the netperf, iperf3, and sar test tools on both the tested ECS and auxiliary
ECSs.

Table 14-11 lists the procedures for installing these tools.

Table 14-11 Installing test tools

Tool Procedure

netperf 1. Run the following command to install gcc:
yum -y install unzip gcc gcc-c++

2. Run the following command to download the netperf
installation package:
wget https://github.com/HewlettPackard/netperf/archive/
refs/tags/netperf-2.7.0.zip

3. Run the following commands to decompress the installation
package and install netperf:
unzip netperf-2.7.0.zip

cd netperf-netperf-2.7.0/
.Jconfigure && make && make install
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Tool

Procedure

iperf3

1. Run the following command to download the iperf3
installation package:
wget --no-check-certificate https://codeload.github.com/
esnet/iperf/zip/master -O iperf3.zip

2. Run the following commands to decompress the installation
package and install iperf3:
unzip iperf3.zip

cd iperf-master/
.Jconfigure && make && make install

sar

Run the following command to install sar:

yum -y install sysstat

Step 3 Enable

NIC multi-queue.

Perform the following operations on both tested ECS and auxiliary ECSs.

1. Run the following command to check the number of queues supported by the
ECSs:

ethtool -l eth0 | grep -i Pre -A 5 | grep Combined
2. Run the following command to enable NIC multi-queue:
ethtool -L eth0 combined X

In

the preceding command, X'is the number of queues obtained in Step 3.1.

--—-End

TCP Bandwidth Test (Using netperf)

Perform the test on multiple flows. This section considers 16 flows that are evenly
distributed to eight ECSs, as an example.

(11 NOTE

The TCP bandwidth test uses the multi-flow model.

When testing the TCP transmission (TX) bandwidth, use the one-to-many model to
ensure that the capability of the receiver is sufficient.

When testing the TCP receiver (RX) bandwidth, use the many-to-one model to ensure
that the capability of the sender is sufficient.

Step 1 Test the TCP TX bandwidth.

1. Run the following commands on all auxiliary ECSs to start the netserver
process:

netserver -p 72001

netserver -p 72002

In

the preceding commands, -p specifies the listening port.

2. Start the netperf process on the tested ECS and specify a netserver port for
each auxiliary ECS. For details about common netperf parameters, see Table
14-8.
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##The IP address is for the first auxiliary ECS.
netperf -H 192.168.2.11 -p 12001 -t TCP_STREAM -1 300 -- -m 1440 &
netperf -H 192.168.2.11 -p 12002 -t TCP_STREAM -l 300 -- -m 1440 &

##The IP address is for the second auxiliary ECS.
netperf -H 192.168.2.12 -p 12001 -t TCP_STREAM -1 300 -- -m 1440 &
netperf -H 192.168.2.12 -p 12002 -t TCP_STREAM -1 300 -- -m 1440 &

##The IP address is for the third auxiliary ECS.
netperf -H 192.168.2.13 -p 12001 -t TCP_STREAM -l 300 -- -m 1440 &
netperf -H 192.168.2.13 -p 12002 -t TCP_STREAM -1 300 -- -m 1440 &

##The IP address is for the fourth auxiliary ECS.
netperf -H 192.168.2.14 -p 12001 -t TCP_STREAM -1 300 -- -m 1440 &
netperf -H 192.168.2.14 -p 12002 -t TCP_STREAM -l 300 -- -m 1440 &

##The IP address is for the fifth auxiliary ECS.
netperf -H 192.168.2.15 -p 12001 -t TCP_STREAM -l 300 -- -m 1440 &
netperf -H 192.168.2.15 -p 12002 -t TCP_STREAM -l 300 -- -m 1440 &

##The IP address is for the sixth auxiliary ECS.
netperf -H 192.168.2.16 -p 12001 -t TCP_STREAM -l 300 -- -m 1440 &
netperf -H 192.168.2.16 -p 12002 -t TCP_STREAM -l 300 -- -m 1440 &

##The IP address is for the seventh auxiliary ECS.
netperf -H 192.168.2.17 -p 12001 -t TCP_STREAM -1 300 -- -m 1440 &
netperf -H 192.168.2.17 -p 12002 -t TCP_STREAM -l 300 -- -m 1440 &

##The IP address is for the eighth auxiliary ECS.
netperf -H 192.168.2.18 -p 12001 -t TCP_STREAM -1 300 -- -m 1440 &
netperf -H 192.168.2.18 -p 12002 -t TCP_STREAM -1 300 -- -m 1440 &

Step 2 Test the TCP RX bandwidth.

1. Start the netserver process on the tested ECS.
##The port number is for the first auxiliary ECS.
netserver -p 12001
netserver -p 12002

##The port number is for the second auxiliary ECS.
netserver -p 12003
netserver -p 12004

##The port number is for the third auxiliary ECS.
netserver -p 12005
netserver -p 12006

##The port number is for the fourth auxiliary ECS.
netserver -p 12007
netserver -p 12008
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##The port number is for the fifth auxiliary ECS.
netserver -p 12009
netserver -p 12010

##The port number is for the sixth auxiliary ECS.
netserver -p 12011
netserver -p 12012

##The port number is for the seventh auxiliary ECS.
netserver -p 12013
netserver -p 12014

##The port number is for the eighth auxiliary ECS.

netserver -p 12015

netserver -p 12016

Start the netperf process on all auxiliary ECSs.

Log in to auxiliary ECS 1.

netperf -H 192.168.2.10 -p 12001 -t TCP_STREAM -l 300 -- -m 1440 &
netperf -H 192.168.2.10 -p 12002 -t TCP_STREAM -l 300 -- -m 1440 &

Log in to auxiliary ECS 2.
netperf -H 192.168.2.10 -p 12003 -t TCP_STREAM -l 300 -- -m 1440 &
netperf -H 192.168.2.10 -p 12004 -t TCP_STREAM -1 300 -- -m 1440 &

Log in to auxiliary ECS 3.
netperf -H 192.168.2.10 -p 12005 -t TCP_STREAM -1 300 -- -m 1440 &
netperf -H 192.168.2.10 -p 12006 -t TCP_STREAM -l 300 -- -m 1440 &

Log in to auxiliary ECS 4.
netperf -H 192.168.2.10 -p 12007 -t TCP_STREAM -1 300 -- -m 1440 &
netperf -H 192.168.2.10 -p 12008 -t TCP_STREAM -1 300 -- -m 1440 &

Log in to auxiliary ECS 5.
netperf -H 192.168.2.10 -p 12009 -t TCP_STREAM -l 300 -- -m 1440 &
netperf -H 192.168.2.10 -p 12010 -t TCP_STREAM -l 300 -- -m 1440 &

Log in to auxiliary ECS 6.
netperf -H 192.168.2.10 -p 12011 -t TCP_STREAM -1 300 -- -m 1440 &
netperf -H 192.168.2.10 -p 12012 -t TCP_STREAM -1 300 -- -m 1440 &

Log in to auxiliary ECS 7.
netperf -H 192.168.2.10 -p 12013 -t TCP_STREAM -1 300 -- -m 1440 &
netperf -H 192.168.2.10 -p 12014 -t TCP_STREAM -1 300 -- -m 1440 &

Log in to auxiliary ECS 8.
netperf -H 192.168.2.10 -p 12015 -t TCP_STREAM -1 300 -- -m 1440 &
netperf -H 192.168.2.10 -p 12016 -t TCP_STREAM -l 300 -- -m 1440 &
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Step 3 Analyze the test result.

After the test is complete, the output of the netperf process on one TX end is
shown in Figure 14-103. The final result is the sum of the test results of the
netperf processes on all TX ends.

Figure 14-103 Output of the netperf process on one TX end

Recv Send Send
Socket Socket Message Elapsed
Size Size Size Time Throughput

bytes bytes bytes secs. 10%6bits/sec

| TX buffer Test duration | | Throughput

B7380 16384 1440 120.02 956.30

(11 NOTE

There are a large number of netperf processes. To facilitate statistics collection, it is a good
practice to run the following command to view test data on the tested ECS using sar:

sar -n DEV 1 60

--—-End

UDP PPS Test (Using iperf3)

Step 1 Test the UDP TX PPS.

1. Log in to an auxiliary ECS.

2. Run the following commands on all auxiliary ECSs to start the server process:
iperf3 -s -p 12001 &
iperf3 -s -p 12002 &
In the preceding commands, -p specifies the listening port.

3. Start the client process on the tested ECS. For details about common iperf3
parameters, see Table 14-9.

##Auxiliary ECS 1
iperf3 -c 192.168.2.11 -p 12001 -u -b 100M -t 300 -1 16 -A 0 &
iperf3 -c 192.168.2.11 -p 12002 -u -b 100M -t 300 -1 16 -A 1 &

##Auxiliary ECS 2
iperf3 -c 192.168.2.12 -p 12001 -u -b 100M -t 300 -1 16 -A 2 &
iperf3 -c 192.168.2.12 -p 12002 -u -b 100M -t 300 -1l 16 -A 3 &

##Auxiliary ECS 3
iperf3 -c 192.168.2.13 -p 12001 -u -b 100M -t 300 -1 16 -A 4 &
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iperf3 -c 192.168.2.13 -p 12002 -u -b 100M -t 300 -1l 16 -A 5 &

##Auxiliary ECS 4

iperf3 -c 192.168.2.14 -p 12001 -u -b 100M -t 300 -1 16 -A 6 &
iperf3 -c 192.168.2.14 -p 12002 -u -b 100M -t 300 -l 16 -A 7 &

##Auxiliary ECS 5

iperf3 -c 192.168.2.15 -p 12001 -u -b 100M -t 300 -1 16 -A 8 &
iperf3 -c 192.168.2.15 -p 12002 -u -b 100M -t 300 -1 16 -A 9 &

##Auxiliary ECS 6

iperf3 -c¢ 192.168.2.16 -p 12001 -u -b 100M -t 300 -1 16 -A 10 &
iperf3 -c 192.168.2.16 -p 12002 -u -b 100M -t 300 -1 16 -A 11 &

##Auxiliary ECS 7

iperf3 -c 192.168.2.17 -p 12001 -u -b 100M -t 300 -1 16 -A 12 &
iperf3 -c 192.168.2.17 -p 12002 -u -b 100M -t 300 -1 16 -A 13 &

##Auxiliary ECS 8

iperf3 -c 192.168.2.18 -p 12001 -u -b 100M -t 300 -1 16 -A 14 &
iperf3 -c 192.168.2.18 -p 12002 -u -b 100M -t 300 -1 16 -A 15 &

Step 2 Test the UDP RX PPS.

1.

Start the server process on the tested ECS. For details about common iperf3

parameters, see Table 14-9.

##The port number is for the first auxiliary ECS.
iperf3 -s -p 12001 -A 0 -i 60 &

iperf3 -s -p 12002 -A 1 -i 60 &

##The port number is for the second auxiliary ECS.
iperf3 -s -p 12003 -A 2 -i 60 &

iperf3 -s -p 12004 -A 3 -i 60 &

##The port number is for the third auxiliary ECS.
iperf3 -s -p 12005 -A 4 -i 60 &

iperf3 -s -p 12006 -A 5 -i 60 &

##The port number is for the fourth auxiliary ECS.
iperf3 -s -p 12007 -A 6 -i 60 &

iperf3 -s -p 12008 -A 7 -i 60 &

##The port number is for the fifth auxiliary ECS.
iperf3 -s -p 12009 -A 8 -i 60 &

iperf3 -s -p 12010 -A 9 -i 60 &
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##The port number is for the sixth auxiliary ECS.
iperf3 -s -p 12011 -A 10 -i 60 &
iperf3 -s -p 12012 -A 11 -i 60 &

##The port number is for the seventh auxiliary ECS.
iperf3 -s -p 12013 -A 12 -i 60 &
iperf3 -s -p 12014 -A 13 -i 60 &

##The port number is for the eighth auxiliary ECS.
iperf3 -s -p 12015 -A 14 -i 60 &
iperf3 -s -p 12016 -A 15 -i 60 &

2. Start the client process on all auxiliary ECSs. For details about common iperf3
parameters, see Table 14-9.

Log in to auxiliary ECS 1.
iperf3 -c 192.168.2.10 -p 12001 -u -b 100M -t 300 -1 16 -A 0 &
iperf3 -c 192.168.2.10 -p 12002 -u -b 100M -t 300 -1l 16 -A 1 &
Log in to auxiliary ECS 2.
iperf3 -c 192.168.2.10 -p 12003 -u -b 100M -t 300 -1 16 -A 0 &
iperf3 -c 192.168.2.10 -p 12004 -u -b 100M -t 300 -1l 16 -A 1 &
Log in to auxiliary ECS 3.
iperf3 -c 192.168.2.10 -p 12005 -u -b 100M -t 300 -1 16 -A 0 &
iperf3 -c 192.168.2.10 -p 12006 -u -b 100M -t 300 -1l 16 -A 1 &
Log in to auxiliary ECS 4.
iperf3 -c 192.168.2.10 -p 12007 -u -b 100M -t 300 -1 16 -A 0 &
iperf3 -c 192.168.2.10 -p 12008 -u -b 100M -t 300 -1l 16 -A 1 &
Log in to auxiliary ECS 5.
iperf3 -c 192.168.2.10 -p 12009 -u -b 100M -t 300 -1 16 -A 0 &
iperf3 -c 192.168.2.10 -p 12010 -u -b 100M -t 300 -1l 16 -A 1 &
Log in to auxiliary ECS 6.
iperf3 -c 192.168.2.10 -p 12011 -u -b 100M -t 300 -1 16 -A 0 &
iperf3 -c 192.168.2.10 -p 12012 -u -b 100M -t 300 -1l 16 -A 1 &
Log in to auxiliary ECS 7.
iperf3 -c 192.168.2.10 -p 12013 -u -b 100M -t 300 -1 16 -A 0 &
iperf3 -c 192.168.2.10 -p 12014 -u -b 100M -t 300 -1l 16 -A 1 &
Log in to auxiliary ECS 8.
iperf3 -c 192.168.2.10 -p 12015 -u -b 100M -t 300 -1 16 -A 0 &
iperf3 -c 192.168.2.10 -p 12016 -u -b 100M -t 300 -1l 16 -A 1 &

Step 3 Analyze the test result.

Figure 14-104 shows an example of the UDP PPS test result.
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Latency Test
Step 1

Step 2

Figure 14-104 UDP PPS test result
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There are a large number of iperf3 processes. To facilitate statistics collection, it is a good
practice to run the following command to view test data on the tested ECS using sar:

sar -n DEV 1 60

--—-End

Run the following command to start the gperf process on the tested ECS:

gperf &

Log in to auxiliary ECS 1 and run the following command to perform a latency

test:

gperf 192.168.2.10 -m 64 -t 60 -vu udp_lat

After the test is complete, the lat value in the command output is the latency

between ECSs.

--—-End

14.6.8 Will NICs Added to an ECS Start Automatically?

Based on test results, if the ECS runs CentOS 7.0, NICs added to the ECS cannot
start automatically. You must start the NICs manually.

14.6.9 How Can | Check Whether the Network
Communication Is Normal Between Two ECSs Equipped with
an InfiniBand NIC Driver?

For high-performance H2 ECSs equipped with an InfiniBand NIC driver (InfiniBand
ECSs for short), perform the following operations to check whether the driver
installation is successful and whether the network communication between the

ECSs is normal.

(11 NOTE

During the check, if your ECS has no command tool installed, such as ibstat, obtain the tool
from the installation package for the InfiniBand NIC driver and install the tool.

Step 1 Check whether the NICs of the InfiniBand ECSs are functional.
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Log in to the ECS.
2. Run the following command to check whether the NIC is functional:
ibstat
- Ifitis functional, go to Step 2.
- Ifitis not functional, contact the administrator for technical support.

Step 2 Check whether the network communication between two InfiniBand ECSs is
normal.

1. Log in to one InfiniBand ECS and run the following command:
ib_write_bw -x 0 --pkey_index 0

2. Log in to the other InfiniBand ECS and run the following command:
ib_write_bw -x 0 --pkey_index 0/p_addr

In the preceding command, ip_addris the NIC IP address of the first
InfiniBand ECS.

3. Check whether the terminal display is correct.

Figure 14-105 Normal network communication

11-11-11-111 MLNX OFED

- If the terminal display is shown in Figure 14-105, the network
communication between the two InfiniBand ECSs is normal.

- If the InfiniBand network is inaccessible, contact the administrator for
technical support.

--—-End

14.6.10 How Can | Manually Configure an IP Address for an
InfiniBand NIC?

IP over InfiniBand (IPolB) allows IP data transmission over InfiniBand. For SUSE
high-performance H2 and HL1 ECSs, if IPolB is required, you must manually
configure an IP address for the InfiniBand NIC after installing the InfiniBand NIC
driver.

Prerequisites

The InfiniBand NIC driver has been installed on the high-performance H2 or HL1
ECSs.
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Background

To prevent IP address conflict of the InfiniBand NICs configured for the ECSs of a
tenant, determine the IP address to be configured for an InfiniBand NIC according
to the IP addresses available in the VPC. The method is as follows:

For example, if the first two eight-bits of the IP address (specified by IPADDR) to
be configured for the InfiniBand NIC are consistently 169.254, the latter two eight-
bits must be the same as those of the ethO IP address, and the subnet mask must
be the same as that of the ethO NIC.

An example is provided as follows:

If the IP address of the ethO NIC is 192.168.0.100/24, the IP address to be
configured for the InfiniBand NIC is 169.254.0.100/24.

Procedure

Log in to the ECS.
2. Run the following command to switch to user root:
sudo su -

3. Run the following command to edit the /etc/sysconfig/network/ifcfg-ib0
file:

vi /etc/sysconfig/network/ifcfg-ib0
4. Enter the following information:
DEVICE=ib0
BOOTPROTO=static
IPADDR=/P address to be configured for the InfiniBand NIC
NETMASK=Subnet mask
STARTMODE=auto

(11 NOTE

For instructions about how to obtain the IP address and subnet mask for an InfiniBand
NIC, see Background.

5. Run the following command to restart the network for the configuration to
take effect:

service network restart

14.6.11 How Can | Handle the Issue that a Windows 7 ECS
Equipped with an Intel 82599 NIC Reports an Error in SR-IOV
Scenarios?

Symptom

When the 20.4.1 driver package downloaded at Intel website https://
downloadcenter.intel.com/search?keyword=Intel++Ethernet+Connections+CD
was installed in a Windows 7 64bit ECS with SR-IOV passthrough enabled, the
system displayed the message "No Intel adapter found".
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Cause Analysis

Solution

The OS identifies an Intel 82599 passthrough NIC without a driver installed as an
Ethernet controller. When the 20.4.1 driver package was installed, the OS did not
identify the Intel NIC, leading to the error.

Run Autorun.exe in the folder where the 20.4.1 driver package is stored. Install a
driver on the NIC before installing the driver package so that the NIC can be
identified as an Intel 82599 virtual function (VF) device by the OS. Use either of
the following methods to install the driver:

e Method 1: Update the version.

Download the 18.6 driver package at the Intel website.
Run Autorun.exe.

¢. Run Autorun.exe in the folder where the 20.4.1 driver package is stored
to update the driver.

e Method 2: Use the device manager.

a. Start the Windows resource manager. Right-click Computer and choose
Manage from the shortcut menu. In the Device Manager window, locate
the NIC. When the NIC has no driver installed, the NIC locates in Other
devices and is named Ethernet Controller.

b. Right-click Ethernet Controller and choose Update Driver Software.

c. Click Browse, select the path where the driver package is stored, and click
Next.

d. Locate the NIC in Network Adapter of Device Manager.
e. Run Autorun.exe to install the 20.4.1 driver package.

14.7 EIP FAQ

14.7.1 Can Multiple EIPs Be Bound to an ECS?

Scenarios

Multiple EIPs can be bound to an ECS, but this operation is not recommended.

If an ECS has multiple NICs attached and you want to bind multiple EIPs to this
ECS, you need to configure policy-based routes for these NICs so that these
extension NICs can communicate with external works. For details, see
Configuration Example.

Configuration Example

Table 14-12 lists ECS configurations.
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Table 14-12 ECS configurations

Parameter Configuration
Name ecs_test
Image CentOS 6.5 64bit
EIP 2
Primary NIC eth0
Secondary NIC eth1

Example 1:

If you intend to access public network 11.11.11.0/24 through standby NIC eth1,
perform the following operations to configure a route:

1.

Log in to the ECS.

2. Run the following command to configure a route:
ip route add 11.11.11.0/24 dev eth1 via 192.168.2.1
In the preceding command, 192.168.2.1 is the gateway IP address of standby
NIC eth1.

Example 2:

Based on example 1, if you intend to enable routing for default public network
traffic through standby NIC eth1, perform the following operations to configure a

route:
1. Log in to the ECS.
2. Run the following command to delete the default route:

ip route delete default

NOTICE

Exercise caution when deleting the default route because this operation will
interrupt the network and result in SSH login failures.

Run the following command to configure a new default route:
ip route add 0.0.0.0/0 dev eth1 via 192.168.2.1

In the preceding command, 192.168.2.1 is the gateway IP address of standby
NIC eth1.

14.7.2 Can an ECS Without an EIP Bound Access the Internet?

Yes.

You can configure the SNAT server so that the ECS without an EIP bound can
access the Internet.

For details, see "Configuring an SNAT Server" in Virtual Private Cloud User Guide.
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14.7.3 What Should | Do If an EIP Cannot Be Pinged?

Symptom

After you purchase an EIP and bind it to an ECS, the local host or other cloud
servers cannot ping the EIP of the ECS.

Fault Locating

The following fault causes are sequenced based on their occurrence probability.

If the fault persists after you have ruled out a cause, check other causes.

Figure 14-106 Method of locating the failure to ping an EIP

— 1. Check security group rules.

— 2. Check firewall settings.

///

Why can'tan EIP be pinged? [l

\\

" 5. Check whether the network is functional.

“— 6. Check the ECS route configuration if multiple NICs are used

" 7. Check domain name resolution if the domain name cannot be pinged. ~

4. Check ACL rules.

~.__Ensure that the security group allows ICMP traffic.

~._Ensure that the firewall does not block ping operations.

— 3. Check whether ping operations have been disabled onthe ECS. ~__Ensure that ping operations are allowed on the ECS

~_Check ACL rules if the VPC with a network ACL.

. Useanother ECS in the same region to ping the affected EIP to check
__the local network.

~._Check the route configuration if an extension NIC is used

If the domain name cannot be pinged, the domain
name is not ICP filed or cannot be resolved.

Table 14-13 Method of locating the failure to ping an EIP

Possible Causes

Solution

ICMP access rules
are not added to the
security group.

Add ICMP access rules to the security group. For details,
see Checking Security Group Rules.

Ping operations are
prohibited on the
firewall.

Allow ping operations on the firewall. For details, see
Checking Firewall Settings.

Ping operations are
prohibited on the
ECS.

Allow ping operations on the ECS. For details, see
Checking Whether Ping Operations Have Been
Disabled on the ECS.

Network ACL is
associated.

If the VPC is associated with a network ACL, check the
network ACL rules. For details, see Checking ACL Rules.

A network exception
occurred.

Use another ECS in the same region to check whether
the local network is functional. For details, see Checking
Whether the Network Is Functional.
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Possible Causes Solution
Routes are If the network is inaccessible due to an extension NIC,
incorrectly the fault is generally caused by incorrect route
configured if configurations. To resolve this issue, see Checking the
multiple NICs are ECS Route Configuration If Multiple NICs Are Used.
used.

Checking Security Group Rules

ICMP is used for the ping command. Check whether the security group
accommodating the ECS allows ICMP traffic.

1.

7.

8.

Log in to the management console.

Under Computing, choose Elastic Cloud Server.

On the Elastic Cloud Server page, click the name of the target ECS.
The page providing details about the ECS is displayed.

Click the Security Groups tab, expand the information of the security group,
and view security group rules.

Click the security group ID.
The system automatically switches to the Security Group page.

On the Outbound Rules page, click Add Rule. In the displayed dialog box, set
required parameters to add an outbound rule.

Table 14-14 Security group rules

Transfer | Type Protocol/Port | Destination

Direction Range

Outboun | IPv4 ICMP/Any 0.0.0.0/0

d 0.0.0.0/0 indicates all IP
addresses.

On the Inbound Rules tab, click Add Rule. In the displayed dialog box, set
required parameters to add an inbound rule.

Table 14-15 Security group rules

Transfer Type Protocol/Port Source

Direction Range

Inbound IPv4 ICMP/Any 0.0.0.0/0
0.0.0.0/0 indicates all IP
addresses.

Click OK to complete the security rule configuration.
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Checking Firewall Settings

If a firewall is enabled on the ECS, check whether the firewall blocks the ping
operations.

Linux

1.

Consider CentOS 7 as an example. Run the following command to check the
firewall status:

firewall-cmd --state
If running is displayed in the command output, the firewall has been enabled.

2. Check whether there is any ICMP rule blocking the ping operations.
iptables -L
If the command output shown in Figure 14-107 is displayed, there is no ICMP
rule blocking the ping operations.
Figure 14-107 Checking firewall rules
[root@ecs-3c4e ~]# iptables -L
Chain INPUT (policy ACCEPT)
target prot opt source destination
ACCEPT icmp -- anywhere anywhere icmp echo-request
Chain FORWARD (policy ACCEPT)
target prot opt source destination
Chain OUTPUT (policy ACCEPT)
prot opt source destination
ACCEPT icmp -- anywhere anywhere icmp echo-reply
[root@ecs-3cde ~]#
If the ping operations are blocked by an ICMP rule, run the following
commands to modify the rule for unblocking:
iptables -A INPUT -p icmp --icmp-type echo-request -j ACCEPT
iptables -A OUTPUT -p icmp --icmp-type echo-reply -j ACCEPT
Windows
1. Log in to the Windows ECS, click the Windows icon in the lower left corner of
the desktop, and choose Control Panel > Windows Firewall.
2. Click Turn Windows Firewall on or off.
View and set the firewall status.
3. If the firewall is On, go to 4.
4. Check the ICMP rule statuses in the firewall.

a. In the navigation pane on the Windows Firewall page, click Advanced
settings.

b. Enable the following rules:
Inbound Rules: File and Printer Sharing (Echo Request - ICMPv4-In)

Outbound Rules: File and Printer Sharing (Echo Request - ICMPv4-
Out)

If IPv6 is enabled, enable the following rules:
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Inbound Rules: File and Printer Sharing (Echo Request - ICMPv6-In)

Outbound Rules: File and Printer Sharing (Echo Request - ICMPv6-

Out)

Figure 14-108 Inbound Rules

o Windows Firewall with Advanced Security

File  Action View Help
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S Outbound Rules
u Connection Security Rules || @ Cortans Cortana Al Ves o || mewRule
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@ DAL protocal senver (HTTP-In) DIAL protocal server Private  Ves :
Distributed Transaction Coerdinatar (RPCH Distributed Transaction Coa..  All Ne ¢ || 7 Fiterbystate 4
Distributed Transaction Coordinator (RPC-EPMAP) Distributed Transaction Coo., Al No ¢ 7 Filter by Group 4
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. €3 Refresh
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Figure 14-109 Outbound Rules
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Checking Whether Ping Operations Have Been Disabled on the ECS
Windows
Enable ping operations using the CLI.

1. Start the Run dialog box. Enter cmd and press Enter.
2. Run the following command to enable ping operations:
netsh firewall set icmpsetting 8

Linux

Check the ECS kernel parameters.

1. Check the net.ipvd.icmp_echo_ignore_all value in the /etc/sysctl.conf file.
Value 0 indicates that ping operations are allowed, and value 1 indicates that
ping operations are prohibited.

2. Allow ping operations.
- Run the following command to temporarily allow the ping operations:
#echo 0 >/proc/sys/net/ipv4/icmp_echo_ignore_all
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- Run the following command to permanently allow the ping operations:
net.ipvd.icmp_echo_ignore_all=0

Checking ACL Rules

By default, no ACL is configured for a VPC. If a network ACL is associated with a
VPC, check the ACL rules.

1. Check whether the subnet of the ECS has been associated with a network
ACL.

If an ACL name is displayed, the network ACL has been associated with the
ECS.

. Click the ACL name to view its status.
3. If the network ACL is enabled, add an ICMP rule to allow traffic.

(10 NOTE

The default network ACL rule denies all incoming and outgoing packets. If a network
ACL is disabled, the default rule is still effective.

Checking Whether the Network Is Functional

1. Use another ECS in the same region to check whether the local network is
functional.

Use another ECS in the same region to ping the affected EIP. If the EIP can be
pinged, the VPC is functional. In such a case, rectify the local network fault
and ping the affected EIP again.

2. Check whether the link is accessible.

A ping failure is caused by packet loss or long delay, which may be caused by
link congestion, link node faults, or heavy load on the ECS.

Checking the ECS Route Configuration If Multiple NICs Are Used

Generally, the default route of an OS will preferentially select the primary NIC. If
an extension NIC is selected in a route and the network malfunctions, this issue is
typically caused by incorrect route configuration.

e If the ECS has multiple NICs, check whether the default route is available.

a. Log in to the ECS and run the following command to check whether the
default route is available:

ip route

Figure 14-110 Default route

“1# ip route

b. If the route is unavailable, run the following command to add it:
ip route add default via XXXX dev eth0
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L] NOTE
In the preceding command, XXXX specifies a gateway IP address.

e If the ECS has multiple NICs and the EIP is bound to an extension NIC,
configure policy routing on the ECS for network communication with the
extension NIC.

14.7.4 Why Can | Remotely Access an ECS But Cannot Ping It?

Symptom

You can remotely access an ECS but when you ping the EIP bound to the ECS, the
ping operation fails.

Possible Causes

A desired inbound rule is not added for the security group, and ICMP is not
enabled.

Solution

Log in to the management console.

2. Under Computing, click Elastic Cloud Server.

3. On the Elastic Cloud Server page, click the name of the target ECS.
The page providing details about the ECS is displayed.

4. Click the Security Groups tab, expand the information of the security group,
and click the security group ID.

5.  On the Inbound Rules tab of the Security Group page, click Add Rule.
6. Add an inbound rule for the security group and enable ICMP.

- Protocol: ICMP

- Source: IP address 0.0.0.0/0

14.8 Password and Key Pair FAQ

14.8.1 How Can | Set the Validity Period of the Image
Password?

If an ECS cannot be logged in because of expired image password, you can contact
the administrator for handling.

If the ECS can still be logged in, you can perform the following operations to set
the password validity period.

Procedure
The following operations use EulerOS 2.2 as an example.

1. Log in to the ECS.
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Run the following command to check the password validity period:
vi [etc/login.defs
The value of parameter PASS_MAX_DAYS is the password validity period.

Run the following command to change the value of parameter
PASS_MAX_DAYS:

chage -M 99999 user name
99999 is the password validity period, and user_name is the system user, for
example, user root.

L] NOTE
You are advised to configure the password validity period as needed and change it at a
regular basis.

Run command vi /etc/login.defs to verify that the configuration has taken
effect.

Figure 14-111 Configuration verification
t Password aging controls:

PASS_MAX_DAYS Maximum number of days a password may be used.
PASS_MIN_DAYS Minimum number of days allowed between password changes|
PASS_MIN_LEN Minimum acceptable password length.

PASS_WARN_AGE Number of days warning given before a password expires.

PASS_MAX_DAYS 99999
PASS_MIN_DAYS B
PASS_MIN_LEN 5
PASS_WARN_AGE 7

14.8.2 Why Does Login to My ECS Using the Reset Password

Fail?

Scenarios

You cannot use the new password that you set to log in to the ECS.

(1 NOTE

Windows

Ensure that the one-click password reset plug-in is not blocked by security software.
Otherwise, the one-click password reset function is unavailable.

After the password is reset, you must restart the ECS for the new password to take effect.

Perform the following operations to locate the fault:

Step 1 Check whether port 80 in the outbound direction of the security group is

permitted.

1. Log in to the management console.

2. Select the target ECS to switch to the page that provides details about the
ECS.

3. On the Security Groups tab, check whether the outbound rule allows access

from port 80.
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In the default security group rule, all ports are allowed in the outbound
direction.

Step 2 Check whether DHCP is enabled in the VPC of the ECS.

1.
2.
3.

4.
5.

On the ECS details page, click the VPC name to navigate to the VPC console.
In the VPC list, click the VPC name.

In the Networking Components area, click the number in the Subnets row
to go to the Subnets page.

In the subnet list, click the subnet name to view its details.
In the Gateway and DNS Information area, check whether DHCP is enabled.

Step 3 If both the security group and DHCP are properly configured but one-click
password reset fails to take effect, use the original password to log in to the ECS.

If the original password is invalid, reset the password. For details, see
Resetting the Password for Logging In to a Windows ECS.

If the original password is valid, use it to log in to the ECS and reset the
password. For details, see Resetting the Password for Logging In to an ECS
in the OS.

Step 4 Check whether the password reset plug-in CloudResetPwdAgent has been installed
on the ECS. To do so, perform the following operations:

Start the Task Manager and check whether cloudResetPwdAgent is displayed on
the Services tab. As shown in the Figure 14-112, the password reset plug-in has
been installed on the ECS. If no, the one-click password reset plug-in has not been
installed on the ECS.

To install the plug-in, see Installing the One-Click Password Reset Plug-in on an

ECS.
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Figure 14-112 Successful plug-in installation
= Task Manager = O X
File Options View
Processes Performance Users Details Services
Mame PID Description Status Lo
PerfHost Performance Counter DLL Host Stopped
NetTcpPortSharing Met. Tep Port Sharing Service Stopped
Netlogon Metlogon Stopped
o msiserver Windows Installer Stopped
MSDTC 2728 Distributed Transaction Coordinator Running
.. Keylso CNG Key Isolation Stopped
. HostWatch 1632 HostWatch Service Running
HostGuard 1648 HostGuard Service Running
EFS Encrypting File System (EFS) Stopped
'+, diagnosticshub.standardcollector.service Microsoft (R) Diagnostics Hub 5tand...  Stopped
COMSysApp 2260 COM+ System Application Running
" cloudResetPwdAgent cloud reset password agent Stopped
% cloudbase-init cloudbase-init Stopped
"% AppVClient Microsoft App-V Client Stopped
ALG Application Layer Gateway Service Stopped
wh WalletService WalletService Stopped
tiledatamodelsve 1760 Tile Data model server Running
StateRepository 1760 State Repository Service Running
EntAppSve Enterprise App Management Service Stopped
AppReadiness App Readiness Stopped
AodnstSV ActiveX Installer (AsxdnstSV) Stopped v
< >
--—-End
Linux
Perform the following operations to locate the fault:
Step 1 Check whether port 80 in the outbound direction of the security group is
permitted.
1. Log in to the management console.
2. Select the target ECS to switch to the page that provides details about the
ECS.
3. On the Security Groups tab, check whether the outbound rule allows access
from port 80.
In the default security group rule, all ports are allowed in the outbound
direction.
Step 2 Check whether DHCP is enabled in the VPC of the ECS.
1. On the ECS details page, click the VPC name to navigate to the VPC console.
2. In the VPC list, click the VPC name.
3. In the Networking Components area, click the number in the Subnets row
to go to the Subnets page.
4. In the subnet list, click the subnet name to view its details.
5. In the Gateway and DNS Information area, check whether DHCP is enabled.
Step 3 If both the security group and DHCP are properly configured but one-click

password reset fails to take effect, use the original password to log in to the ECS.
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e If the original password is invalid, enter the single-user mode and reset the
password.

e If the original password can be used, perform the following operations for
further check:
Use the original password to log in to the ECS.

b. Run the curl http://169.254.169.254/openstack/latest/resetpwd_flag
command to check whether the one-click password reset function is
available.

®  |f the returned value is true, the password can be reset with a few
clicks.

®  |f any other value is returned, the password cannot be reset.

[rootBecs-f7e2 14 service cloudResetPudfgent status

cloudResetPuwdAgent is not running.

[rootPecs-f?eZ 14 curl hittp:sr169.254.169.254 0penstack-latest reset_puwd flag
{"message” :"API not found”,"request_id": "cIbBebB6-156d-44c7-aB44-891926965483"

IrontBecs-f?e2 14 corl hitp:s-169.254.169.254 0penstackslatest /resetpud_f lag
{"resetpud_flag": “True"}[rootBecs—f7eZ ~1i

Step 4 Check whether CloudResetPwdAgent has been installed.

1. Check whether the CloudrResetPwdAgent directory is available in the root
directory on the ECS.

- If the directory is available, go to Step 4.2.

- If the directory is not available, the one-click password reset plug-in has
not been installed on the ECS.

To install the plug-in, see Installing the One-Click Password Reset
Plug-in on an ECS.

2.  Run the following command to check the CloudResetPwdAgent status:
service cloudResetPwdAgent status

If the command output is "unrecognized service", the one-click password reset
plug-in has not been installed on the ECS.

To install the plug-in, see Installing the One-Click Password Reset Plug-in
on an ECS.

--—-End

14.8.3 Why Am | Seeing the Message Indicating That the Port
Is Used by a One-Click Password Reset Plug-in?

Symptom

When you attempt to run an application on an ECS, the system displays a
message indicating that the required port is used by a one-click password reset
plug-in.

Possible Causes

If an ECS works in AUTO mode, when its one-click password reset plug-in starts,
the plug-in randomly uses a port, which may be a service port.
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(11 NOTE

The one-click password reset plug-in has been upgraded to work in PIPE mode by default.

Newly created ECSs run in PIPE mode by default, and their one-click password reset
plug-ins will not use service ports.

Existing ECSs still work in AUTO mode, in which the plug-ins randomly select idle ports
with the smallest port numbers ranging from 31000 to 32999.

Method 1 (Recommended): Modifying the wrapper Files of the One-Click
Password Reset Plug-in for the PIPE Mode

In the wrapper files, change AUTO (SOCKET) to PIPE. After the change, the plug-
in will not use service ports.

1.

Open CloudResetPwdAgent configuration files.

Linux

/CloudrResetPwdAgent/conf/wrapper.conf and /
CloudResetPwdUpdateAgent/conf/wrapper.conf

Windows

C:\CloudrResetPwdAgent\conf\wrapper.conf and
C:\CloudResetPwdUpdateAgent\conf\wrapper.conf

Add the following data to the end of the files:
wrapper.backend.type=PIPE
Restart CloudResetPwdUpdateAgent.

Linux

/CloudResetPwdUpdateAgent/bin/cloudResetPwdUpdateAgent.script
restart

Windows

i. Press Win+R to start the Run text box.
ii. Enter Services.msc and click OK.

Figure 14-113 Run

=) Run -

=== Typethename of a program, folder, document, or Internet
resource, and Windows will open it for you,

Open: ‘m W

9 This task will be created with administrative privileges.,

‘ ] 4 H Cancel H Browse... |

iii. Right-click cloud reset password update agent and choose Restart
from the shortcut menu.
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Figure 14-114 Services (Local)

Method 2: Modifying the Configuration to Change the Port Range

Modify the CloudResetPwdAgent configuration to change the default port range
(31000-32999) for the password reset plug-in so that the service port is out of the
port range.

For example, to change the port range for the password reset plug-in to 40000-
42000, perform the following operations:

1.

Open CloudResetPwdAgent configuration files.
- Linux

/CloudrResetPwdAgent/conf/wrapper.conf and /
CloudResetPwdUpdateAgent/conf/wrapper.conf

- Windows

C:\CloudrResetPwdAgent\conf\wrapper.conf and
C:\CloudResetPwdUpdateAgent\conf\wrapper.conf

Add the following data to the configuration files:
wrapper.port.min=40000
wrapper.port.max=41000
wrapper.jvm.port.min=41001
wrapper.jvm.port.max=42000

Figure 14-115 Modifying the configuration files

[root@: “1# tail -n 4 /CloudResetPudUpdatengent conf wrapper.conf
wrapper . port .min=48080

wrapper . port .max=41088

wrapper . jum.port.min=41881

wrapper . jum. port.max=426880

[root@sluo-ecs-9545 “1# tail -n 4 /CloudrResetPwdAgent conf ~wrapper .conf
wrapper . port .min=-46088

wrapper . port .max=41888

wrapper . jum.port.min=41881

wrapper . jum.port .max=-426880

Restart CloudResetPwdUpdateAgent.
- Linux

/CloudResetPwdUpdateAgent/bin/cloudResetPwdUpdateAgent.script
restart

- Windows

i. Press Win+R to start the Run text box.

ii. Enter Services.msc and click OK.
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Figure 14-116 Run

=] Run -

== Typethe name of a program, folder, document, or Internet
resource, and Windows will open it for you,

oper: | v

9 This task will be created with administrative privileges.,

‘ 0K H Cancel H Browse.., |

iii. Right-click cloud reset password update agent and choose Restart
from the shortcut menu.

Figure 14-117 Services (Local)

14.8.4 Why Does the One-Click Password Reset Plug-in Use
Too Much VIRT and SHR?

Symptom

The one-click password reset plug-in uses too much VIRT and SHR.

Figure 14-118 Viewing the virtual memory usage

top - 14:56:06 up 4 days, 3:22, 1 user, load average: 0.00, 0.02, 0.05
IEELEH 1 total, ® running, 1 sleeping, 0 stopped, 0 zombie
0.5 us, 0.5 sy, 6.0 ni, 99.0 id, 6.0 wa, 0.0 hi, 6.6 si, 0.0 st
3864028 total, 137704 free, 183268 used, 3543056 buff/cache
@ total, 0 free, 0 used. 3358852 avail Mem

PID USER PR NI VIRT RES SHR S %CPU %MEM TIME+ COMMAND
20 ]

18240 root 2513828 61876 | 13036 S 8.6 1.6 0:00.75 java

Root Causes

Memory used by applications is from the glibc memory pool. In versions earlier
than glibc 2.10, there is only one memory pool named main arena. In glibc 2.10
and later versions, there is a memory pool named thread arena. Therefore,
applications can use memory from two memory pools, which results in high usage
of VIRT and SHR. You can limit the memory that can be used by the one-click
password reset plug-in.
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Procedure
1. Modify the parameters of the one-click password reset plug-in.

a. Run the following command to view the configuration file.
vim /CloudResetPwdUpdateAgent/conf/wrapper.conf

Figure 14-119 wrapper.conf before modification

b. Delete the comment tag (#) at the beginning of
wrapper.java.initmemory=16 and wrapper.java.maxmemory=64.

Figure 14-120 wrapper.conf after modification

wrapper.java.initmemory=16

wrapper.java.maxmemory=64

2. Run the following commands to restart the one-click password reset plug-in.
cd /CloudResetPwdUpdateAgent/bin/
.JcloudResetPwdUpdateAgent.script restart

14.8.5 How Can | Obtain the Key Pair Used by My ECS?

Symptom

You have created multiple key pairs, and you are trying to find the key pair to log
in to the target ECS.

Procedure

Log in to the management console.

Under Computing, click Elastic Cloud Server.

On the Elastic Cloud Server page, select the target ECS.
Click the name of the target ECS.

The page providing details about the ECS is displayed.

N =
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5.

Obtain the Key Pair value.
The value is the key pair used by the ECS.

14.8.6 What Should | Do If a Key Pair Cannot Be Imported?

If you use Internet Explorer 9 to access the management console, the key pair may
fail to import. In this case, perform the following steps to modify browser settings
and then try again:

vk w2

o

0.

Click ® in the upper right corner of the browser.
Select Internet Options.

Click the Security tab in the displayed dialog box.
Click Internet.

If the security level indicates Custom, click Default Level to restore to the
default settings.

Move the scroll bar to set the security level to Medium and click Apply.
Click Custom Level.

Set Initialize and script ActiveX controls not marked as safe for scripting
to Prompt.

Click Yes.

14.8.7 Why Does the Login to My Linux ECS Using a Key File

Fail?

Symptom

When you use the key file created during your Linux ECS creation to log in to the
ECS, the login fails.

Possible Causes

Possible causes vary depending on the image used to create the Linux ECS.

Solution

Cause 1: The image that you used to create the Linux ECS is a private image,
on which Cloud-Init is not installed.

Cause 2: Cloud-Init is installed on the image, but you did not obtain the key
pair when you created the ECS.

If the issue is a result of cause 1, proceed as follows:

If you created a private image without installing Cloud-Init, you cannot
customize the ECS configuration. As a result, you can log in to the ECS only
using the original image password or key pair.

The original image password or key pair is the OS password or key pair you
configured when you created the private image.

If the issue is a result of cause 2, proceed as follows:

a. Locate the row containing the target ECS, click More in the Operation
column, and select Restart.
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b. Use the key file to log in to the ECS again and check whether the login is
successful.

® |If the login is successful, no further action is required.

= |f the login fails, contact the administrator for technical support.

14.8.8 Why Does a Key Pair Created Using puttygen.exe Fail to
Be Imported on the Management Console?

Symptom
When you try to import a key pair that you created using puttygen.exe on the
management console, the system displays a message indicating that the import
failed.

Possible Causes

The format of the public key content does not meet system requirements.

If you store a public key by clicking Save public key on PUTTY Key Generator, the
format of the public key content will change. You cannot import the key on the
management console.

Solution

Use the locally stored private key and PuTTY Key Generator to restore the format
of the public key content. Then, import the public key to the management
console.

1. Double-click puttygen.exe to open PUTTY Key Generator.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 518



Elastic Cloud Server
User Guide

14 FAQs

Figure 14-121 PuTTY Key Generator

5 PuTTY Key Generator | 2 [
File Key Conversions Help

Key

Mo key.

Actions

Generate a public/private key pair

Load an existing private key file Load
Save the generated key Save public key Save private key

Parameters

Type of key to generate:

(® RSA () DSA () ECDSA () Ed25519 () §5H-1 (RSA)
Mumber of bits in a generated key:

Click Load and select the private key.

The system automatically loads the private key and restores the format of the
public key content in PUTTY Key Generator. The content in the red box in
Figure 14-122 is the public key whose format meets system requirements.
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Figure 14-122 Restoring the format of the public key content

E® PuTTY Key Generator |2 |
File Key Conversions Help

Key
Pubic key for pasting into OpenSSH authorized keys file:

sshesa .
%ﬁ.ﬁ.ﬁﬂ&ﬂzacmzxmwmf | ] ) | i

13 B w »
e IR N = ! —

Key fingerprint: sshsa 1024 d3.07-0F leet m B
Key comment: readcey-20160915

Key passphrase:

Confirm passphrase:

Actions
Ganerate a public/private key pair | Generals

Load an exisfing private key fie Load

Save the generated key |_ Save pu_I:H_u: ey ] | Save prvate h_cg!'__.

Parameters

Type of key 1o generate:
SSH-1 (RSA) @ 55H-2 RSA S5H-2 DSA

Mumber of bz in 3 generated key: 1024

3. Copy the public key content to a .txt file and save the file in a local directory.
4. Import the public key to the management console.

a.

b
C.
d.
e

Log in to the management console.

Under Computing, click Elastic Cloud Server.

In the navigation pane on the left, choose Key Pair.
On the key pair page, click Import Key Pair.

Copy the public key content in the .txt file to Public Key Content and
click OK.

14.8.9 What Is the Cloudbase-Init Account in Windows ECSs

Used for?

Description

In Windows ECSs, cloudbase-init is the default account of the Cloudbase-Init
agent program. It is used to obtain the metadata and execute configurations when
an ECS starts.

(11 NOTE

This account is unavailable on Linux ECSs.

Do not modify or delete this account or uninstall the Cloudbase-Init agent
program. Otherwise, you will be unable to insert data to initialize an ECS created
using a Windows private image.
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Security Hardening for Randomized cloudbase-init Passwords

In Cloudbase-Init 0.9.10, the security of randomized cloudbase-init passwords has
been hardened to ensure that the hash values (LM-HASH and NTLM-HASH) of
the passwords are different.

In Windows, the hash passwords are in the format of "Username:RID:LM-HASH
value:NT-HASH value".

For example, in
"Administrator:500:C8825DB10F2590EAAAD3B435B51404EE:683020925C5D8569C
23AA724774CE9CC::",

e Username: Administrator

e RID: 500

e LM-HASH value: C8825DB10F2590EAAAD3B435B51404EE

e NT-HASH value: 683020925C5D8569C23AA724774CE9CC

Use an image to create two ECSs, ecsO1 and ecs02. Then, verify that the hash
values of the cloudbase-init account for the two ECSs are different.

e LM-HASH and NTLM-HASH values of the cloudbase-init account for ecsO1

Figure 14-123 ecs01

3 dumped accounts

e LM-HASH and NTLM-HASH values of the cloudbase-init account for ecs02

Figure 14-124 ecs02

3 dumped accounts

14.8.10 What Should | Do If Cloud-Init Does Not Work After
Python Is Upgraded?

Symptom

Take an ECS running CentOS 6.8 as an example. After Python was upgraded from
2.6 to 2.7, Cloud-Init did not work. Data, such as the login password, key, and
hostname could not be imported to the ECS using Cloud-Init.

After the cloud-init -v command was executed to view the Cloud-Init version, the
system displayed errors, as shown in Figure 14-125.
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Figure 14-125 Improper running of Cloud-Init

[rootPecs-8568 ~1# cloud—init —u

recent call last):
wveloud-init", line 39, in <module>
dinit im}'u':t“t |'.lntl'}'

d iwit
==]pcal

call last):

ud-init", line 39, in <module:

from cloudinit import patcher
ror:-Ho module named cloudinit
[rootPecs-B568 ~ 18

Possible Causes

The Python version used by Cloud-Init was incorrect.

Solution

Change the Python version used by Cloud-Init to the source version. To do so,
change the environment variable value of /usr/bin/cloud-init from the default
value #!/usr/bin/python to #!/usr/bin/python2.6.

Figure 14-126 Changing the Python version

] - ad -n 1 / nscloud-init

alsbinspythonZ.?

14.9 Application Deployment and Software Installation
FAQ

14.9.1 Can a Database Be Deployed on an ECS?

Yes. You can deploy a database of any type on an ECS.

14.9.2 Does an ECS Support Oracle Databases?

Yes. You are advised to perform a performance test beforehand to ensure that the
Oracle database can meet your requirements.

14.10 File Upload/Data Transfer FAQ

14.10.1 How Do | Upload Files to My ECS?

Windows
e File transfer tool
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Install a file transfer tool, such as FileZilla on both the local computer and the
Windows ECS and use it to transfer files. For details, see How Can | Use FTP
to Transfer Files from a Local Windows Computer to a Windows or Linux
ECS?

e (Recommended) Local disk mapping
Use MSTSC to transfer files. This method does not support resumable
transmission. Do not use this method to transfer large files.
For details, see How Can | Transfer Files from a Local Windows Computer
to a Windows ECS?

e FTPsite
Transfer files through an FTP site. Before transferring files from a local
computer to a Windows ECS, set up an FTP site on the ECS and install FileZilla
on the local computer.
For details, see How Can | Use FTP to Transfer Files from a Local Windows
Computer to a Windows or Linux ECS?

e From a local Mac
If your local computer runs macOS, use Microsoft Remote Desktop for Mac to
transfer files to the Windows ECS. For details, see How Can | Transfer Files
from a Local Mac to a Windows ECS?

Linux

From a local Windows computer

Use WinSCP to transfer the files to the Linux ECS. For details, see How Can |
Use WinSCP to Transfer Files from a Local Windows Computer to a Linux
ECS?

Before transferring files from a local computer to a Linux ECS, set up an FTP
site on the ECS and install FileZilla on the local computer. For details, see
How Can | Use FTP to Transfer Files from a Local Windows Computer to a
Windows or Linux ECS?

From a local Linux computer

Use SCP to transfer the files to the Linux ECS. For details, see How Can | Use
SCP to Transfer Files Between a Local Linux Computer and a Linux ECS?

Use SFTP to transfer the files to the Linux ECS. For details, see How Can | Use
SFTP to Transfer Files Between a Local Linux Computer and a Linux ECS?

Use FTP to transfer the files to the Linux ECS. For details, see How Can | Use
FTP to Transfer Files Between a Local Linux Computer and a Linux ECS?

Does an ECS Support FTP-based File Transferring by Default?

No. You need to install and configure FTP so that the ECS supports FTP-based file
transfer.

Issue 01 (2024-11-27)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 523



Elastic Cloud Server
User Guide 14 FAQs

14.10.2 How Can | Transfer Files from a Local Windows
Computer to a Windows ECS?

Scenarios
You want to transfer files from a local Windows computer to a Windows ECS
through an MSTSC-based remote desktop connection.
Prerequisites
e The target ECS is running.
e An EIP has been bound to the ECS. For details, see Binding an EIP.
e  Access to port 3389 is allowed in the inbound direction of the security group
to which the ECS belongs. For details, see Configuring Security Group Rules.
Solution

1. On the local Windows computer, click Start. In the Search programs and
files text box, enter mstsc.

The Remote Desktop Connection window is displayed.
2. Click Options.

LR Remote Desktop Connection M=l

| Remote Desktop
¢) Connection

Compuiter: IE:-:ampIe: cormputer. fabrikam. com j

Ilzer name:  Mone zpecified

The computer name figld iz blank. Enter a full remate computer
Nare.

¥ Show Options Connect I Help

3. On the General tab, enter the EIP bound to the ECS and username
Administrator for logging in to the ECS.
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:E, Remote Desktop Connection

| Remote Desktop
> Connection

General I Displayl anaIHesuurcesl F'n:ugramsl Experience .ﬁ.dvancedl

~ Logon zettings
Eh- | Enter the name of the remaote computer.
| h__‘_‘

Computer: IE:-:ampIe: carmputer. fabirik.am, com j

Izer name: I.-'i'-.u:lministrat-:ur

The computer narme figld iz Blank. Enter a full remate computer
Hame.

— Connection settings

Save the curmrent connection zettings to an BOP file or open a
zaved connection.

Save Save bz | Open... |

=] B3

(& Hide I:Iptiu:unsl Connect | Help

Click the Local Resources tab and verify that Clipboard is selected in the
Local devices and resources pane.
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EE. Remote Desktop Connection

| Remote Desktop
¢ Connection

I [T S

.Generall Display Local Resources | F'ru:ugramsl E sperence .ﬁ.dvancedl

~ Remate audio

Settings...

G Configure remote audio settings.

— Kepboard

Apply Windaws key combinationz:

Example: AL T+TAR

Only wabizn uging the full zoreen

~

~ Local devices and resources

20| your remote zession.

bare... |

; LChoose the devices and resources that vou want o use in

v Prirters v Clipboard

'~ Hide Options |

5. Click More.

Connect I

Help

6. In the Drives pane, select the local disk where the file to be transferred to the

Windows ECS is located.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd.

526



Elastic Cloud Server
User Guide 14 FAQs

Ea Remote Desktop Connection

| Remote Desktop
¢) Connection

— Local devices and rezources

Chooze the devices and rezources on thiz computer that you want to
Lz in your remote session,

Srnart cards
[1Farts
= [ Drives
Local Disk [C:)
[ Drivves that | plug in later
[ Other supparted Plug and Play [PrP] devices

s I Cancel

Click OK and log in to the Windows ECS.
Choose Start > Computer.
The local disk is displayed on the Windows ECS.

9. Double-click the local disk to access it and copy the file to be transferred to
the Windows ECS.

14.10.3 How Can | Use WinSCP to Transfer Files from a Local
Windows Computer to a Linux ECS?

Scenarios

WinSCP can be used to securely copy-paste files across local and remote
computers. Compared with FTP, WinSCP allows you to use a username and
password to access the destination server without any additional configuration on
the server.

To transfer a file from a local Windows computer to a Linux ECS, WinSCP is
commonly used. This section describes how to transfer files from a local Windows
computer to a Linux ECS using WinSCP. In this example, the ECS running CentOS
7.2 is used as an example.

Prerequisites
e The target ECS is running.
e An EIP has been bound to the ECS. For details, see Binding an EIP.

e Access to port 22 is allowed in the inbound direction of the security group to
which the ECS belongs. For details, see Configuring Security Group Rules.
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Solution
1. Download WinSCP.
2. Install WinSCP.
3. Start WinSCP.
|:_'|‘ Mew Site Session
File protocol:
SFTP
Host name: Port number;
22
User name: Password:
root SRR EERERRRREEN
Edit Advanced. ..
Tools b4 Mansge ¥ -Login |;‘ Close Help

Set parameters as follows:
- File protocol: Set this to SFTP or SCP.

- Host name: Enter the EIP bound to the ECS. Log in to the management
console to obtain the EIP.

- Port number: 22 by default.
- User Name: Enter the username for logging in to the ECS.

® |f the ECS is logged in using a password, the username is root for a
public image.

Password: the password set when you created the ECS.
Click Login.

5. Drag a file from the local computer on the left to the remotely logged in ECS
on the right to transfer the file.

14.10.4 How Can | Transfer Files from a Local Mac to a
Windows ECS?

Scenarios

This section describes how to use Microsoft Remote Desktop for Mac to transfer
files from a local Mac to a Windows ECS.
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Prerequisites

e The remote access tool supported by Mac has been installed on the local Mac.
This section uses Microsoft Remote Desktop for Mac as an example.
Download Microsoft Remote Desktop for Mac.

e The target Windows ECS has had an EIP bound.

e When you log in to the ECS for the first time, ensure that RDP has been
enabled on it. To do so, use VNC to log in to the ECS, enable RDP, and access
the ECS using MSTSC.

(1] NOTE
By default, RDP has been enabled on the ECSs created using a public image.
Procedure

3.

Start Microsoft Remote Desktop.
Click Add Desktop.

Figure 14-127 Add Desktop
ene®

Microsoft Remote Desktop

ﬂv—'—v

Addd your first desktop
connecticn to get started.

Add Desktop

Set login parameters.

- PC name: Enter the EIP bound to the target Windows ECS.

- User account: Select Add User Account from the drop-down list.
The Add a User Account dialog box is displayed.
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Enter the username administrator and password for logging in to

the Windows ECS and click Add.

Figure 14-128 Add user account

Add a User Account

Username:

Password: Ijiliii --a--j"

| Show password

Friendly name:

Cancel

Figure 14-129 Add PC

Add PC

Add

PC name: |

User account:

(cELUTEM Display  Devices & Audio

Friendly name:

Group: Saved PCs

Gateway: No gateway

Folders

A
w

Reconnect if the connection is dropped

Connect to an admin session

Swap mouse buttons

Cancel

Select the folder to be uploaded.
Click Folders and switch to the folder list.

Click =+ in the lower left corner, select the folder to be uploaded, and
click Add.
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5.  On the Remote Desktop page, double-click the icon of the target Windows
ECS.

Figure 14-130 Double-click for login

@ @ Microsoft Remote Desktop
=5 - SRS oo G )

' Saved PCs

/-
C—

6. Confirm the information and click Continue.
You have connected to the Windows ECS.
View the shared folder on the ECS.

Copy the files to be uploaded to the ECS. Alternatively, download the files
from the ECS to your local Mac.

14.10.5 How Can | Use SCP to Transfer Files Between a Local
Linux Computer and a Linux ECS?

Scenarios

You want to use SCP to transfer files between a local Linux computer and a Linux
ECS.

Procedure

Log in to the management console. On the Elastic Cloud Server page, obtain the
EIP bound to the target ECS in the IP Address column.
e Uploading files

Run the following command on the local Linux computer to upload files to
the Linux ECS:

scp Path in which the files are stored on the local computer
Username@EIP:Path in which the files are to be stored on the Linux ECS

For example, to transfer the /home/test.txt file on the local computer to
the /home directory on the ECS whose EIP is 139.x.x.x, run the following
command:

scp /home/test.txt root@139.x.x.x:/home
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Enter the login password as prompted.

Figure 14-131 Setting file uploading

[root@ecs-5c83 home]# scp /home/test.txt root@l39. ':/home

root@139 's password:
test.txt

Downloading files

Run the following command on the local Linux computer to download files
from the Linux ECS:

scp Username@EIP:Path in which the files are stored on the Linux ECS Path in
which the files are to be stored on the local computer

For example, to download the /home/test.txt file on the ECS whose EIP is
139.x.x.x to the /home directory on the local computer, run the following
command:

scp root@139.x.x.x:/home/test.txt /home/
Enter the login password as prompted.

Figure 14-132 Setting file downloading

@ecs-5c83 homel# scp root@l39. :/home/test.txt /home

's password:

14.10.6 How Can | Use SFTP to Transfer Files Between a Local
Linux Computer and a Linux ECS?

You want to use SFTP to transfer files between a local Linux computer and a Linux
ECS. The following uses CentOS as an example.

Scenarios
Procedure
1.
2.
3.
4.

Log in to the ECS as user root.

Run the following command to check the OpenSSH version, which is expected
to be 4.8p1 or later:

ssh -V

Information similar to the following is displayed:
# OpenSSH_7.4p1, OpenSSL 1.0.2k-fips 26 Jan 2017

Create a user group and a user (for example, user1).
groupadd sftp

useradd -g sftp -s /sbin/nologin user1

Set a password for the user.

passwd user1
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Figure 14-133 Setting a password

Changing pas

New password:
BAD PASSWORD: The password is shorter than 8 characters

Retype new password:

5. Assign permissions to directories.
chown root:sftp /home/user1
chmod 755 -R /home/user1
mkdir /home/user1/upload
chown -R user1:sftp /home/user1/upload
chmod -R 755 /home/user1/upload
6. Run the following command to edit the sshd_config configuration file:
vim /etc/ssh/sshd_config

Comment out the following information:
#Subsystem sftp /usr/libexec/openssh/sftp-server

Add the following information:

Subsystem sftp internal-sftp
Match Group sftp
ChrootDirectory /home/%u
ForceCommand internal-sftp
AllowTcpForwarding no
X11Forwarding no

Figure 14-134 sshd_config file with the added information

PermitRootLogin
PasswordAuthentication

UseDNS

Subsystem sftp

Match sftp
ChrootDirectory /fhome/
ForceCommand
AllowTcpForwarding
X1lForwarding

7.  Run the following command to restart the ECS:
service sshd restart
Alternatively, run the following command to restart sshd:
systemctl restart sshd
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8. Run the following command on the local computer to set up the connection:
sftp root@/P address
9. Run the sftp command to check the connection.

root@ 's password:
Connected to

sTtp= 1s

ce i

ceshi print_all_tty.sh
s3fs_1.80_centos6.5 _64.rpm speedtest.py
GEL S

sftp> pwd

Remote working directory: /root

sTtp> lpwd

Local working directory: /root

sttp= |

10. Transfer files or folders.

To upload files or folders, run the put -r command.

sftp= put -r ceshi/
i hi/ to /root/ceshi
i/

14.10.7 How Can | Use FTP to Transfer Files from a Local
Windows Computer to a Windows or Linux ECS?

Scenarios
You want to use FTP to transfer files from a local Windows computer to an ECS.
Prerequisites
e An EIP has been bound to the ECS and access to port 21 is allowed in the
inbound direction of the security group to which the ECS belongs.
e You have enabled FTP on the target ECS. If you have not enabled FTP, check
the following links to know how to set up an FTP site:
Procedure

Download FileZilla and install it on the local Windows computer.

2. On the local Windows computer, open FileZilla, enter the information about
the target ECS, and click Quickconnect.

- Host: EIP bound to an ECS

- Username: username set when the FTP site was set up
- Password: password of the username

- Port: FTP access port, which is port 21 by default

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 534


https://filezilla-project.org/

Elastic Cloud Server

User Guide 14 FAQs
Figure 14-135 Setting connection parameters
B Filezila (=] E3
Fle Edt Transfer Server Help
= = }
B-EEdxCExGd P
Host: | Username: Password: |eeeseses Part: |21 Quickconnect '|
[5tatus: Sending keep-alive command :J
. g
Local sie: |D:\dev1mingw1 v || Remate site! “public_htmlf LI
B0 dev Allagl
-1 mingw = -1 public_html
=] _‘J msys i ?_: iebar
() bin = kissa
) doc s %) rkakis
IFHename / 3 | Fiename / :]

Drag files from the local computer on the left to the target ECS on the right
to transfer them.

14.10.8 How Can | Use FTP to Transfer Files Between a Local
Linux Computer and a Linux ECS?

You want to use FTP on a local Linux computer to transfer files between the
computer and a Linux ECS.

You have enabled FTP on the target ECS. If you have not enabled FTP, check the
following links to know how to set up an FTP site:

Scenarios
Prerequisites
[ ]
[ ]
Procedure
1.
2.

An EIP has been bound to the ECS and access to port 21 is allowed in the
inbound direction of the security group to which the ECS belongs.

You have enabled FTP on the target ECS. If you have not enabled FTP, check
the following links to know how to set up an FTP site:

Install FTP on the local Linux computer.
Take CentOS 7.6 as an example. Run the following command to install FTP:
yum -y install ftp
Run the following command to access the ECS:
ftp £/P bound to the ECS
Enter the username and password as prompted for login.
- Uploading files
Run the following command to upload local files to the ECS:
put Path in which files are stored on the local computer
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For example, to upload the /home/test.txt file on the local Linux
computer to the ECS, run the following command:

put /home/test.txt
- Downloading files

Run the following command to download files on the ECS to the local
computer:

get Path in which the files are stored on the ECS Path in which the files
are to be stored on the local computer

For example, to download the test.txt file on the ECS to the local Linux
computer, run the following command:

get /home/test.txt

14.10.9 What Should | Do If the Connection Between the
Client and the Server Times Out When | Upload a File Using
FTP?

Symptom
When | attempted to access the server from the client to upload a file using FTP,
the connection timed out.

Constraints

The operations described in this section apply to FTP on local Windows only.

Possible Causes

Data is intercepted by the firewall or security group on the server.

Solution

1. Check the firewall settings on the server.
2. Disable the firewall or add desired rules to the security group.

14.10.10 What Should | Do If Writing Data Failed When |
Upload a File Using FTP?

Symptom
When | attempted to upload a file using FTP, writing data failed. As a result, the
file transfer failed.

Constraints
The operations described in this section apply to FTP on Windows ECSs only.

Possible Causes

When NAT is enabled on the FTP server, the FTP client must connect to the FTP
server in passive mode. In such a case, the public IP address (EIP) of the server
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cannot be accessed from the router. You need to add the EIP to the public IP
address list on the server. Additionally, set the port range to limit the number of
ports with data forwarded by the router.

Solution

The EIP must be associated with the private IP address using NAT, so the server
must be configured accordingly.
1. Set the public IP address of the server.

Choose Edit > Settings.

Figure 14-136 Setting the public IP address

m aloixl
File Served | B

8 4 s HeD-

i bennebli Lol wsprapest srgd

2. Choose Passive mode settings, set the port range (for example,
50000-50100) for transmitting data, and enter the target EIP.

Figure 14-137 Setting the range of ports for data transmission

FileZills Servar Oplisas X
= Gersral settrgs Filefilla Server
1P bindings . ¥ Use custom port rang= 50000 - ”‘f_.}m

e o, | Primeck

I8 e T —

s e mlmn -
SecFy weitgs made warafers: |aperating the server from betund a NAT B
Macelanesus  Default “raﬁnﬂ.hlﬂl_.h,

Adrmn Interface settngs address of the server s not accrssibie fFrom
Loggrg " i | outside of e router, 5o you should il in
bt e umhn::mm-l
uue
PR Sl You £an a0 erter hostrames need b be formarded through the rauter.
FTP over TLS settngs
Ausioban ™ Retreve external [P address fros:
|!:'J LA, 145
(Dt hip: o e sl growec or .o} =
Mhmﬂl“hﬂmuﬂﬂﬂﬂnmmwh!m
after the riext fnded traneter undl Flelils Server e changed IP
In most cases, the 1P s updated within 305 after » faled ranafer.

¥ et use external [P for local cormectons

]

Cancel I You can use this site i test Bat your settngs work correctly:
hitos: /Motest.retf

3. Click OK.

Allow traffic on TCP ports 50000-50100 and 21 in the security group in the
inbound direction.

5. Test the connection on the client.

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 537



Elastic Cloud Server
User Guide 14 FAQs

14.10.11 Why Am | Seeing an FTP Folder Error When | Open a
Folder on an FTP Server?

Symptom

An error occurs when you open a folder on an FTP server. The system displays a
message asking you to check permissions.

Figure 14-138 FTP Folder Error
FTP Folder Error | x|

f ~ . An error occurred opening that folder on the FTP Server. Make sure
‘S you have permission to access that folder.

Details:
200 Type setto A,
227 Entering Passive Mode 1.

K

Possible Causes

The FTP firewall configured for the browser does not allow you to open the folder.

Solution

The following uses Internet Explorer as an example.

1. Open the Internet Explorer and choose Tools > Internet options.
2. Click the Advanced tab.

3. Deselect Use Passive FTP (for firewall and DSL modem compatibility).
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Figure 14-139 Internet Options

General | Security | Privacy | Content | Connections | Programs Aﬂ?ﬂﬂt&dr

Settings

® Aways
(O Hover
O Never
["] Use inline AutoComplete in File Explorer and Run Dialog
| Use inline AutoComplete in the Internet Explorer Address Bar

] use Passive FTP (for firewall and DSL modem compatibility)
%] Use smooth scrolling

HTTP settings

] Use HTTP 1.1

[w] Use HTTP 1.1 through proxy connections

[ Use SPDY/3
| International ®
] ﬁihua?sd'nwmmdedadd‘ems .|

¢ m »

[ ] Use most recent order when switching tabs with Ctr+Tab |

*Takes effect after you restart your computer

Restore advanced settings

Reset Internet Explorer settings

Resets Internet Explorer's settings to their default Reset,
condition. 2

You should only use this if your browser is in an unusable state.

oK Cancel | Apply

4. Click OK, restart Internet Explorer, and open the folder on the FTP server

WinSCP?

Symptom

again.

14.10.12 Why Do | Fail to Connect to a Linux ECS Using

Connecting to a Linux ECS using WinSCP fails, while using SSH tools like Xshell
succeeds.
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Figure 14-140 Connection error using WinSCP
A Ermor x|
8 Connection has been unexpectedly closed. Server sent command exdt status
~ Cannot inttialize SFTP protocel. Is the host running a SFTP server?
OK Reconnect (13) Help
Root Cause
If you can connect to a Linux ECS using SSH tools, the SSH tools run properly.
Check the SFTP configuration file because WinSCP allows you to connect your
Linux ECS via SFTP protocol.
Run the following command to view the /etc/ssh/sshd_config file:
vi [etc/ssh/sshd_config
Check the SFTP configuration and the configuration file is /usr/libexec/openssh/
sftp-server.
Figure 14-141 SFTP configuration file
# override default of no subsystems
Subsystem sttp fusrflibexec/openssh/sftp-server
If the SFTP configuration file does not exist or the file permission is not 755,
connecting to a Linux ECS using WinSCP will fail.
Solution

e If the SFTP configuration file does not exist, you can transfer the file from an
ECS that runs properly to your Linux ECS using SCP or other file transfer tools.

e If the file permission is not 755, you can run the following command to
change the file permission to 755:

chmod 755 -R /usr/libexec/openssh/sftp-server

14.11 ECS Failure FAQ
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14.11.1 How Do | Handle Error Messages Displayed on the
Management Console?

Symptom

This section helps you resolve the following issues:

e An error message was displayed on the management console after you
performed ECS-related operations.

e An error code was displayed after you used an ECS API (see E£lastic Cloud
Server APl Reference).

Background

After you perform ECS-related operations on the management console, the system
displays the request status on the Elastic Cloud Server page. You can determine
the request execution status based on the information displayed in the request

status.

e If the operation request is executed, the system automatically clears the task

prompt.

e If an error occurs during the request execution, the system displays an error
code and its description in the taskbar.

Solution

If an error occurs, check the error code and perform the corresponding operations
listed in Table 14-16.

Table 14-16 Error codes and solution suggestions

Error
Code

Message Displayed on
the Management
Console

Solution Suggestion

Ecs.0000

Request error. Try again
later or contact the
administrator.

Adjust the request structure as requested
in the Elastic Cloud Server APl Reference.

Ecs.0001

The maximum number
of ECSs or EVS disks
has been reached.
Contact the
administrator and
request an ECS quota
increase.

Contact the administrator and request an
ECS quota increase.
NOTE

Before requesting for increasing your ECS

quota, consider the number of to-be-added
ECSs, vCPUs, and memory capacity required.

Ecs.0003

You do not have the
permission. Contact the
administrator to check
your account
information.

Contact the administrator to check your
account information.
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Error
Code

Message Displayed on
the Management
Console

Solution Suggestion

Ecs.0005

System error. Try again
later or contact the
administrator.

Adjust the request structure as directed in
Elastic Cloud Server APl Reference.

Ecs.0010

The private IP address
is in use. Select an
available IP address for
ECS creation.

Use an idle IP address for ECS creation.

Ecs.0011

Invalid password.
Change the password
to make it meet the
password complexity
requirements, and
perform the required
operation again.

Input a password that meets password
complexity requirements. Then, initial the
request again.

Ecs.0012

Insufficient IP
addresses in the
subnet. Release IP
addresses in the subnet
or select another
subnet for ECS
creation.

Release IP addresses in the subnet or
select another subnet for ECS creation.

Ecs.0013

Contact the
administrator and
request an EIP quota
increase.

Contact the administrator and request an
EIP quota increase.

Ecs.0015

The disk of this type is
not supported by the
ECS.

Select a proper disk and attach it to the
ECS.

Ecs.0100

Invalid ECS status.
Change the status and
try again.

Change the ECS status to the desired one
and try again.

Ecs.0103

The disk is unavailable.

Change the ECS status to the desired one
and try again. If the EVS disk is faulty,
contact the administrator for
troubleshooting.

Ecs.0104

The number of disks to
be attached to an ECS
exceeds the number
allowed.

Detach EVS disks from the ECS before
attaching new ones.

Ecs.0105

No system disk found.

Attach the system disk to the ECS and
perform the desired operation again.
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Error Message Displayed on | Solution Suggestion
Code the Management
Console

Ecs.0107 | The number of shared Detach EVS disks from the ECS before
disks to be attached to | attaching new ones.

an ECS exceeds the
maximum limit.

Other Other error messages Initiate the request again. If the error
error persists, record the returned error code
codes and contact the administrator for

troubleshooting.

14.11.2 Why Does the System Display a Question Mark When
| Attempt to Obtain Console Logs?

Symptom
The system displays a question mark (?) when | attempt to obtain the console
logs of an ECS.

Possible Causes
The image based on which the ECS was created supports viewing console logs.
However, this function is not enabled on the ECS.

Solution
Enable management console log obtaining on the ECS.

For details, see step 1 in section Obtaining ECS Console Logs.

14.11.3 Why Is the Memory of an ECS Obtained by Running
the free Command Inconsistent with the Actual Memory?

Symptom

After you create an ECS, you run the free -m command to view the ECS memory.
The ECS memory is less than the memory configured during ECS creation.

For example:

When you are creating an ECS, the configured memory size is 4,194,304 KB (4,096
MB). After the ECS is created, you run the free -m command to view its memory.
The command output is as follows:

[root@localhost ~]# free -m

total used free shared buff/cache available
Mem: 3790 167 3474 8 147 3414

Swap: 1022 0 1022

Issue 01 (2024-11-27) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 543



Elastic Cloud Server
User Guide 14 FAQs

The memory in the command output is 3,790 MB, which is less than the
configured 4,096 MB.

Run the dmidecode -t memory command to check the actual memory configured
for the ECS. The command output is as follows:

[root@localhost ~]# dmidecode -t memory
# dmidecode 3.0

Getting SMBIOS data from sysfs.

SMBIOS 2.8 present.

Handle 0x1000, DMI type 16, 23 bytes
Physical Memory Array

Location: Other

Use: System Memory

Error Correction Type: Multi-bit ECC
Maximum Capacity: 4 GB

Error Information Handle: Not Provided
Number Of Devices: 1

Handle 0x1100, DMI type 17, 40 bytes
Memory Device

Array Handle: 0x1000

Error Information Handle: Not Provided
Total Width: Unknown

Data Width: Unknown

Size: 4,096 MB

Form Factor: DIMM

Set: None

Locator: DIMM 0

Bank Locator: Not Specified

Type: RAM

Type Detail: Other

Speed: Unknown

Manufacturer: QEMU

Serial Number: Not Specified
Asset Tag: Not Specified

Part Number: Not Specified

Rank: Unknown

Configured Clock Speed: Unknown
Minimum Voltage: Unknown
Maximum Voltage: Unknown
Configured Voltage: Unknown

The memory in the command output is the same as that configured during ECS
creation.
Possible Causes

When the OS is started, related devices are initialized, which occupies memory. In
addition, when the kernel is started, it also occupies memory. The memory
occupied by kdump can be set. Unless otherwise specified, do not change the
memory size occupied by kdump.

The command output of free -m shows the available memory of the ECS, and
that of dmidecode -t memory shows the hardware memory.

The memory obtained by running the free -m command is less than the memory
configured for the ECS. This is a normal phenomenon.

(1 NOTE

This is a normal phenomenon even for physical servers.
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14.11.4 Is an ECS Hostname with Suffix .novalocal Normal?

Symptom

Hostnames of ECSs created based on some types of images have the
suffix .novalocal, whereas others do not.

For example, the hostname is set to abc during ECS creation. Table 14-17 lists the
hostnames (obtained by running the hostname command) of ECSs created using
different images and those displayed after the ECSs are restarted.

Table 14-17 Hostnames of ECSs created from different images

Image Hostname Before ECS Restart | Hosthame After ECS Restart

CentOS 6.8 abc abc.novalocal

CentOS 7.3 abc.novalocal abc.novalocal

Ubuntu 16 abc abc

Troubleshooting
This is a normal phenomenon.

The static hostname of a Linux ECS is user defined and injected using Cloud-Init
during the ECS creation. According to the test results, Cloud-Init adapts to OSs
differently. As a result, hostnames of some ECSs have suffix .novalocal, whereas
others do not.

If you do not want to have the obtained hostnames contain suffix .novalocal,
change the hostnames by referring to How Can a Changed Static Hosthame
Take Effect Permanently?

14.11.5 How Can a Changed Static Hostname Take Effect
Permanently?

Symptom
The static hostname of a Linux ECS is user defined and injected using Cloud-Init
during the ECS creation. Although the hostname can be changed by running the
hostname command, the changed hostname is restored after the ECS is restarted.

Changing the Hostname on the ECS

To make the changed hostname still take effect even after the ECS is stopped or
restarted, save the changed hostname into configuration files.

The changed hostname is assumed to be new_hostname.

1. Modify the /etc/hostname configuration file.
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Run the following command to edit the configuration file:

sudo vim /etc/hostname

Change the hostname to the new one.

Run the following command to save and exit the configuration file:

'wq

2. Modify the /etc/sysconfig/network configuration file.

a.

Run the following command to edit the configuration file:
sudo vim /etc/sysconfig/network

Change the HOSTNAME value to the new hostname.
HOSTNAME=Changed hostname

{11 NOTE

If there is no HOSTNAME in the configuration file, manually add this parameter
and set it to the changed hostname.

For example:
HOSTNAME=new_hostname

Run the following command to save and exit the configuration file:

'wq

3. Modify the /etc/cloud/cloud.cfg configuration file.

a.

Run the following command to edit the configuration file:
sudo vim /etc/cloud/cloud.cfg
Use either of the following methods to modify the configuration file:

®  Method 1: Change the preserve_hostname parameter value or add
the preserve_hostname parameter to the configuration file.

If preserve_hostname: false is already available in the /etc/cloud/
cloud.cfg configuration file, change it to preserve_hostname: true.
If preserve_hostname is unavailable in the /etc/cloud/cloud.cfg
configuration file, add preserve_hostname: true before
cloud_init_modules.

If you use method 1, the changed hostname still takes effect after
the ECS is stopped or restarted. However, if the ECS is used to create
a private image and the image is used to create a new ECS, the
hostname of the new ECS is the hostname (new_hostname) used by
the private image, and user-defined hostnames cannot be injected
using Cloud-Init.

= Method 2 (recommended): Delete or comment out -
update_hostname.

If you use method 2, the changed hostname still takes effect after
the ECS is stopped or restarted. If the ECS is used to create a private
image and the image is used to create a new ECS, the changed
hostname permanently takes effect, and user-defined hostnames
(such as new_new_hostname) can be injected using Cloud-Init.

4. Run the following command to restart the ECS:

sudo reboot
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Run the following command to check whether the hostname has been
changed:

sudo hostname

If the changed hostname is displayed in the command output, the hostname
has been changed and the new name permanently takes effect.

Modifying the Mapping Between the ECS Hostname and IP Address
(Modifying the hosts File)

If you want to use the changed hostname as the preferred localhost and
localhost.localdomain, update the mapping between the hostname and IP address
after the hostname is changed and then save the configuration to the
corresponding Cloud-Init configuration file so that the new hostname takes effect
permanently.

The changed hostname is assumed to be new_hostname.

1.

2.

3.

Modify the /etc/hostname configuration file.

a.

Run the following command to edit the configuration file:

sudo vim /etc/hostname

Change the hostname to the new one.

Run the following command to save and exit the configuration file:
'wq

Modify the /etc/sysconfig/network configuration file.

a.

Run the following command to edit the configuration file:
sudo vim /etc/sysconfig/network

Change the HOSTNAME value to the new hostname.
HOSTNAME=Changed hostname

L] NOTE
If there is no HOSTNAME in the configuration file, manually add this parameter
and set it to the changed hostname.

For example:
HOSTNAME=new_hostname

Run the following command to save and exit the configuration file:
'wq

Modify the /etc/cloud/cloud.cfg configuration file.

a.

Run the following command to edit the configuration file:
sudo vim /etc/cloud/cloud.cfg
Use either of the following methods to modify the configuration file:

®  Method 1: Change the preserve_hostname parameter value or add
the preserve_hostname parameter to the configuration file.

If preserve_hostname: false is already available in the /etc/cloud/
cloud.cfg configuration file, change it to preserve_hostname: true.
If preserve_hostname is unavailable in the /etc/cloud/cloud.cfg
configuration file, add preserve_hostname: true before
cloud_init_modules.
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If you use method 1, the changed hostname still takes effect after
the ECS is stopped or restarted. However, if the ECS is used to create
a private image and the image is used to create a new ECS, the
hostname of the new ECS is the hostname (new_hostname) used by
the private image, and user-defined hostnames cannot be injected
using Cloud-Init.

= Method 2 (recommended): Delete or comment out -
update_hostname.

If you use method 2, the changed hostname still takes effect after
the ECS is stopped or restarted. If the ECS is used to create a private
image and the image is used to create a new ECS, the changed
hostname permanently takes effect, and user-defined hostnames
(such as new_new_hostname) can be injected using Cloud-Init.

Update the mapping between the hostname and IP address in /etc/hosts to
an entry starting with 127.0.0.1. Use new_hostname as your preferred
localhost and localhost.localdomain.

a. Run the following command to edit /etc/hosts:
sudo vim /etc/hosts

b. Modify the entry starting with 127.0.0.1 and replace localhost and
localhost.localdomain with new_hostname.

21 localhost localhost.localdomain localhost6 localhost6.localdomain6
127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomain4
127.0.0.1 new_hostname new_hostname

¢. Run the following command to save and exit the configuration file:
'wq

Modify the /etc/cloud/cloud.cfg configuration file.

a. Run the following command to edit the configuration file:
sudo vim /etc/cloud/cloud.cfg

b. Set manage_etc_hosts to manage_etc_hosts: false.
manage_etc_hosts: false

¢. Run the following command to save and exit the configuration file:
'wq

Run the following command to restart the ECS:

sudo reboot

Run the following commands to check whether the changes to hostname and
hosts take effect permanently:

sudo hosthame
sudo cat /etc/hosts

If the changed hostname (new_hostname) and hosts are displayed in the
command output, the changes take effect permanently.

14.11.6 Why Can't My Linux ECS Obtain Metadata?

Symptom

The security group of the Linux ECS has been configured based on the
prerequisites in Obtaining Metadata in the outbound direction, but the ECS still
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cannot obtain the metadata through the route with the destination of
169.254.169.254.

Root Cause
Run the following command on the Linux ECS configured with a static IP address:
# ip route| grep 169.254
The route with the destination of 169.254.169.254 does not exist, but the route
with the destination of 169.254.0.0/16 exists.

Figure 14-142 Route information
. 18 i|| route | grep 169 . 754
H.B-16 dev =thH cope link
In
After the network is restarted, the original route with the destination of
169.254.169.254 is changed to the route with the destination of 169.254.0.0/16
without a next hop, as shown in Figure 14-142. As a result, the Linux ECS cannot
obtain metadata.
Solution

1. Add the route with the destination of 169.254.169.254, and specify the next
hop (gateway) and the output device (primary NIC of the Linux ECS). The
following is an example:

# ip route add 169.254.169.254 via 792.768.1.1 dev eth0

192.168.1.1 is the gateway address of the subnet that the primary NIC resides,
and ethO is the primary NIC.

2. Run the following command to verify that the metadata can be obtained:
# curl http://169.254.169.254

Figure 14-143 Obtaining metadata

ip route add 169.254.169.254 via 192.168.1.1 dev ethe@
curl http://169.254.169.254

1.0
2007-01-19
2007-03-01
2007-08-29
2007-10-10
2007-12-15
2008-02-01
2008-09-01
2009-04-04
latest

3. Run the following command to create or modify the /etc/sysconfig/network-
scripts/route-ethO file to prevent the static route from being changed after
network restart:

# vi [etc/sysconfig/network-scripts/route-eth0
Add the following content to the file:
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In this example, the primary NIC is ethO and gateway address is 192.168.1.1.
Replace them based on site requirements.

# 169.254.169.254 via 192.168.1.1

14.12 Slow ECS Response FAQ

14.12.1 Why Is My Windows ECS Running Slowly?

If your ECS runs slowly or is inaccessible unexpectedly, the bandwidth or vCPU
usage of the ECS may be excessively high. If you have created an alarm rule in
Cloud Eye, the system automatically sends an alarm to you when the bandwidth
or CPU usage reaches the threshold specified in the rule.

To handle this issue, perform the following operations:

1.

Fault Locating

Fault locating:

Identify the drivers from unknown sources and processes leading to high
bandwidth or CPU usage.

Windows offer multiple tools to locate faults, including Task Manager,
Performance Monitor, Resource Monitor, Process Explorer, Xperf (supported by
versions later than Windows Server 2008), and full memory dump.

Check whether the processes and drivers are malicious and handle the issue
accordingly.

- If the processes are not malicious, optimize their programs or modify ECS
specifications.

- If the processes are malicious, stop these processes manually or use a
third-party tool to stop them automatically.

- If the drivers are from official sources, there is no need to deal with
system built-in drivers. Determine whether to uninstall the third-party
software based on your requirements.

- If the drivers are from unknown sources, you are advised to uninstall
them by using commercial antivirus software or third-party security
management tools.

Log in to the ECS using VNC available on the management console.
Start the Run dialog box, and then enter perfmon -res.

Figure 14-144 Starting the Resource Monitor

Slzeps~Administratoriperfmon —res

Ssllzere Administrators

On the Resource Monitor page, click the CPU or Network tab to view the
CPU or bandwidth usage.
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Figure 14-145 Resource Monitor
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| Services W 0% CPU Usage -
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Associated Modules o
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Obtain the IDs and names of the processes with high CPU or bandwidth

usage.

On the remote login page, click Ctrl+Alt+Del to start the Windows Task

Manager.

Alternatively, start the Run dialog box and enter taskmgr to start the

Windows Task Manager.

The following describes how to display PIDs in Windows Task Manager,
locate a process, and check whether it is malicious.

a. Click the Details tab.
b. Click PID to sort the data.

¢. Right-click the process with high CPU or bandwidth usage and choose
Open File Location from the shortcut menu.

d. Check whether the process is malicious.
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Figure 14-146 Checking the process
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Open the Run dialog box and enter fltmc to view the filter drivers of the
system.

The following figure uses Windows 10 as an example. Different OSs have
different built-in drivers. For details, see their official websites. If a third-party
driver is installed, it is also displayed in this figure.

Figure 14-147 Viewing the system drivers

The following describes how to view a driver source and check whether the
source is unknown.

a.
b.

Click the Digital Signatures tab to view the driver source.

Go to the C:\Windows\System32\drivers directory on the local PC.

Click the name of the unknown driver and choose Properties to view its
details.
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Figure 14-148 Viewing the driver source

Properties it
General Digital Signatures  Securty Details  Previous Versions

Signature list I:}

Mame of signer: Digest algaorthm Timestamp

Tuesday, December ...

]
]

Cancel Apply

Troubleshooting

Before the troubleshooting, check whether the processes or drivers leading to the
high CPU or bandwidth usage are normal, and handle the issue accordingly.

Suggestions for non-malicious processes
1. If your ECS runs Windows Server 2008 or 2012, ensure that the available
memory is 2 GiB or larger.

Check whether Windows Update is running.

Check whether the antivirus software is scanning files and programs on the
backend.

4. Check whether any applications requiring high CPU or bandwidth resources
are running on the ECS. If yes, modify ECS specifications or increase
bandwidth.

5. If the ECS configuration meets the application requirements, deploy
applications separately. For example, deploy the database and applications
separately.

Suggestions for malicious processes
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If the high CPU or bandwidth usage is caused by viruses or Trojan horses,
manually stop the affected processes. You are advised to troubleshoot the issue as
follows:

1. Use the commercial-edition antivirus software or install Microsoft Safety
Scanner to scan for viruses in security mode.
Install the latest patches for Windows.

Run MSconfig to disable all drivers that are not delivered with Microsoft and
check whether the fault is rectified. For details, see the official Microsoft
document How to perform a clean boot in Windows.

Suggestions for drivers from unknown sources

Some viruses and Trojan horses are loaded through the filter drivers of the system.
If you find a driver from an unknown source, you are advised to uninstall it. You
can also use commercial antivirus software or third-party security management
tools to delete it.

If an unknown driver cannot be deleted, or will appear again after being deleted,
it is usually a virus or Trojan horse driver. If the driver cannot be completely
deleted using commercial antivirus software or third-party security management
tools, you are advised to reinstall the OS and back up data before the
reinstallation.

14.12.2 Why Is My Linux ECS Running Slowly?

If your ECS runs slowly or is inaccessible unexpectedly, the bandwidth or vCPU
usage of the ECS may be excessively high. If you have created an alarm rule in
Cloud Eye, the system automatically sends an alarm to you when the bandwidth
or CPU usage reaches the threshold specified in the rule.

To handle this issue, perform the following operations:

1. Fault locating
Identify the processes leading to high bandwidth or CPU usage.

2. Check whether the processes are malicious and handle the issue accordingly.
- If the processes are normal, optimize them or modify ECS specifications.

- If the processes are malicious, stop these processes manually or use a
third-party tool to stop them automatically.

Common Commands

The following uses the CentOS 7.2 64bit OS as an example to describe common
commands. The commands may vary depending on Linux OS editions. For details,
see the official documentation for the specific OS edition.

The common commands for checking Linux ECS performance metrics, such as the
CPU usage, are as follows:

e  ps -aux
e ps-ef
e top
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Locating High CPU Usage

1.
2.

Log in to the ECS using VNC.
Run the following command to check the OS running status:
top

Information similar to the following is displayed.

op - 28:56:82 up 37 days, 9:89, 1 user, load average: B.88, 8.81, B.85
asks: 88 total, 1 ruming, 7?9 sleeping, B stopped, A zombie
«Cpuls): B.2us, B.3 sy, B.Bni, 99.5 id, B.8 wa, B.8 hi, B.8 =i, 8.8 st

[KiB Mem @ 3888824 total, Z963384 free, 178384 used, 738336 buff.-cache
[KiB Swap: B total, A free, B used. 3434888 avail Mem

top

systemd
kthreadd
kzoftirgd- 8
kworker8 :8H
migrationsB
rcu_bh
rcu_sched
lru-add-drain

[ZRT R R LR R RYE ] o)
TIODOE O o)
IO OO W=
DO OO Dk
DO DS -

View the command output.

- The first line in the command output is "20:56:02 up 37 days, 1 user, load
average: 0.00, 0.01, 0.05", indicating that:

The current system time is 20:56:02; the ECS has been running for 37
days; there is one login user; the last three values indicate the average
CPU load in the last 1 minute, 5 minutes, and 15 minutes, respectively.

- The third line in the command output shows the overall CPU usage.
- The fourth line in the command output shows the overall memory usage.

- The lower part of the command output shows the resource usage of each
process.

(10 NOTE

1. On the top page, enter q or press Ctrl+C to exit.

2. Alternatively, click Input Command in the upper right corner of the VNC
login page, paste or enter commands in the displayed dialog box, and click
Send.

3. Common parameters in top commands are as follows:
s: Change the image update frequency.
L: Show or hide the first line for the top information.
t: Show or hide the second line for tasks and the third line for CPUs.
m: Show or hide the fourth line for Mem and the fifth line for Swap.
N: Sort processes by PID in ascending or descending order.
P: Sort processes by CPU usage in ascending or descending order.
M: Sort processes by memory usage in ascending or descending order.
h: Show help for commands.

n: Set the number of processes displayed in the process list.

Run the W /proc/P/D/exe command to obtain the program file specified by a
PID.

[rootBelb-myB1 sysconfigl#t 11 rprocs4243-exe

Irwarwarwx 1 root root @ Mar 18 11:46 ~sproc-4Z243-exe -> sCloudResetPudUpdatefgent depend- jrel.B.8_131-bin~ java
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Troubleshooting High CPU Usage

If the processes leading to high CPU usage are malicious, run the top command to
stop them. If the kswapd0 process leads to high CPU usage, optimize the program
for the process or upgrade the ECS specifications for a larger memory capacity.

kswapdo is a virtual memory management process. When the physical memory
becomes insufficient, kswapdO0 runs to allocate disk swap capacity for caching.
This uses a large number of CPU resources.

For the detected malicious processes

Quickly stop such processes on the top page. To do so, perform the following
operations:

a.
b.

Press the k key during the execution of the top command.
Enter the PID of the process to be stopped.

The PID of the process is the value in the first column of the top
command output. For example, to stop the process with PID 52, enter 52
and press Enter.

op - 21:87:38 up 37 days, 9:21, 1 user,
81 total, 1 rumning, 79 sleeping, 1 stopped, B zombie
8.8 us, 3.2 sy, B.Bni, 96.8 id, V.8 wa, B.8 hi, B.8 =i, B.8 st
2961528 free, 178968 used, 739544 buff - cache
A free, A used. 3434216 avail Mem
11 52
R HR 5 =»CPU »MEM
A 125488 3881 268145 8.8 8.1
a a a AS ®©B.8 B.8

load average: B.81, B.82, 8.85

38880824 total,
A total,

TIME+ COMMAND
B:11.32 systemd
B:88 .88 kthreadd

After the operation is successful, information similar to the following is
displayed. Press Enter.

top - 21:87:38 up 37 days, 9:Z1, 1 user,

Tasks: 81 total, 1 rumming, 79 sleeping, 1 stopped, 8 zombie

#Cpul=s): B.Bus, 3.2 =y, B.Bni, 96.8 id, B.B wa, B.B hi, B.8 =i, 8.8 st

KiB Mem :@: 3888824 total, 2961528 free, 178968 used, 739544 buff.cache

KiB Swap: A total, A free, B used. 3434216 avail Mem

Send pid 52 =ignal [15-/=sigterml
PID USER PR NI UIRT

load average: B.81, B.82, B.85

RES
1 root A 125488 3884
Z root a ] a

SHR 3 «CFU #MEM
26843 B.8 B.1
AS 6.8 B.8

TIME+ COMMAND
B:11.32 systemd
B:88 .88 kthreadd

For the kswapd0 process
To check the memory usage of a process, perform the following operations:

a.

Run the top command to check the resource usage of the kswapd0
process.

If the process remains in non-sleeping state for a long period, you can
preliminarily determine that the system is consistently paging. In such a
case, the high CPU usage is caused by insufficient memory.

81 total, 1 rumning, 79 sleeping, 1 stopped, 8 zombie
A.2 us, 52.2 sy, B.8ni, 99.7 id, B.Bwa, B.8 hi, 8.8 =i, 8.8 st
3888824 total, 3814828 free, 179824 used, 686188 buff.cache
A total, a free, A used. 3433948 avail Mem

TIME+ COMMAND
4:10.45 kswapdd
A:84.91 nginx
B:11.47 systemd

PID USER PR NI UIRT
a B
A 125392
a 125488

RES

3576
3884

4595 nginx
1 root

Run the vmstat command to check the virtual memory usage of the
system.

If the si and so values are large, the system is frequently paging and the
physical memory of the system is insufficient.
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®  si: Volume of data written from the swap partition to the memory
per second, which is transferred from the disk to the memory.

®  so: Volume of data written from the memory to the swap partition
per second, which is transferred from the memory to the disk.

Further identify the causes of high memory usage. Run commands, such
as free and ps to check the memory usage of the system and processes
in the system.

Restart the application or release the memory when traffic is light.

To handle this issue, expand the ECS memory. If memory expansion is not
allowed, optimize the application and enable hugepage memory.

Handling High Bandwidth Usage

If the high bandwidth usage is caused by normal service access of non-malicious
processes, enlarge the bandwidth to handle this issue. If the high bandwidth usage
is caused by abnormal service access, for example, malicious access from certain IP
addresses, CC attacks on the ECS, or malicious processes, use the traffic
monitoring tool nethogs to monitor the bandwidth usage of each process in real
time and identify faulty processes.

e Using nethogs for troubleshooting

a.

Run the following command to install nethogs:
yum install nethogs -y

After the installation, run the netgos command to check bandwidth
usage.

Parameters in the nethogs command are as follows:

®  _d: Set the update interval in the unit of second. The default value is
1s.

"  -t: Enable tracing.
®  -c: Set the number of updates.

®  device: Set the NIC to be monitored. The default value is ethO.

The following parameters are involved in command execution:
"  q: Exit nethogs.

® s Sort processes in the process list by TX traffic in ascending or
descending order.

®  r: Sort processes in the process list by RX traffic in ascending or
descending order.
"  m: Switch the display unit in the sequence of KB/s, KB, B, and MB.

Run the following command to check the bandwidth usage of each
process on the specified NIC:

nethogs eth7
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NetHogs versiom B.8.5

PID USER PROGRAM SENT RECEIVED
4596 nginx nginx: worker process 34.368 3.267 KB/sec|
? root 192 .168.8.92:98-168 .125.68.19:17873 B8.179 8.246 KBrsec
7 root 192.168.9.92:11211-213.32.18.149: 44945 B8.888 8.888 KB-sec
? root 192.168.8.92:29181-185.176.26 .66 : 43408 B8.888 8.888 KB-sec
7 root unknown TCP 6.688 8.888 KBrsec|

The parameters in the command output are as follows:
"  PID: ID of the process.
®  USER: user who runs the process.

®  PROGRAM: IP addresses and port numbers of the process and
connection, respectively. The former is for the server and the latter is
for the client.

®  DEV: Network port to which the traffic is destined.
®  SENT: Volume of data sent by the process per second.

®  RECEIVED: Volume of data received by the process per second.
c. Stop malicious programs or blacklist malicious IP addresses.
To stop a malicious process, run the kill /D command.

To blacklist a malicious IP address or limit its rate, use iptables.

14.13 Specification Modification FAQ

14.13.1 Why Do the Disks of a Windows ECS Go Offline After I
Modify the ECS Specifications?

Scenarios

After you modify specifications of a Windows ECS, the disks may go offline. You
need to check the number of disks after you modify the specifications.

Procedure

Check whether the number of disks displayed on the Computer page after
you modified ECS specifications is the same as the number of disks before you
modified ECS specifications.

- If the numbers are the same, the status of the disks is properly. No
further action is required.

- If the numbers are different, the disks are offline. In this case, go to step
2.

For example:

An ECS running Windows Server 2008 has one system disk and two data disks
attached before you modified the specifications.
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F|gure 14- 149 DISkS before modlfylng ECS specifications
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After the specifications are modified, check the number of disks.

Figure 14-150 Disks after modlfylng ECS specifications
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Only one system disk is displayed. The data disks are offline after you modify
the specifications.

2. Bring the disks online.

a. Click Start in the task bar. In the displayed Start menu, right-click
Computer and choose Manage from the shortcut menu.

The Server Manager page is displayed.
b. In the left navigation pane, choose Storage > Disk Management.
The Disk Management page is displayed.

- 12:467M
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c. In the left pane, the disk list is displayed. Right-click the offline disk and
choose Online from the shortcut menu to bring it online.

Figure 14-151 Bringing the disk online
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On the Computer page, check whether the number of disks after you
modified ECS specifications is the same as the number of disks before you

modified the ECS specifications.

- If the numbers are the same, no further action is required.
- If the numbers are different, contact the administrator.

F|gure 14- 152 D|sks after you brmg the dISkS online
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14.13.2 Why Does the Disk Attachment of a Linux ECS Fail
After | Modify the ECS Specifications?

After you modify specifications of a Linux ECS, disk attachment may fail. You need
to check the disk attachment after you modify the specifications.

Scenarios
Procedure
1.
2.
3.
4.
5.

Log in to the ECS as user root.

Run the following command to view the disks attached before specifications
modification:

fdisk -l | grep 'Disk /dev/'

Figure 14-153 Viewing disks attached before specifications modification

t@ fa24 a23 : - 41669426845 # fdi 1 Igrep ‘Disk fdev/!

As shown in Figure 14-153, the ECS has three disks attached: /dev/vda, /dev/
vdb, and /dev/vdc.

Run the following command to view disks attached after specifications
modification:

df -h| grep '/dev/

Figure 14-154 Viewing disks attached after specifications modification

serverct924fta-da23-4de9-aTed-416694a68492 ~[#
1.46G !

146M 764M

As shown in Figure 14-154, only one disk /dev/vda is attached to the ECS.

Check whether the number of disks obtained in step 3 is the same as that
obtained in step 2.

- If the numbers are the same, the disk attachment is successful. No
further action is required.

- If the numbers are different, the disk attachment failed. In this case, go
to step 5.

Run the mount command to attach the affected disks.
For example, run the following command:
mount /dev/vdb1 /mnt/vdb1

In the preceding command, /dev/vdb1 is the disk to be attached, and /mnt/
vdb1 is the path for disk attachment.

NOTICE

Ensure that /mnt/vdb1 is empty. Otherwise, the attachment will fail.
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Run the following commands to check whether the numbers of disks before
and after specifications modifications are the same:

fdisk -l | grep 'Disk /dev/'

df -h| grep '/dev/

- If the numbers are the same, no further action is required.
- If the numbers are different, contact the administrator.

Figure 14-155 Checking the number of disks attached

As shown in Figure 14-155, the numbers of disks before and after
specifications modifications are the same. The disks are /dev/vda, /dev/vdb,
and /dev/vdc.

14.14 OS Change FAQ

14.14.1 Can | Install or Upgrade the OS of an ECS?

You can install or upgrade ECS OSs provided on the cloud platform.

When you create an ECS, you can select a public image or a private image
created from a public image to install the ECS OS. Select an OS image based
on the programming language in the actual application scenario.

You can change your ECS OS through the management console, for example,
you can upgrade CentOS 7.2 to CentOS 7.3.

14.14.2 Can | Change the OS of an ECS?

Yes, you can change the OS of an ECS.

If the OS running on an ECS cannot meet service requirements, for example, a
higher OS version is required, you can change the ECS OS.

The cloud platform allows you to change the image type (public images, private
images, and shared images) and OS. You can change the OS by changing the ECS
image.

For instructions about how to change an ECS OS, see Changing the OS.
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14.14.3 How Long Does It Take to Change an ECS OS?

Generally, the process of changing the OS of an ECS takes about 1 to 2 minutes to
complete. On the ECS console, stop the ECS and choose More > Manage Image/
Disk > Change OS in the Operation column.

During this process, the ECS is in Changing OS state.

14.14.4 Can | Select Another OS During ECS OS Reinstallation?

No. You can use only the original image of the ECS to reinstall the OS. To use a
new system image, see Changing the OS.

14.14.5 How Long Does It Take to Reinstall an ECS OS?

Generally, the process of reinstalling the OS of an ECS takes about 1 to 2 minutes
to complete. On the ECS console, stop the ECS and choose More > Manage
Image/Disk/Backup > Reinstall OS in the Operation column.

During this process, the ECS is in Reinstalling OS state.
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