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1 Solution Overview

Scenarios

This solution is developed based on Master High Availability (MHA) and helps you
deploy highly available MySQL clusters on Huawei Cloud ECSs. MHA is a mature
and open source MySQL HA program that provides heartbeat detection, primary/
standby replication, failover, and alert email sending. It is suitable for enterprises
that require high availability, data integrity, and almost uninterrupted
maintenance of primary servers.

Architecture

This solution helps you quickly deploy an MHA MySQL cluster on Huawei Cloud.
The following figure shows the deployment architecture.

Figure 1-1 Architecture

This solution will:
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● Create three ECSs, add them to the same ECS group, set an anti-affinity policy,
deploy them across AZs, and install the MHA and MySQL software on each
ECS.

● Create a virtual IP address (VIP) for primary/standby switchover of the MySQL
databases.

● Create three EIPs for deploying the MHA and MySQL software and sending
alarm emails in the event of a fault.

● Create a security group to control access to ECSs.

Advantages
● High reliability

The ECSs configured with the anti-affinity policy and deployed across AZs
provide cross-AZ disaster recovery. MHA is installed for automated failover
and primary/standby replication, helping ensure data consistency in the event
of a failure.

● Lower cost
MHA is composed of MHA Manager and MHA Node. MHA Manager is
installed on one of the ECSs where the standby databases are deployed. No
additional ECS is required.

● Easy deployment
Resources can be quickly provisioned and a highly available MySQL cluster
can be easily created.

Constraints
● Before deploying this solution, ensure that you have an account with access to

the target region.
● Ensure that you have an email account for sending emails over SMTP.

Solution
Quick Deployment of an MHA MySQL Cluster 1 Solution Overview

Issue 1.0.0 (2023-04-30) Copyright © Huawei Technologies Co., Ltd. 2



2 Resource Planning and Costs

This solution will deploy the resources listed in the following table. The costs are
only estimates and may differ from the final prices. For details, see Price
Calculator.

Table 2-1 Resource planning and costs (Pay-per-use)

Huawei Cloud
Service

Example Configuration Estimated Monthly
Cost

Elastic Cloud
Server (ECS)

● Pay-per-use: $0.11 USD/
hour/ECS

● Region: AP-Singapore
● Billing Mode: Pay-per-use
● Type: x86 | ECS | c6.large.2 | 2

vCPUs | 4 GiB
● Image: CentOS 7.6 64bit
● System Disk: High I/O | 40 GB
● Data Disk: General Purpose

SSD | 100 GB
● Quantity: 3

0.11 x 24 x 30 x 3 ≈
$244.08 USD

Elastic IP (EIP) ● Pay-per-use: $0.13 USD/hour
● Region: AP-Singapore
● Billing Mode: Pay-per-use
● Product Type: Dedicated
● Routing Type: Dynamic BGP
● Billed By: Bandwidth
● Bandwidth: 5 Mbit/s
● EIP Quantity: 3 (After two of

the created EIPs are released,
they will not be billed.)

0.13 x 24 x 30 x 3 ≈
$270.00 USD

Total - $514.08 USD
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Table 2-2 Resource planning and costs (Yearly/Monthly)

Huawei Cloud
Service

Example Configuration Estimated Monthly
Cost

Elastic Cloud
Server (ECS)

● Region: AP-Singapore
● Billing Mode: Yearly/Monthly
● Type: x86 | ECS | c6.large.2 | 2

vCPUs | 4 GiB
● Image: CentOS 7.6 64bit
● System Disk: High I/O | 40 GB
● Data Disk: General Purpose

SSD | 100 GB
● Quantity: 3

$199.80 USD

Elastic IP (EIP) ● Region: AP-Singapore
● Billing Mode: Yearly/Monthly
● Product Type: Dedicated
● Routing Type: Dynamic BGP
● Billed By: Bandwidth
● Bandwidth: 5 Mbit/s
● EIP Quantity: 3 (After two of

the created EIPs are released,
they will not be billed.)

$171.00 USD

Total - $370.80 USD
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3 Procedures

3.1 Preparations

3.2 Quick Deployment

3.3 Getting Started

3.4 Quick Uninstallation

3.1 Preparations

Creating the rf_admin_trust Agency

Step 1 Log in to Huawei Cloud management console, move your mouse over the
account name, and choose Identity and Access Management.

Figure 3-1 Console page
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Figure 3-2 Identity and Access Management

Step 2 Choose Agencies in the left navigation pane and search for the rf_admin_trust
agency.

Figure 3-3 Agency list

● If the agency is found, skip the following steps.
● If the agency is not found, perform the following steps to create it.

Step 3 Click Create Agency in the upper right corner of the page. On the displayed page,
enter rf_admin_trust for Agency Name, select Cloud service for Agency Type,
enter RFS for Cloud Service, and click Next.
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Figure 3-4 Create Agency

Step 4 Search for Tenant Administrator and select it in the search results.

Figure 3-5 Selecting a policy

Step 5 Select All resources and click OK.

Figure 3-6 Setting the authorization scope

Step 6 Check that the rf_admin_trust agency is created in the agency list.
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Figure 3-7 Agency list

----End

Obtaining an Authorization Code
When MHA performs a failover or stops working due to an error, you can execute
send_report to obtain the failover report by an email. In this way, users can learn
about the current database status in time. In this solution, emails are sent through
SMTP. You need to log in to the mailbox to enable SMTP. In addition, an
independent password or authorization code is required for sending emails.
Perform the following operations in this section to obtain the authorization code.
The Outlook mailbox is used as an example.

Step 1 Log in to your mailbox. Click the Settings icon in the upper right corner and click
View all Outlook settings.
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Figure 3-8 Settings
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Step 2 Choose Sync email on the left, select Yes and Let apps and devices to delete
messages from Outlook (if required). View and record the value of Server name.

Figure 3-9 Sync email

Step 3 Click the avatar in the upper right corner and click My profile.

Figure 3-10 My profile

Step 4 Choose safe on the top menu bar. On the displayed page, click Get started now.
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Figure 3-11 safe

Step 5 After the system verification is successful, click Manage under Two-step
verification, perform required operations to enable Two-step verification.

Figure 3-12 Two-step verification

Step 6 In the Additional security options area, verify that the status of Two-step
verification is Open.

Figure 3-13 Two-step verification

Step 7 In the App passwords area, click Create a new app password to set a password
for connecting to a third-party application.
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Figure 3-14 App passwords

Step 8 Obtain the authorization code and enter it in the text box of
email_authorization_code.

Figure 3-15 Obtaining an authorization code

NO TE

By default, SMTP is disabled for Outlook. To send emails over SMTP, enable it in advance.

----End

3.2 Quick Deployment
This section describes how to quickly deploy this solution.

Table 3-1 Parameter description

Parameter Type Mandator
y

Description Default
value

vpc_name string Yes VPC name. This template
uses a newly created VPC
and the VPC name must
be unique. The name
contains 1 to 54
characters, including
digits, letters,
underscores (_), hyphens
(-), and periods (.).

highly-
available-
mha-
mysql-
cluster-
demo
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Parameter Type Mandator
y

Description Default
value

security_group_
name

string Yes Security group name.
This template uses a
newly created security
group. The name
contains 1 to 64
characters, including
letters, digits,
underscores (_), hyphens
(-), and periods (.).

highly-
available-
mha-
mysql-
cluster-
demo

bandwidth_size number Yes Bandwidth size. This
template is billed by
bandwidth in Mbit/s. The
value ranges from 1 to
2,000.

5

ecs_name string Yes ECS name, which must
be unique. The name
contains 1 to 57
characters, including
lowercase letters, digits,
underscores (_), and
hyphens (-).

highly-
available-
mha-
mysql-
cluster-
demo

ecs_flavor string Yes ECS flavor. For more
flavors, see A Summary
List of x86 ECS
Specifications.

c6.large.2
(c6|2
vCPUs|4
GiB)
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Parameter Type Mandator
y

Description Default
value

ecs_password string Yes Initial password for ECS,
MySQL replication
account, and MHA
administrator account.
After an ECS is created,
reset the password by
following the instructions
provided in Resetting
the Password for
Logging In to an ECS on
the Management
Console. The value
consists of 8 to 26
characters. It includes at
least three of the
following character
types: uppercase letters,
lowercase letters, digits,
and special characters ($!
@%-_=+[]:./^,{}?), and
cannot contain the
username or the
username spelled
backwards. The default
ECS administrator
account is root, the
MySQL replication
account is repl, and the
MHA administrator
account is mha.

Left blank

system_disk_siz
e

number Yes ECS system disk size. The
default disk type is high
I/O and the ECS disk
space cannot be scaled
down. The value ranges
from 40 to 1,024, in GB.

40

data_disk_size number Yes ECS data disk size. The
default disk type is
general-purpose SSD.
The value ranges from
10 to 32,768, in GB.

100
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Parameter Type Mandator
y

Description Default
value

sender_email_a
ddress

string Yes Sender's email address,
which sends alarm
emails to inform users of
a MySQL database
failover through MHA.
Example:
mha@huawei.com

Left blank

recipient_email
_address

string Yes Recipient's email
address, which receives
alarm emails. Example:
recipent@huawei.com

Left blank

email_authoriz
ation_code

string Yes Email account
authorization code,
which is used to
authenticate operations
for sending emails using
the sender's email
account through MHA.
For details about how to
obtain the authorization
code, see 3.1
Preparations.

Left blank

smtp_server_ad
dress

string Yes SMTP server address of
the sender's mailbox. For
example, the SMTP
address of Outlook is
smtp.office365.com.
SMTP may be disabled
for some mailboxes by
default and needs to be
enabled before you send
emails over SMTP.

Left blank

charging_mode string Yes Billing mode. The value
can be postPaid (pay-
per-use) or prePaid
(yearly/monthly). The
default value is
postPaid. By default, an
order is automatically
paid from the account
balance.

postPaid
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Parameter Type Mandator
y

Description Default
value

charge_period_
unit

string Yes Subscription period unit.
This parameter is valid
only when charge_mode
is set to prePaid. The
value can be month or
year.

month

charge_period number Yes Subscription period unit.
This parameter is valid
only when charge_mode
is set to prePaid. If
charge_period_unit is
set to month, the value
ranges from 1 to 9. If
charge_period_unit is
set to year, the value
ranges from 1 to 3.

1

 

Step 1 Log in to Huawei Cloud Solution Practice and choose Quick Deployment of an
MHA MySQL Cluster.

Figure 3-16 Selecting a solution

Step 2 Click Deploy Now to switch to the Create Stack page.
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Figure 3-17 Create Stack

Step 3 Click Next, and set parameters by referring to Table 3-1.

Figure 3-18 Configuring parameters

Step 4 On the Configure Stack page, select rf_admin_trust from the Agency drop-down
list and click Next.
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Figure 3-19 Configuring a stack

Step 5 On the Confirm Configurations page, click Create Execution Plan.

Figure 3-20 Confirming the configurations

Step 6 In the displayed Create Execution Plan dialog box, specify Execution Plan Name
and click OK.
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Figure 3-21 Creating an execution plan

Step 7 Locate the target execution plan and click Deploy in the Operation column. In the
displayed dialog box, click Execute for resource deployment.

Figure 3-22 Deploying an execution plan

Step 8 Click the Events tab and check whether the solution has been deployed. If
message "Apply required resource success" is displayed in the Description column,
the solution has been deployed.

Figure 3-23 Resources created

Step 9 Click the Outputs tab to view information about the VIP and ECSs.
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Figure 3-24 Output

----End

3.3 Getting Started

(Optional) Modifying Security Group Rules

NO TICE

● By default, IP addresses from the VPC subnet CIDR block created in this
solution are allowed to access the MySQL database through port 3306.
Configure an IP address whitelist by referring to Modifying a Security Group
Rule.

● This solution uses port 22 to remotely log in to the ECS. By default, the VPC
subnet created in this solution allows access from port 22. Configure an IP
address whitelist by referring to Modifying a Security Group Rule.

A security group is a collection of access control rules for cloud resources, such as
cloud servers, containers, and databases, to control inbound and outbound traffic.
Cloud resources associated with the same security group have the same security
requirements and are mutually trusted within a VPC.

If the rules of the security group associated with your instance cannot meet your
requirements, for example, you need to add, modify, or delete a TCP port, do as
follows:

● Adding a security group rule: Add an inbound rule and enable a TCP port if
needed.

● Modifying a security group rule: Inappropriate security group settings can be
a serious security risk. You can modify security group rules to ensure the
network security of your ECSs.

● Deleting a security group rule: If the source or destination IP address of an
inbound or outbound security group rule changes, or a port does not need to
be enabled, you can delete the security group rule.

Step 1 (Optional) Change the initial password. Log in to the ECS console and reset the
password.

Step 2 Log in to the ECS console and view the ECSs created through one-click
deployment and the EIPs bound to the ECSs.
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Figure 3-25 ECSs

Step 3 Open the Subnets where the service VM is located and click the IP Addresses tab
to view the VIP.

Figure 3-26 VIP

Step 4 Check the security group rules. On the Security Groups page, locate the security
group prefixed with the VPC name, and click the security group to view the
security group rules. By default, ports 22 and 3306 are enabled on the Inbound
Rules tab. Perform operations to modify the security group rules by referring to
(Optional) Modifying Security Group Rules.

Figure 3-27 Security group rules

Step 5 Log in to the three ECSs one by one as the administrator root.

Figure 3-28 Logging in to an ECS
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Step 6 Unbind the EIPs bound to the primary database and standby database suffixed
with master and slave1. Log in to the ECS console, locate the target database
server, choose More > Manage Network > Unbind EIP in the Operation column,
and click Yes in the displayed dialog box. Do not release the EIP bound to the
standby database (suffixed with slave2) with MHA Manager installed. Otherwise,
an alarm email will fail to be sent during a failover.

Figure 3-29 Unbinding an EIP

Figure 3-30 Confirming unbinding

Step 7 Release the EIPs. Locate the two EIPs whose Status is Unbound, choose More >
Release, and click Yes in the displayed dialog box.
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Figure 3-31 Releasing the EIPs

Figure 3-32 Confirming the release of the EIPs

----End

Initializing the Environment
Restarting ECSs may cause the MHA MySQL cluster to stop. You need to manually
start MHA monitoring. Refer to the following operations.

Step 1 Reconfigure the VIP. Log in to the ECS where the primary database is deployed
and run the ifconfig eth0:1 VIP/24 command. VIP is the virtual IP address
obtained in Step 3 or Step 9.
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Figure 3-33 Reconfiguring the VIP

Step 2 Enable the MHA service. Log in to the ECS (suffixed with slave2) with MHA
Manager installed and run the mha_app1_start command to start MHA
monitoring. If the MHA status is running, the cluster service is started.

Figure 3-34 Enabling MHA

----End

Working with MySQL Databases
In this solution, three ECSs are created by default, each of which has a MySQL
5.7.34 database installed. The databases include one primary database (suffixed
with master) and two standby databases (suffixed with slave1 and slave2). By
default, a user group mysql is created, the mysql user is added to the user group,
and the service port 3306 is enabled. You need to create account repl on the
primary database for primary/standby replication. Set the account password to be
the same as the initial ECS password entered when the solution is being deployed.
Allow only the IP addresses from 192.168.100.0/24 to access the primary database.
Install MHA Manager on the standby database (suffixed with slave2). The default
administrator account is mha and the password is the same as the initial ECS
password.

Check the primary/standby replication status.
SHOW SLAVE STATUS\G;
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Figure 3-35 Replication statuses of the standby databases

Create a replication account on the primary database. (By default, the repl user
has been created, and the password is set to the initial ECS password.)

mysql -uroot -S /tmp/mysql.sock -e "grant replication slave on *.* to Account@' %' identified by'Password'";
Example:
mysql -uroot -S /tmp/mysql.sock -e "grant replication slave on *.* to repl@'192.168.100.%' identified by 
'123'";

Create an MHA administrator account on the primary database. (By default, the
mha user has been created, and the password is set to the initial ECS password.)

mysql -uroot -e "GRANT ALL PRIVILEGES ON *.* TO Account@'Allowed login address'IDENTIFIED 
BY'Password'";
Example:
mysql -uroot -e "GRANT ALL PRIVILEGES ON *.* TO mha@'192.168.100.%' IDENTIFIED BY '123'";

Change the password of a MySQL database account.

update mysql.user set authentication_string=password('Password') where user='Account' and Host = 
'localhost';
Example:
update mysql.user set authentication_string=password('123456') where user='repl' and Host = 
'192.168.100.%';
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NO TE

● If the password of the primary/standby replication account is changed, reconfigure the
primary database information for the standby databases.

> CHANGE MASTER TO
MASTER_HOST='192.168.100.111',
MASTER_USER='repl',
MASTER_PASSWORD='Password',
MASTER_PORT=3306,
MASTER_CONNECT_RETRY=10,
MASTER_AUTO_POSITION=1;
> START SLAVE;
● After changing the passwords of the primary/standby replication account and MHA

administrator account, change the passwords in the app1.cnf configuration file on the
ECS (suffixed with slave2) with MHA Manager installed.
Run the vim /datadisk/mha/conf/app1.cnf command to change the value of
password.

Working with MHA
Install MHA Manager on the standby database (suffixed with slave2). An MHA
program can manage multiple sets of primary and standby databases. You need to
create a different configuration file for each set. In the initial solution, a
configuration file for only one set of primary and standby databases is available,
the default MHA administrator account is mha, the password is the initial ECS
password entered when the solution is being deployed, and the configuration file
is stored in /datadisk/mha/conf/app1.cnf.

MHA commands:

Checking the SSH connection statuses of the primary and standby databases
masterha_check_ssh  --conf=/datadisk/mha/conf/app1.cnf
If "All SSH connection tests passed successfully" is displayed, the three ECSs can access each other without 
entering a password.

Figure 3-36 Checking SSH connection status

Checking the replication statuses of the primary and standby databases
masterha_check_repl  --conf=/datadisk/mha/conf/app1.cnf
If "MySQL Replication Health is OK" is displayed, the primary/standby replication status is normal.
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Figure 3-37 Checking the primary/standby replication status

Starting MHA monitoring
mha_app1_start

Checking the MHA status
mha_app1_status

Stopping MHA monitoring
mha_app1_stop

Viewing MHA logs
tail -f /datadisk/mha/logs/manager

Simulating a Fault

Step 1 View log changes on the MHA Manager.
tail -f /datadisk/mha/logs/manager

Figure 3-38 Log changes

Step 2 Stop the primary database service.
systemctl stop mysqld

Step 3 Return to the ECS with MHA Manager installed, view the logs, and check whether
the information "Master failover to xxxx completed successfully." is displayed.
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Figure 3-39 Failover

Step 4 Log in to the standby database suffixed with slave1 and check whether the VIP is
successfully bound.

Figure 3-40 VIP bound successfully

Step 5 Check the status of the MHA Manager. Its status is stopped.
mha_app1_status

Figure 3-41 Completing a failover

Step 6 Log in to the recipient's mailbox to view the alarm email.
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Figure 3-42 Alarm email

----End

Rectifying a Fault

Step 1 Restart the MySQL service for the original primary database and add it to the
cluster as a standby database. (The IP address of the primary database has been
updated.)
systemctl start mysqld.service
mysql -uroot 
> CHANGE MASTER TO
MASTER_HOST='192.168.100.112', 
MASTER_USER='repl',
MASTER_PASSWORD='Password',
MASTER_PORT=3306,
MASTER_CONNECT_RETRY=10,
MASTER_AUTO_POSITION=1;
> START SLAVE;
> SHOW SLAVE STATUS\G;

Step 2 Modify the MHA Manager configuration file to add the original primary database
to the cluster.
vim /datadisk/mha/conf/app1.cnf  
[server1]
candidate_master=1
check_repl_delay=0
hostname=192.168.100.111
port=3306

Step 3 Restart the MHA service.
mha_app1_start
mha_app1_status

----End

Performing a Manual Switchover
Before performing a switchover, stop the MHA service.

mha_app1_stop

Run the following command on the MHA Manager to switch the primary and
standby databases online:

masterha_master_switch --conf=/datadisk/mha/conf/app1.cnf --master_state=alive --
new_master_host=192.168.100.111 --orig_master_is_new_slave --running_updates_limit=10000 --
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interactive=0  
If the information "Switching master to 192.168.0.111(192.168.0.111:3306) completed successfully." is 
displayed, the switchover is successful.

Figure 3-43 Performing a switchover online

Check whether the VIP is bound to the new primary database (192.168.100.111).

ifconfig

Restart MHA on the ECS where MHA Manager is installed.

mha_app1_start
mha_app1_status

3.4 Quick Uninstallation

Deleting the Solution

Step 1 Log in to Application Orchestration Service (AOS), locate the resource stack
created for the solution, and click Delete in the Operation column. In the
displayed Delete Stack dialog box, enter Delete and click OK to uninstall the
solution.

Figure 3-44 Delete Stack dialog box

----End
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4 Appendix

Terms
● Elastic Cloud Server (ECS): ECS provides secure, scalable, on-demand

compute resources, enabling you to flexibly deploy applications and
workloads.

● ECS Groups: An ECS group logically groups ECSs. The ECSs in an ECS group
comply with the same policy associated with the ECS group.

● Elastic IP (EIP): EIP provides static public IP addresses and scalable
bandwidths that enable your cloud resources to communicate with the
Internet. You can easily bind an EIP to an ECS, BMS, virtual IP address, NAT
gateway, or load balancer, enabling immediate Internet access.

● MHA: MHA performs automated failover and standby-to-primary promotion
with minimal downtime, usually within 10-30 seconds. MHA prevents
replication consistency problems and saves on expenses of having to acquire
additional servers. All this with zero performance degradation, no complexity
(easy-to-install) and requiring no change to existing deployments.

Solution
Quick Deployment of an MHA MySQL Cluster 4 Appendix

Issue 1.0.0 (2023-04-30) Copyright © Huawei Technologies Co., Ltd. 31



5 Change History

Released On Change History

2023-04-30 This issue is the first official release.
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