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Solution Overview

Scenarios

This solution is developed based on Master High Availability (MHA) and helps you
deploy highly available MySQL clusters on Huawei Cloud cloud servers. MHA is a
mature and open source MySQL HA program that provides heartbeat detection,
primary/standby replication, failover, and alert email sending. It is suitable for
enterprises that require high availability, data integrity, and almost uninterrupted
maintenance of primary servers.

Architecture

This solution helps you quickly deploy an MHA MySQL cluster on Huawei Cloud.
The following figure shows the deployment architecture.

Figure 1-1 Architecture

>

Virtual Private Cloud
(VPC)

Subnet @

proTT MHA Manager listening T Security Group

v ¥
AZ 1 AZ2 AZ3

3 3

Standby MySQL database

Primary MySQL database Standby MySQL database (MHA Manager)

This solution will:
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Advantages

Constraints

Create three FlexusX instances, add them to the same FlexusX group,
configure an anti-affinity policy, deploy them across AZs, and install the MHA
and MySQL software on each FlexusX instance.

Create a virtual IP address (VIP) for primary/standby switchover of the MySQL
databases.

Assign three EIPs for Internet access and alarm notifications in case of any
faults.

Create a security group to secure the FlexusX instance environment by
controlling access to FlexusX instances.

High reliability

The cloud servers configured with the anti-affinity policy and deployed across
AZs provide cross-AZ disaster recovery. MHA is installed for automated
failover and primary/standby replication, helping ensure data consistency in
the event of a failure.

Lower cost

MHA is composed of MHA Manager and MHA Node. MHA Manager is
installed on one of the cloud servers where the standby databases are
deployed. No additional cloud server is required.

Easy deployment

Resources can be quickly provisioned and a highly available MySQL cluster
can be easily created.

Before deploying this solution, ensure that you have created a Huawei ID with
access to the target region and enabled Huawei Cloud services.

If you select the yearly/monthly billing mode, ensure that your account has
sufficient balance. If you do not have sufficient balance, you can go to the
Billing Center to manually pay for the order.

Ensure that you have an email account for sending emails over SMTP.
Currently, FlexusX instances can be deployed only in the AP-Bangkok region.
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2 Resource Planning and Costs

Resource Planning and Costs

This solution will deploy the resources listed in the following table. The costs are
only estimates and may differ from the final prices. For details, see Price

Calculator.

Table 2-1 Resource planning and costs (Pay-per-use)

Huawei Cloud
Service

Example Configuration

Estimated Monthly
Cost

Flexus X Instance

e Pay-per-use: $0.08 USD/hour
e Region: AP-Bangkok

e Specifications: FlexusX |
Performance mode (disabled) |
x1.2u.4g | 2 vCPUs | 4 GiB

e Image: CentOS 7.6 64bit
e System Disk: High I/O | 40 GiB

e Data disk: General Purpose SSD
| 100 GiB

e Quantity: 3

$181.44 USD

Elastic IP (EIP)

e Pay-per-use: $0.11 USD/hour
e Region: AP-Bangkok

e Routing Type: Dynamic BGP
e Billed By: Traffic

e EIP Quantity: 3 (After two of
the created EIPs are released,
they will not be billed.)

$0.11 USD/GB

Total

$181.44 USD + Price
of public network
traffic
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Table 2-2 Resource planning and costs (Yearly/Monthly)

Huawei Cloud Example Configuration Estimated Monthly
Service Cost
Flexus X Instance | e Region: AP-Bangkok $199.80 USD

e Specifications: FlexusX |
Performance mode (disabled) |
x1.2u.4g | 2 vCPUs | 4 GiB

e Image: CentOS 7.6 64bit
e System Disk: High I/O | 40 GiB

e Data Disk: General Purpose
SSD | 100 GiB

e Quantity: 3

Elastic IP (EIP) e Region: AP-Bangkok $0.11 USD/GB
e Routing Type: Dynamic BGP
e Billed By: Traffic

e Bandwidth: 5 Mbit/s

e EIP Quantity: 3 (After two of
the created EIPs are released,
they will not be billed.)

Total - $47.73 USD + Price of
public network traffic
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Procedure

3.1 Preparations

3.2 Quick Deployment
3.3 Getting Started

3.4 Quick Uninstallation

3.1 Preparations

Creating the rf_admin_trust Agency

Step 1 Log in to Huawei Cloud management console, move your mouse over the
account name, and choose Identity and Access Management.

Figure 3-1 Console page

% HuawI cLouD
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Figure 3-2 Identity and Access Management

@p Int-English

Information

Security Settings

My Credentials

dentity and Ac Management
Switch Role

Tag Management

Operation Log

Log Out

Step 2 Choose Agencies in the left navigation pane and search for the rf_admin_trust
agency.

Figure 3-3 Agency list

Agencies @

vvvvvvvv

e If the agency is found, skip the following steps.
e If the agency is not found, perform the following steps to create it.
Step 3 Click Create Agency in the upper right corner of the page. On the displayed page,

enter rf_admin_trust for Agency Name, select Cloud service for Agency Type,
enter RFS for Cloud Service, and click Next.
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Figure 3-4 Create Agency

Agencies | Create Agency

# Agency Mame rf_admin_frust

* Agency Type Account
Delegate another HUAWEI CLOUD account to perform operations on your resour

(®) Cloud service

[=]
[1+]
w

)elegate a cloud service to access your resources in other cloud services.

# Cloud Service RFS -
# Validity Period Unlimited -
Description
0/255
Next Cancel

Step 4 Search for Tenant Administrator and select it in the search results.

Figure 3-5 Selecting a policy
@ sekct PoicyRote 3) select Scope A

Al poiciesioes « | [ Ansenices | | Tenant Asmistrator x Q

Type

System-defined polcy

System-defined roe

Step 5 Select All resources and click OK.

Figure 3-6 Setting the authorization scope

< Authorize Agency

-:i:- Select Policy/Role e Select Scope 3 ) Finish

0 The follewing are recommended scopes for the permissions you selecied. Select the desired scope requiring minimum authorization.

Scope

(@) Allresources

ers will be able to use all resources, including those in enlerprise projecis, region-specific projects, and global services under your account based on assigned permissions

Show More

Step 6 Check that the rf_admin_trust agency is created in the agency list.

Issue 1.0.0 (2023-04-30) Copyright © Huawei Technologies Co., Ltd. 7



Solution
Quick Deployment of an MHA MySQL Cluster 3 Procedure

Figure 3-7 Agency list

Agencies @

Account

--—-End

Obtaining an Authorization Code

When MHA performs a failover or stops working due to an error, you can execute
send_report to obtain the failover report by an email. In this way, users can learn
about the current database status in time. In this solution, emails are sent through
SMTP. You need to log in to the mailbox to enable SMTP. In addition, an
independent password or authorization code is required for sending emails.
Perform the following operations in this section to obtain the authorization code.
The Outlook mailbox is used as an example.

Step 1 Log in to your mailbox. Click the Settings icon in the upper right corner and click
View all Outlook settings.
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Figure 3-8 Settings

Settings X

|Search Outlook settings

Get started o
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Dark mode (1) ® )
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I
Roomy Cozy Compact

Arrange message list
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Step 2 Choose Sync email on the left, select Yes and Let apps and devices to delete

messages from Outlook (if required). View and record the value of Server name.

Figure 3-9 Sync email

Compose and reply
O Search settings POP and IMAP

g‘é; Attachments
Gereral
s POP aptions
=1 Mail Let devices and apps use POP
Sweep
Jurk email -
& People (@1

Customize actions
Devices and apps that use POP can be set to delete messages from Cutlook after download.

View quick settings
Sync email )
(7) Don't allow devices and apps to delete messages from Qutlook. |t will move the messages to a special POP folder instead.

M handl =
eesage handling Let apps and devices delete messages from Outlook

Forwarding o setting

Autormatic replies Server name: outlock office365 com

Port: 995
Encryption methed; TLS

IMAP setting

Server name: outlook office365.com
Port 953
Encryption method: TLS

SMTP setting

Server name: smip office65.com
Port: 587
Encryption method; STARTTLS

Step 3 Click the avatar in the upper right corner and click My profile.

Figure 3-10 My profile

n MeetNow 6 T

B Microsoft Sign out

My Microsoft account
My profile

@l Sign inwith a different account
~

[ [ U

Settings Layout Sync email x

Step 4 Choose safe on the top menu bar. On the displayed page, click Get started now.
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Figure 3-11 safe

# Microsoftaccount | Your

safe o Crgethe pasavors

Last updated: 2023/3/8

Security basics

Manage passwords, protect accounts, and view other secure resaurces,

/7 @ o adll

Sign-in ac tivity Password security Advanced security options Stay safe with Windows 10
Please check the login time and location, and Use stronger passwards ta better secure your Ty using the fatest securly optians ta keep ta keepys
letus know f you find amything unusual.  account s your account tsecure. ft Defende

Step 5 After the system verification is successful, click Manage under Two-step
verification, perform required operations to enable Two-step verification.

Figure 3-12 Two-step verification

i Microsoftaccount |

Security

Step 6 In the Additional security options area, verify that the status of Two-step
verification is Open.

Figure 3-13 Two-step verification

i Microsoft account

security

A way to prove your identity

Manage sign-in and verification methods for Microsoft accounts. Learn more about sign-in and verification.

~ = Enter the password © Latest
Last changed  2023/3/8 For Account login
time
Changs the View activity
password
> A Email the code © Latest
> B Email the cade © Latest

@ Add a new sign-in or verification method

or require two steps to sign in.

No passwortl aceount Two-step verification
=) Shut dorwn 2 Open
X
Open Shut down

Learn more about removing passwords

Step 7 In the App passwords area, click Create a new app password to set a password
for connecting to a third-party application.
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Figure 3-14 App passwords

Additional security options

To increase the security of your account, remave your password o require two steps to sign in.

No password account Two-step verification
E(\ Shut down 0 Open
Open Shut down

Learn more about removing passwords

Learn more about two-step verffication

App passwords

exarnple, the Mall app on Xbox 360, Windows Phone, or other devices) don't support securlty cades for two-step verffication. In these cases, you'll need to create an app passward to sign in.

Step 8 Obtain the authorization code and enter it in the text box of
email_authorization_code.

Figure 3-15 Obtaining an authorization code

i Microsoft account | Yourinformation  privacy  safe  Rewsrds  Payment and billing Sen Subscriptions  equiprnent

Sign in with this app password

Enter the app password below in the Passward field for an app or device that doesn't accept a security code. If you don't know how to update your app or device with an app password, follow these steps

For apps or devices that don't accept security codes, you'll need ta create a new app passward for them,

Create additional app passwords

(11 NOTE

By default, SMTP is disabled for Outlook. To send emails over SMTP, enable it in advance.

--—-End

3.2 Quick Deployment

This section describes how to quickly deploy this solution.

Table 3-1 Parameter description

Parameter Type Mandator | Description Default
y value

vpc_name string Yes VPC name. This template | highly-
uses a newly created VPC | available-
and the VPC name must | mha-

be unique. The name mysql-
contains 1 to 54 cluster-
characters, including demo

digits, letters,
underscores (_), hyphens
(-), and periods (.).

Issue 1.0.0 (2023-04-30) Copyright © Huawei Technologies Co., Ltd.
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FlexusX. The flavor ID
format of a FlexusX
instance is x1.?u.?g. For
example, the flavor ID of
a FlexusX instance with 2
vCPUs and 4 GiB
memory is x1.2u.4g. For
details about FlexusX
instance flavors, see the
console. For details
about ECS flavors, see A
Summary List of x86
ECS Specifications.

Parameter Type Mandator | Description Default
y value

security_group_ | string Yes Security group name. highly-

name This template uses a available-
newly created security mha-
group. The name mysql-
contains 1 to 64 cluster-
characters, including demo
letters, digits,
underscores (_), hyphens
(-), and periods (.).

ecs_name string Yes Cloud server name, highly-
which must be unique. available-
The name contains 1 to mha-
57 characters, including mysql-
lowercase letters, digits, cluster-
underscores (_), and demo
hyphens (-).

ecs_flavor string Yes Instance flavor of ECS or | x1.2u.4g

Issue 1.0.0 (2023-04-30)
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Parameter

Type

Mandator
y

Description

Default
value

ecs_password

string

Yes

Initial password of the
cloud server, MySQL
replication account, and
MHA administrator
account. The value
consists of 8 to 26
characters. It includes at
least three of the
following character
types: uppercase letters,
lowercase letters, digits,
and special characters ($!
@%-_=+[]:./A{}?), and
cannot contain the
username or the
username spelled
backwards. The default
ECS administrator
account is root, the
MySQL replication
account is repl, and the
MHA administrator
account is mha.

Left blank

system_disk_siz
e

number

Yes

System disk size of the
cloud server. The default
disk type is high 1/O and
the ECS disk space
cannot be scaled down.
The value ranges from
40 to 1,024, in GiB.

40

data_disk_size

number

Yes

Data disk size of the
cloud server. The default
disk type is general-
purpose SSD. Value
range: 10 GiB to 32,768
GiB.

100

sender_email_a
ddress

string

Yes

Sender's email address,
which sends alarm
emails to inform users of
a MySQL database
failover through MHA.
Example:
mha@huawei.com

Left blank

recipient_email
_address

string

Yes

Recipient's email
address, which receives
alarm emails. Example:
recipent@huawei.com

Left blank

Issue 1.0.0 (2023-04-30)
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Parameter

Type

Mandator
y

Description

Default
value

email_authoriz
ation_code

string

Yes

Email account
authorization code,
which is used to
authenticate operations
for sending emails using
the sender's email
account through MHA.
For details about how to
obtain the authorization
code, see 3.1
Preparations.

Left blank

smtp_server_ad
dress

string

Yes

SMTP server address of
the sender's mailbox. For
example, the SMTP
address of Outlook is
smtp.office365.com.
SMTP may be disabled
for some mailboxes by
default and needs to be
enabled before you send
emails over SMTP.

Left blank

charging_mode

string

Yes

Billing mode. The value
can be postPaid (pay-
per-use) or prePaid
(yearly/monthly). The
default value is
postPaid. By default, an
order is automatically
paid from the account
balance.

postPaid

charge_period_
unit

string

Yes

Subscription period unit.
This parameter is valid
only when charge_mode
is set to prePaid. The
value can be month or
year.

month

charge_period

number

Yes

Subscription period unit.
This parameter is valid
only when charge_mode
is set to prePaid. If
charge_period_unit is
set to month, the value
ranges from 1 to 9. If
charge_period_unit is
set to year, the value
ranges from 1 to 3.

Issue 1.0.0 (2023-04-30) Copyright © Huawei Technologies Co., Ltd.
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Step 1 Log in to Huawei Cloud Solution Practice and choose Quick Deployment of an
MHA MySQL Cluster.

Figure 3-16 Selecting a solution

Solution Architecture

This solution helps you quickly deploy an MHA MySQL cluster on Huawei Cloud

s

Virtual Private Cloud
(VPC)

Quick Deployment of an MHA MySQL Cluster

Version: 1.1.0

Last Updated: July 2024

Built By: Huawei Cloud

Time Reguired for Deployment: About 20 minutes

 _ B Time Required for Uninstallation: About 10 minutes
Subnet =)
'\_) Estimated Cost v
MHA Manager listening Security Group View Source Code ~
i Data Center. AP-Bangkok
AZ1 Az2 Az3
Q L '\’j [*‘. View Deployment Guide
Primary MySQL database Standby MySQL database Standby MySQL database Deploy

(MHA Manager)

Step 2 Click Deploy Now to switch to the Create Stack page.

Figure 3-17 Create Stack

< Create Stack
@ ok ons

Tempiate URL ntpsii

Step 3 Click Next, and set parameters by referring to Table 3-1.
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Figure 3-18 Configuring parameters

(©) Select Tempiate ——— @) Configure Parameters (3) Configue Stack (@) Confim Confiurations

+ Stack Name | deploy-2-highly-available-mha-mysqhcluster
Description | Quick Deployment of an MHA MySQL Cluster

Configure Parameters

Q Encrypt some resources based on the template requirements. ()

Parameter Value Type Description
vpe_name highly-available-mha-mysql-custer-demo sting Virual Private Cloud (VPC) name. This template uses a newy created VPC and the VPC name must be unique. Value range: 1t
securiy_group_name highiy-available-mha-mysql-cluster-demo sting ‘Security group name. This template ses a newly created securtty group. For detalls 2bout Now 10 Set securty group rules, see L
ecs_name highy-available-mha-mysqhcluster-demo sting (Cloud server name, which must be unlque. Value range: 110 57 characters, ncluding lowercase leters, digits, underscores (), 2
ecs_favor x1.2u4g sting Instance flavor of ECS o FlexusX. The flavor ID format of a FlexusX insiance s x1.2u.2. For exampl, the flavor 1D of a Flexus, -

Step 4 On the Configure Stack page, select rf_admin_trust from the Agency drop-down
list and click Next.

Figure 3-19 Configuring a stack

(@) solect Te

pisto 3) Contigurs Parameters @ Corour stack (@ contim Congurstons

Agency nuaweidoud || _admin_rust Jle

deletion) on stack resources. f the agency permissions are insufficient, subsequent operations such as de nd execution plan creation may fail. reate Agency on 1AM

Deleton Protecton

Q0 r®

h fi fi i lick i L
Step 5 On the Confirm Configurations page, click Create Execution Plan.
Figure 3-20 Confirming the configurations
() Select Tempiate (<) Configure Parameters ———— (<) Configue Stack ——— () Confim Configurtions
@ RFS s free of charge, but the resources i the stack are not. Currently, you need o Create an execution pian (free of charge) to obtain the estimated price. 4
Template Info
Parameters £
Parameter Name Value Type Description
vpc_name highly-available-mha-mysql-cluster-demo string Virtual Private Cloud (VPC) name. This template uses a newly created VPC and the VPC name must be unique. Value range: 110 54 characters...
ecs_flavor x1.2u.4g string Instance flavor of ECS or FlexusX. The flavor ID format of a FlexusX instance is x1.2u.2g. For example, the flavor ID of a FlexusX instance with
]

Estimated fee: You can obtain the estimated fee after creating an execution pian (free of charge), Previous Create Execution Plan Directly Deploy Stack
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Step 6 In the displayed Create Execution Plan dialog box, specify Execution Plan Name
and click OK.

Figure 3-21 Creating an execution plan

Create Execution Plan

« Before deploying a stack, you can create an execution plan to preview the stack
information and check its configurations to evaluate the impact on running
resources.

« RFS is free of charge, but the resources in the stack are not. After the execution
plan is created, a stack (occupies the stack quota) for which no resource is
enabled is generated, and the estimated price is displayed in the execution plan
details.

# Execution Plan Name executionPlan_20230317_1648_s9mt

Description

=]

%]
T
o

Step 7 Locate the target execution plan and click Deploy in the Operation column. In the
displayed dialog box, click Execute for resource deployment.

Figure 3-22 Deploying an execution plan

< deploy-a-highly-available...

uuuuuuuuuuuuuuuuuuuu

Step 8 Click the Events tab and check whether the solution has been deployed. If
message "Apply required resource success" is displayed in the Description column,
the solution has been deployed.

Figure 3-23 Resources created

< deploy-a-highly-available...

Basicinformation  Resources  Outpus  Evenis  Template  Execution Plans
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Step 9 Click the Outputs tab to view information about the VIP and ECSs.

Figure 3-24 Output

< deploy-a-highly-available...

Note sting

--—-End

3.3 Getting Started

(Optional) Modifying Security Group Rules

NOTICE

e By default, IP addresses from the VPC subnet CIDR block created in this
solution are allowed to access the MySQL database through port 3306.
Configure an IP address whitelist by referring to Modifying a Security Group
Rule.

e This solution uses port 22 to remotely log in to the cloud server. By default, the
VPC subnet created in this solution allows access from port 22. Configure an IP
address whitelist by referring to Modifying a Security Group Rule.

A security group is a collection of access control rules for cloud resources, such as
cloud servers, containers, and databases, to control inbound and outbound traffic.
Cloud resources associated with the same security group have the same security
requirements and are mutually trusted within a VPC.

If the rules of the security group associated with your instance cannot meet your
requirements, for example, you need to add, modify, or delete a TCP port, do as
follows:

e Adding a security group rule: Add an inbound rule and enable a TCP port if
needed.

e Modifying a security group rule: Inappropriate security group settings can be
a serious security risk. You can modify security group rules to ensure the
network security of your instances.

e Deleting a security group rule: If the source or destination IP address of an
inbound or outbound security group rule changes, or a port does not need to
be enabled, you can delete the security group rule.

Step 1 Log in to the ECS console and view the instances created through one-click
deployment and the EIPs bound to the instances.
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Figure 3-25 Instances

Elastic Cloud Server (& (3) Troubleshoating (3 Quick Links

© The password reset plug-in can now be installed after creating an ECS.

© Looking for Flexus instances? You can view and manage FiexusL and FlexusX instances on the Flexus console. Access the Flexus console

MyECSs: AP-Bangkok (4) | CN-Hong Kong (3)

Q
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N s 24CPUs |4 GIB 1 2udg . " 127 EP) 3, Payper-use et
""""" ? Cent0s 76 64bit e 182168.100.113 (Priva Created on Jul 22, 2024 100, et
2VCPUS |4 GIB | x1.2u.4 €rP) 300
Running YCPUs 4GB [x1 209 Linux aetaut
Cent0s 7.6 64bit 192.168.100.112
VCPUS |4 GIB |x1.2u 2 141 €P) 30 Pa
Rumning  AZ1 21CPUs | 4GB [x1 2040 Linux . 2 2026 defautt - Remote Login’ More
Centos 7.6 64bit 152168.100.111 Created on Jul 22,2024 10°0. ¢

1630bd3b-7640-4963.9.

Total Records: 3 [ 10 v 1

Step 2 Open the Subnets where the cloud server is located and click the IP Addresses
tab to view the virtual IP address.

Figure 3-26 Virtual IP address

Assion Virual 1P Address Leam more about virualIP address confguraton.

Bound EIP Bound Server (NIC)

Step 3 Check the security group rules. On the Security Groups page, locate the security
group prefixed with the VPC name, and click the security group to view the
security group rules. By default, ports 22 and 3306 are enabled in the inbound
rules. Perform operations to modify the security group rules by referring to
(Optional) Modifying Security Group Rules.

Figure 3-27 Security group rules

highly-available-mha-mysal-cluster-demo

Summary nbound

@ som= sscurty group rles wilnot take efectfor ECSs with certan specifcations. Leam more

Outbound Rules Associated Instances

hdd Rule FastAdd Rule Allow Comman Ports | Inbound Rules: 5 Leam more about security group configuration
Priority  (3) ¥ Action (3 ¥ Protocol & Fort (3) ¥ Type Source  (7) Description
1 Alow Tcp 2 Pt 192.163.100.0/24 Allows remote aceess to
1 Alow 1CMP - All 1Put 00000 @ Aliows to test the ECS cor
1 Alow Tcp - 3308 Pt 192.163.100.0/24 Allows IP addresses to access the databa
100 Allow an 1PVE highly-available-mha-mysql-cluster-demo @
100 Allow an 1Pyt highly-available-mha-mysql-cluster-demo (&

Step 4 Log in to the three cloud servers respectively as the administrator root.
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Figure 3-28 Logging in to cloud servers

CentD3 Linux 7 (Core)
Kernel 3.18.8-1160.53.1.el?7.xB6_64 on an xBbo_b64

highly-available-mha-mysgl-cluster-demo-master login: [ 57.7978871 wdb: wdbl
[ 57.7992821 wdb: wibl
68.876133]1 EXT4-f= (udbl): mounted filesystem with ordered data mode. Opts: (null)

Welcome to Huawei Clowd Service

[root@highly-available-mha-mysql-cluster-demo-master “1i _

Step 5 Unbind the EIPs bound to the primary database and standby database suffixed
with master and slavel. Log in to the ECS console, locate the target database
server, choose More > Manage Network > Unbind EIP in the Operation column,
and click Yes in the displayed dialog box. Do not release the EIP bound to the
standby database (suffixed with slave2) with MHA Manager installed. Otherwise,
an alarm email will fail to be sent during a failover.

Figure 3-29 Unbinding an EIP
Elastic Cloud Server (3 © Feedback & Troubleshooling o ECS News % Quick Links m

MyECSs: CN North-Beijng4 (78) | CN South-Guangzhou (19) gapor CN North-Ulangab1 (2) | CN-Hong Kong (2) | CN East-Shanghai2 (1 c

BilingMode 7 Enterprise Project Tag Operation

= a2 Running

. i 24CPUS | 4GB |c6.
b3018cea-8153-4b69-adct- 32094103, < v CentOS 7.6 64t 182.168.100.

Moy Bandvidth

Ghange VPC
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Figure 3-30 Confirming unbinding
X
Unbind EIP

Are you sure you want to unbind the following EIP from
highly-available-mha-mysqgl-cluster-demo-master?

EIP Bandwidth Size Bound NIC
e ».-..-_ e 5 Mbitfs 192 168 100111
Unreleased EIP =} e billed. Ti e EIF eing billed, release them

Step 6 Release the EIPs. Locate the two EIPs whose Status is Unbound, choose More >
Release, and click Yes in the displayed dialog box.

Figure 3-31 Releasing the EIPs

EPs @

Bandwidth Bandwidth Details

Bandvidtn
] highly-avaiabie-mha- ynamic 8P Wgny-avaiabiemna-.. o1

ivs
35244600-091-46c4-9237-

Figure 3-32 Confirming the release of the EIPs

Are you sure you want to release the following EIPs?

EIP Bandwidth Name Bandwidth (Mbit's)
119.13.104.10

o highly-available-mha-mysgl-clust..

o

ghly-ava

5

- I

---—-End
Initializing the Environment

Restarting ECSs may cause the MHA MySQL cluster to stop. You need to manually
start MHA monitoring. Refer to the following operations.
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Step 1 Reconfigure the VIP. Log in to the ECS where the primary database is deployed

and run the ifconfig eth0:1 /P/24 command. V/Pis the virtual IP address
obtained in Step 2 or Step 9.

~l#
n]#01fconfig ethe:1
]2

ifconfig

COST,RUNNING ,MULTIC
netmas .2
txugqueualen

; @ frame @
TX packets @
TX A dr B ar B carrier 8 collisions @

Step 2 Enable the MHA service. Log in to the ECS (suffixed with slave2) with MHA

Manager installed and run the mha_app1_start command to start MHA
monitoring. If the MHA status is running, the cluster service is started.

Figure 3-34 Enabling MHA

ha appl status

PING DK}, master:192.1¢

Working with MySQL Databases

In this solution, three cloud servers are created by default, each of which has a
MySQL 5.7.34 database installed. The databases include one primary database
(suffixed with master) and two standby databases (suffixed with slave1 and

slave2). By default, a user group mysql is created, the mysql user is added to the
user group, and the service port 3306 is enabled. You need to create account repl

on the primary database for primary/standby replication. Set the account

password to be the same as the initial password. Allow only the IP addresses from

192.168.100.0/24 to access the primary database. Install MHA Manager on the
standby database (suffixed with slave2). The default administrator account is

mha and the password is the same as the initial password.

Check the primary/standby replication status.
SHOW SLAVE STATUS\G;
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Figure 3-35 Replication statuses of the standby databases

e e o e

mas ter

mysql-slave2-relay-bin.8

1 hin.

Last Errno:
Last Error:

Create a replication account on the primary database. (By default, the repl user
has been created, and the password is set to the initial password.)

mysql -uroot -S /tmp/mysql.sock -e "grant replication slave on ** to Account@' %' identified by'Password";
Example:

mysql -uroot -S /tmp/mysql.sock -e "grant replication slave on *.* to repl@'192.168.100.%' identified by
1123

Create an MHA administrator account on the primary database. (By default, the
mha user has been created, and the password is set to the initial password.)

mysql -uroot -e "GRANT ALL PRIVILEGES ON ** TO Account®@'Allowed login address|\DENTIFIED
BY'Password";

Example:

mysql -uroot -e "GRANT ALL PRIVILEGES ON ** TO mha@'192.168.100.%' IDENTIFIED BY '123'";

Change the password of a MySQL database account.

update mysql.user set authentication_string=password(' Password') where user='Account' and Host =
'localhost’;

Example:

update mysql.user set authentication_string=password('123456') where user="repl' and Host =
'192.168.100.%";
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(11 NOTE

e If the password of the primary/standby replication account is changed, reconfigure the
primary database information for the standby databases.

> CHANGE MASTER TO
MASTER_HOST="192.168.100.111",
MASTER_USER="repl’,
MASTER_PASSWORD="'Password,
MASTER_PORT=3306,
MASTER_CONNECT_RETRY=10,
MASTER_AUTO_POSITION=1;

> START SLAVE;

e After changing the passwords of the primary/standby replication account and MHA
administrator account, change the passwords in the app1.cnf configuration file on the
ECS (suffixed with slave2) with MHA Manager installed.

Run the vim /datadisk/mha/conf/app1.cnf command to change the value of
password.

Working with MHA

Install MHA Manager on the standby database (suffixed with slave2). An MHA
program can manage multiple sets of primary and standby databases. You need to
create a different configuration file for each set. In the initial solution, a
configuration file for only one set of primary and standby databases is available,
the default MHA administrator account is mha, the password is the initial
password, and the configuration file is stored in /datadisk/mha/conf/app1.cnf.

MHA commands:

Checking the SSH connection statuses of the primary and standby databases
masterha_check_ssh --conf=/datadisk/mha/conf/app1.cnf

If "All SSH connection tests passed successfully" is displayed, the three cloud servers can access each other
without entering a password.

Figure 3-36 Checking SSH connection status

[r

Checking the replication statuses of the primary and standby databases
masterha_check_repl --conf=/datadisk/mha/conf/app1.cnf
If "MySQL Replication Health is OK" is displayed, the primary/standby replication status is normal.
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Simulating a

Step 1

Step 2

Step 3

Starting MHA monitoring
mha_app1_start

Checking the MHA status

mha_app1_status

Stopping MHA monitoring
mha_app1_stop

Viewing MHA logs
tail -f /datadisk/mha/logs/manager

Fault

View log changes on the MHA Manager.
tail -f /datadisk/mha/logs/manager

Figure 3-38 Log changes

ting it to check master reachsbility from twa of

Stop the primary database service.
systemctl stop mysqld

Return to the ECS with MHA Manager installed, view the logs, and check whether
the information "Master failover to xxxx completed successfully." is displayed.
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Figure 3-39 Failover

Step 4 Log in to the standby database suffixed with slave1 and check whether the VIP is
successfully bound.

Figure 3-40 VIP bound successfully

NIMNG,MULTICA
k 2

Step 5 Check the status of the MHA Manager. Its status is stopped.

mha_app1_status

Figure 3-41 Completing a failover

[ruut@mha—miﬁql-slauez ~]# mha_appl status

appl is stopped(2:NOT_RUNNING).
t@mha-mysgl 1

Step 6 Log in to the recipient's mailbox to view the alarm email.
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Figure 3-42 Alarm email

app1: MySQL Master failover 192.168.100.111(192.168.100.111:3306) to
192.168.100.112(192.168.100.112:3306) succeeded
Recipient

Master 192.168.100.111(192.168.100.111:3306) is down!
Check MHA Manager logs at mha-mysql-xyh-slave2:/mha/logs/manager for details.

Started automated(non-interactive) failover.

Invalidated master IP address on 192.168.100.111(192.168.100.111:3306)

Selected 192.168.100.112(192.168.100.112:3306) as a new master.

192.168.100.112(192.168.100.112:3306): OK: Applying all logs succeeded.

192.168.100.112(192.168.100.112:3306): OK: Activated master IP address.

192.168.100.113(192.168.100.113:3306): OK: Slave started, replicating from 192.168.100.112(192.168.100.112:3306)
192.168.100.112(192.168.100.112:3306): Resetting slave info succeeded.

Master failover to 192.168.100.112(192.168.100.112:3306) completed successfully.

--—-End

Rectifying a Fault

Step 1

Step 2

Step 3

Restart the MySQL service for the original primary database and add it to the
cluster as a standby database. (The IP address of the primary database has been
updated.)

systemctl start mysqld.service

mysql -uroot

> CHANGE MASTER TO
MASTER_HOST='192.168.100.112',
MASTER_USER="repl’,

MASTER_PASSWORD-='Password,

MASTER_PORT=3306,

MASTER_CONNECT_RETRY=10,

MASTER_AUTO_POSITION=1;

> START SLAVE;

> SHOW SLAVE STATUS\G;

Modify the MHA Manager configuration file to add the original primary database
to the cluster.

vim /datadisk/mha/conf/app1.cnf
[server1]

candidate_master=1
check_repl_delay=0
hostname=192.168.100.111
port=3306

Restart the MHA service.

mha_app1_start
mha_app1_status

--—-End

Performing a Manual Switchover

Before performing a switchover, stop the MHA service.
mha_app1_stop

Run the following command on the MHA Manager to switch the primary and
standby databases online:

masterha_master_switch --conf=/datadisk/mha/conf/app1.cnf --master_state=alive --
new_master_host=192.168.100.111 --orig_master_is_new_slave --running_updates_limit=10000 --
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interactive=0
If the information "Switching master to 192.168.0.111(192.168.0.111:3306) completed successfully." is

displayed, the switchover is successful.

Figure 3-43 Performing a switchover online

Check whether the VIP is bound to the new primary database (192.168.100.111).
ifconfig
Restart MHA on the ECS where MHA Manager is installed.

mha_app1_start
mha_app1_status

3.4 Quick Uninstallation

Deleting the Solution

Step 1 Log in to Resource Formation Service (RFS) console, locate the resource stack
created for the solution, and click Delete in the Operation column. In the
displayed Delete Stack dialog box, enter Delete and click OK to uninstall the

solution.
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Figure 3-44 Delete Stack dialog box

--—-End

Delete Stack

Stack Name. Status Created
eploy-a-highly-available-mha-my...  Deployment Jul 17,2024 14:55:50 GT+08:00

Resources (14)

Cloud Product N...

Elastic Cloud Server

highly-available-mha-mysal.cluster demo..
212 o

highly-available-mha-mysal-cluster-demo-.

Elastic Cloud Server
]

highly-available-mha-mysql-cluster-demo-.

e Clud Server " e i 450305

highly-available-mha-mysal-cluster-demo-sg
Elastic Cloud Server
4cifms m o Cme Temm 620

highly-available-mha-mysa-cluster-demo.
Virua Prvate Clo... < i oot

Virtual Private Clo DR - —_i3a3a5
When Deleted (&) Delete resource () Retain resource (Dete on
Type Deite inthe box below t continue.

[ ool |
=
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Appendix

Terms

e Flexus X Instance (FlexusX): FlexusX is a next-generation flexible cloud
server service designed for small- and medium-sized enterprises (SMEs) and
developers. FlexusX provides functions similar to what ECS provides. It
supports flexible vCPU/memory ratios, performance mode, and live
specification change.

e Elastic Cloud Server (ECS): ECS provides secure, scalable, on-demand
compute resources, enabling you to flexibly deploy applications and
workloads.

e Cloud server group: A cloud server group allows you to create cloud servers
on different hosts to improve service reliability. With the anti-affinity policy
supported, cloud servers in the same cloud server group are deployed on
different hosts for higher service reliability.

e Elastic IP (EIP): EIP provides static public IP addresses and scalable
bandwidths that enable your cloud resources to communicate with the
Internet. You can easily bind an EIP to an ECS, BMS, virtual IP address, NAT
gateway, or load balancer, enabling immediate Internet access.

e MHA: MHA performs automated failover and standby-to-primary promotion
with minimal downtime, usually within 10-30 seconds. MHA prevents
replication consistency problems and saves on expenses of having to acquire
additional servers. All this with zero performance degradation, no complexity
(easy-to-install) and requiring no change to existing deployments.
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Change History

Released On Change History
2023-04-30 This issue is the first official release.
2024-07-30 Supported Flexus X Instance.
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