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About This Document

This document describes how to configure high availability (HA) and disaster recovery (DR)
for SAP HANA deployed on the public cloud. HA and DR modes can prevent single points of

failure (SPOFs), greatly improving the reliability of the SAP HANA system.
Note that this document cannot replace standard SAP installation documents. For

more information about SAP deployment on the public cloud and public cloud
technical components, see the operation guides of SAP and Huawei.

This document describes how to set up and con igure the system replication for
SAP HANA databases, but does not guide how to con igure the high availability
(HA) for databases in details, for example, using SQL Server Mirroring or Oracle
Data Guard. For details, see HA installation and con iguration guides of the
corresponding database.

This document does not cover all service reasons and criteria for ensuring HA on
the public cloud.

We assume that you have the following knowledge or skills:

e Knowledge about SAP system administrators

e Knowledge about operating systems

e HA principles of different databases

e Knowledge about SAP HANA database administrators
e HA principles of the public cloud.
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2 Advantages of Cloud-Based HA

Advantages of Cloud-Based HA

Many enterprises have deployed SAP HANA on the public cloud to run their
applications. For the continuity of SAP services, the high availability (HA) and
disaster recovery (DR) feature provided by the SAP on Cloud solution is important
to enterprises' cloud migration. In addition to native SAP HA support, the public
cloud HA and DR solution further enhances the stability and performance of SAP
and many other applications. Compared with traditional HA, cloud-based HA has
the following advantages:

Agility: HA systems can be deployed on the cloud quickly and effectively.
However, to realize traditional HA, you need to purchase servers and
hardware, complete hardware planning, and require skilled engineers for
construction.

Flexible expansion: Cloud-based HA systems can be dynamically expanded as
required to meet system performance requirements. However, the traditional
HA architecture is fixed and not easy to be dynamically expanded.

O&M: Tenants do not need to maintain the cloud-based HA. It is maintained
by the cloud service providers. Traditional HA requires a local O&M team.

Reliability: Cloud-HA can be deployed in different regions based on the
tenant's requirements to achieve cross-region HA and ensure system security.

Cost: Compared with traditional HA, cloud-based HA is cost-effective.
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3 Introduction to Public Cloud Services

Introduction to Public Cloud Services

Public cloud refers to a cloud based on the standard cloud computing model, in
which service providers make resources available to the general public over the
Internet. HUAWEI CLOUD is a public cloud, and the following cloud services are
required to implement SAP HANA HA.

Table 3-1 Public cloud services

Service

Description

Virtual
Private
Cloud (VPC)

VPC enables you to create private, isolated virtual networks. You
can configure IP address segments, subnets, and security groups,
assign EIPs, and allocate bandwidth in a VPC.

NOTE
All SAP HANA systems in a suit are deployed in the same VPC.

Image
Managemen
t Service
(IMS)

IMS provides comprehensive image management capabilities.
You can select desired images from Marketplace Image to create
ECSs in batches.

NOTE
Currently, the public cloud platform supports the following SAP images:

e SUSE Linux Enterprise Server (SLES) 12 SP3 for SAP
e SUSE Linux Enterprise Server (SLES) 12 SP4 for SAP
e SUSE Linux Enterprise Server (SLES) 12 SP5 for SAP
e SUSE Linux Enterprise Server (SLES) 15 SP1 for SAP

Elastic Cloud
Server (ECS)

ECS provides scalable, on-demand cloud servers for secure,
flexible, and efficient application environments, ensuring reliable,
uninterrupted services.

NOTE

Huawei public cloud provides HANA ECSs for running SAP HANA. For
more information, see the SAP HANA User Guide.
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Service Description
Elastic EVS provides persistent block storage for services such as ECS
Volume and Bare Metal Server (BMS). With advanced data redundancy
Service and cache acceleration capabilities, EVS offers high availability
(EVS) and durability with an extremely low latency. You need to
perform operations such as initializing an EVS disk and creating a
file system.
NOTE

For details about the EVS specifications in the SAP HANA scenario, see
the SAP HANA User Guide.

(Optional) SFS provides completely hosted sharable file storage for ECSs.
Scalable File | Compatible with the Network File System protocol, SFS is
Service (SFS) | expandable to petabytes, features high performance, and
seamlessly handles data-intensive and bandwidth-intensive
applications.

NOTE

The shared and backup volumes can be provided by SFS. For details, see
the SAP HANA User Guide.

Volume Volume Backup Service (VBS) provides online backup for EVS
Backup disks and allows data restoration from backups, offering
Service protection against virus attacks and software and hardware
(VBS) faults.

Object OBS is a stable, secure, efficient, and easy-to-use cloud storage
Storage service. With Representational State Transfer Application
Service Programming Interfaces (REST APIs), OBS is able to store
(OBS) unstructured data of any amount and form at 99.999999999%

reliability (11 nines).
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Native SAP HANA HA Support

SAP provides a set of native HA support to recover the SAP HANA system from
various faults.

Service Auto-Restart

In the event of a software failure or an intentional intervention by an
administrator that disables one of SAP HANA services, the service will be restarted
by the SAP HANA service auto-restart watchdog function, which automatically
detects the failure and restarts the stopped service process. Upon restart, the
service loads data into memory and resumes its function. SAP HANA service auto-
restart can be used right out of the box for fault recovery, which works the same
way on the HUAWEI CLOUD as on other platforms.

Host Auto-Failover

This solution requires that SAP HANA be installed on multiple nodes (at least
two), including one master node, several slave nodes, and one or more standby
nodes. When a single point of failure occurs on the primary node or slave node,
the standby node can identify and automatically switch from the standby state to
the active state to replace the failed node.

HANA System Replication (HSR)

System replication is available in every SAP HANA installation offering HA and DR
support. A secondary system is set up to copy data and transaction logs from the
primary system. Once a fault occurs in the primary system, the secondary system
is enabled to take over operations from the primary system. In addition, HSR
allows you to have a variety of settings, depending on your requirements for
recovery time objective (RTO) and database recovery point objective (RPO). For
details, see How to Perform System Replication for SAP HANA released by SAP.

Backup and Recovery

Although SAP HANA is an in-memory database, all data modifications are saved
in a persist storage system. Therefore, even if a sudden power outage occurs, SAP
HANA can restore data and ensure data integrity. In addition, to restore data after
a disaster occurs, data and database logs in the storage system must be backed
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up to a remote end, for example, OBS bucket. For more details about SAP HANA
database backup and recovery, see Backup and Recovery - SAP HANA released
by SAP.
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Public Cloud HA and DR Scenarios

5.1 Concepts Related to HA and Disaster Recovery

e Availability

Availability is used to measure the running continuity of the system. It is expressed
in percentage and is inversely proportional to the downtime. For example, if the
availability of a system is 99.9%, its annual downtime must be less than 0.1% or 9
hours.

e Downtime

Downtime is the result of service interruption, which may be caused by system
upgrade or accident faults. A fault may be a device, software, or network fault, or
a major disaster, such as a fire. A power failure or construction accident may cause
the failure of the entire data center.

e HA

HA is ensured by a set of business technologies, engineering practices, and design
principles. System continuity can be achieved by eliminating a single point of
failure. HA minimizes the service loss by restoring the system immediately after it
is interrupted.

e DR

Disaster recovery is performed after a data center is interrupted or onsite faults
are being rectified. Data backups prepared in event of disasters are more complex
and expensive.

e Data synchronization mode

The SAP HANA System Replication supports synchronization (full
synchronization, memory synchronization, and synchronization) and
asynchronization modes. In the HA automatic switchover scenario, the
synchronization mode is recommended to ensure that no data is lost during
the data switchover (RPO = 0).

- Full synchronization: After the secondary system receives the
synchronization data and stores it in disks, the secondary system sends
confirmation information to the primary system and then the primary
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system submits logs of this operation. If the secondary system fails to
receive the synchronization data due to a fault, the primary system waits
until the secondary system recovers.

Synchronization: After the secondary system receives the synchronization
data and stores it in disks, the secondary system sends confirmation
information to the primary system and then the primary system submits
logs of this operation. If the secondary system fails to receive
synchronization data due to a fault and the primary system fails to
synchronize data to the secondary system, the primary system continues
its service.

Memory synchronization: After the secondary system receives the logs
(memory) and sends a confirmation message to the primary system, the
primary system submits logs of this operation. If the secondary system
fails to receive synchronization data due to a fault and the primary
system fails to synchronize data to the secondary system, the primary
system continues its service.

Asynchronization: The primary system sends the synchronization data to
the secondary system and submits logs without waiting for the response
from the secondary system. The fault of the secondary system does not
affect the primary system running services.

Data preload mode

The preload option is ON.
Data is stored in the memory.
The switchover is fast (RTO).
The preload option is OFF.

The memory usage is low and the memory is used by other systems, such
as non-production systems.

The switchover duration is long.
Before the switchover, activate the preload mode.

5.2 Automatic Recovery of SAP HANA ECSs

Scenarios

The public cloud provides automatic recovery by default to restart ECSs through
cold migration, ensuring high availability and dynamic ECS migration.

You can enable automatic recovery during or after ECS creation.
An ECS can be automatically recovered only if the host on which it is deployed

becomes faulty. This function does not take effect if the fault is caused by the
ECS itself.

An ECS can be automatically recovered only once within 12 hours if the host

on which it is deployed becomes faulty.

ECS automatic recovery may fail in the following scenarios:

Many hosts in the system are faulty.

The host to which the ECS services are migrated does not have sufficient
temporary capacity.

Issue 02 (2019-06-12)
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Advantages

The public cloud provides the automatic recovery capability for ECSs with easy
configuration and no extra cost.

NOTICE

It is recommended to use the automatic recovery capability of ECSs in the SAP
non-production environment.

Deployment Plan

Figure 5-1 shows the deployment plan.

Figure 5-1 Automatic recovery of SAP HANA ECSs

Public subnet Private subnet

| SAP HANA
— — Studio

Internet |
Gateway |

o F
SAP HANA

‘ AZ

5.3 SAP HANA Single-Node HA (System Replication +
Preload on + SUSE HAE)

SAP HANA HA within an AZ

Scenarios

The public cloud supports SAP HANA HA. In this scenario, deploy the primary and
secondary SAP HANA systems in the same AZ and configure the System
Replication function of SAP HANA and the SUSE High-Availability Extension (HAE)
function to enable automatic switchover and realize HA. This applies to the
scenario where a single SAP HANA node is deployed.

e The System Replication function of SAP HANA provides data replication.
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e Enabling the Preload function of System Replication can preload data to the
memory of the secondary system to reduce the switchover time and lower
Recovery Time Objective (RTO).

e Configuring SUSE HAE allows automatic system switchover. The public cloud
provides scripts for automatic HAE configuration. For details, see the SAP
HANA User Guide (Single Node Deployment,).

e The HA mechanism automatically monitors the health status of the primary
SAP HANA system (SAP HANA process, OS, and data replication). When the
primary system fails, failover and virtual IP address floating are automatically
triggered to achieve HA of the HANA system.

Advantages

Based on the public cloud capabilities, SAP HANA System Replication, and SUSE
HAE, SAP HANA provides reliable assurance for your core services.

NOTICE

In the production environment, you are advised to use the SAP HANA HA
automatic switchover solution to reduce the RTO. Before using this solution, you
need to disable the automatic recovery function of ECSs.

Deployment Plan
Figure 5-2 shows the deployment plan.

Figure 5-2 SAP HANA HA within an AZ
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Deploy secondary SAP HANA systems in different AZs.

e The System Replication function of SAP HANA provides data replication.

e Enabling the Preload function of System Replication can preload data to the
memory of the secondary system to reduce the switchover time and lower
Recovery Time Objective (RTO).

e Configuring SUSE HAE allows automatic system switchover. The public cloud
provides scripts for automatic HAE configuration. For details, see the SAP
HANA User Guide (Single Node Deployment).

e The HA mechanism automatically monitors the health status of the AZ where
the primary system (SAP HANA process, OS, and data replication) is located.
When the AZ where the primary system is located fails, failover and virtual IP
address floating are automatically triggered to achieve HA of the HANA
system.

Advantages

Based on the public cloud capabilities, SAP HANA System Replication, and SUSE
HAE, cross-AZ SAP HANA deployment provides reliable assurance for your core
services.

Deployment Plan
Figure 5-3 shows the deployment plan.

Figure 5-3 Cross-AZ SAP HANA HA
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Scenario 1: SAP HANA HA (System Replication + Preload off + DEV/QAS)

Scenarios

After the SAP HANA HA is deployed, the Preload function of System Replication is
disabled. In this case, the secondary system can be used to deploy non-production
systems.

e  After the preload function of System Replication is disabled, only a few
resources (10%) need to be reserved for the secondary system for receiving
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synchronization data from the primary system. In addition, non-production
systems can be deployed on the secondary system.

e According to the SAP best practice, non-production systems on the secondary
system have to use additional storage resources to avoid the impact on the
production system after the switchover of the secondary system.

e Before the switchover, disable non-production systems on the secondary
system to ensure sufficient resources on the secondary system and then
manually trigger the switchover.

Advantages

The secondary SAP HANA system can be fully utilized to reduce the overall cost
based on public cloud capabilities and SAP HANA HA mechanism.

NOTICE

In the production environment, you are advised to use the SAP HANA single-node
HA automatic switchover solution to reduce the RTO. Before using this solution,
you need to disable the HA configuration function of ECSs.

Deployment Plan
Figure 5-4 shows the deployment plan.

Figure 5-4 SAP HANA HA within an AZ (System Replication + Preload off + DEV/
QAS)
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5.4 SAP HANA DR (System Replication)

Scenarios
The public cloud supports SAP HANA DR. Cross-AZ SAP HANA DR can be achieved
by deploying primary and secondary SAP HANA systems in different AZs and using
the System Replication function of SAP HANA to implement data replication.
e Based on the network status between AZs, you can select the synchronization
or asynchronization mode to meet different RPO requirements.
e When the preload function is disabled, the secondary system can be used to
deploy non-production systems. For details, see Scenario 1.
Advantages

A VPC can be deployed across AZs and allows the primary and secondary SAP
HANA systems to be deployed in the same subnet. No extra network configuration
is required.

Deployment Plan

Figure 5-5 shows the deployment plan.

Figure 5-5 SAP HANA DR (System Replication)
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Scenario 1: SAP HANA DR (System Replication + Preload off + DEV/QAS)

The public cloud supports SAP HANA DR. Cross-AZ SAP HANA DR can be achieved
by deploying primary and secondary SAP HANA systems in different AZs and using
System Replication to implement data replication. The secondary system can be
used to deploy non-production systems when the preload function is disabled.
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e After the preload function of System Replication is disabled, only a few
resources (10%) need to be reserved for the secondary system for receiving
synchronization data from the primary system. In addition, non-production
systems can be deployed on the secondary system.

e According to the SAP best practice, non-production systems on the secondary
system have to use additional storage resources to avoid the impact on the
production system after the switchover of the secondary system.

e Before the switchover, disable non-production systems on the secondary
system to ensure sufficient resources on the secondary system and then
manually trigger the switchover.

Advantages

A VPC can be deployed across AZs and allows the primary and secondary SAP
HANA systems to be deployed in the same subnet. No extra network configuration
is required. The secondary system can be fully utilized to reduce the overall cost.

Deployment Plan
Figure 5-6 shows the deployment plan.
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Scenario 2: Cloud DR System Deployment

The public cloud supports deploying the SAP HANA DR system on the cloud to
synchronize data with the system in the customer's local data center.

e Use the VPN service to connect customer data centers to public cloud
resources. Deploy the SAP HANA DR system on the cloud.

e Synchronize data between on-cloud and on-premises SAP HANA systems
using System Replication in the asynchronization mode.

e  Manually switch to the on-cloud SAP HANA system when a fault occurs in the
customer data center system.

Advantages
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Public cloud resources allow the complete DR between on-cloud and on-premises
systems.

Deployment Plan

Figure 5-7 shows the deployment plan.

Figure 5-7 DR system deployment on cloud
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5.5 SAP HANA HA and DR

Scenario 1: Single-AZ SAP HANA HA (System Replication in the
Synchronization Mode + Preload on + SUSE HAE) and Cross-AZ SAP HANA
DR (System Replication in the Asynchronization Mode + Preload on)

Scenarios

Deploy the primary and secondary SAP HANA systems in the same AZ and
configure the System Replication function of SAP HANA and the SUSE HAE
function to enable automatic switchover and realize HA. In the other AZ, deploy a
secondary SAP HANA system and configure Multitier System Replication function
to implement cross-AZ DR. This applies to the scenario where a single SAP HANA
node is deployed.

Deployment Plan

Figure 5-8 shows the deployment plan of SAP HANA HA within an AZ and SAP
HANA DR across AZs.
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Figure 5-8 Single-AZ SAP HANA HA and cross-AZ SAP HANA DR
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Scenario 2: Single-AZ SAP HANA HA (System Replication in the
Synchronization Mode + Preload on + SUSE HAE) and Cross-Region SAP
HANA DR (System Replication in the Asynchronization Mode + Preload on)

Scenarios

Deploy the primary and secondary SAP HANA systems in the same AZ and
configure the System Replication function of SAP HANA and the SUSE HAE
function to enable automatic switchover and realize HA. In the other region,
deploy a secondary SAP HANA system and configure Multitier System Replication
function to implement cross-region DR. This applies to the scenario where a single
SAP HANA node is deployed.

Deployment Plan

Figure 5-9 shows the deployment plan of SAP HANA HA within an AZ and SAP
HANA DR across regions.

Figure 5-9 Single-AZ SAP HANA HA and cross-region SAP HANA DR
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Scenario 3: Cross-AZ SAP HANA HA (System Replication in the
Synchronization Mode + Preload on + SUSE HAE) and Cross-Region SAP
HANA DR (System Replication in the Asynchronization Mode + Preload on)

Scenarios

Deploy the primary and secondary SAP HANA systems in different AZs of the
same region and configure the System Replication function of SAP HANA and the
SUSE HAE function to enable automatic switchover and realize HA across AZs. In
the other region, deploy a secondary SAP HANA system and configure Multitier
System Replication function to implement cross-region DR. This applies to the
scenario where a single SAP HANA node is deployed.

Deployment Plan

Figure 5-10 shows the deployment plan of SAP HANA HA across AZs and SAP
HANA DR across regions.

Public subnet N Private subnet ©

&
1 NAT Server
User .
Muli SAP HANA
ultier | | Secondar
RDP | SSH System (p.,mm.l.?
_ Replication
@« ) & Studio
Intemet A A A
= LT
D) ) EE )

AZ 1 AZ 2 AZ 1

Region 1 ) N Region 2

5.6 CSBS Application Consistency Backup and
Restoration

Scenario

The public cloud backs up SAP HANA databases using the CSBS application
consistency backup. In the same AZ, an SAP HANA database deployed in the
single-node mode is used to store business data. As the data volume increases, the
backup mode cannot meet the RTO and RPO requirements. The application
consistency backup is used to reduce the RTO and RPO, maximizing user data
security and correctness and ensuring business security.

e The periodic automatic backup is supported.

e The SAP HANA snapshot technology is used to back up data of multiple EVS
disks contained in ECSs to the OBS.

(1] NOTE

Storage snapshots cannot ensure file system consistency. The CSBS Agent integrates
the SAP HANA snapshot function to ensure file system consistency.
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When the CSBS application consistency backup is used, the steps in Figure 5-11
are automatically performed.

Figure 5-11 CSBS application consistency backup and restoration flowchart

Start

1

Prepare HANA snapshots.

Create ECS snapshots.

Unfreeze file systems.

L

Check HANA snapshots.

End

Advantages
e ECS backup and restoration: Restores the original ECS and uses backup data
to create a new ECS.

e Flexible and easy to use: Users can manually trigger backup through the
console or use scripts edited with the APIs provided by HUAWEI CLOUD to
periodically trigger backup.

e  (Cross-AZ ECS restoration: Backup data is uploaded to OBS for disaster
recovery at the AZ level.

Deployment Scheme

Figure 5-12 shows the deployment scheme.
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Figure 5-12 Application consistency backup deployment scheme
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Constraints
e An ECS can be associated with only one backup policy.

e Only the application consistency backup for SAP HANA deployed in the
single-node mode is supported.

e  (CSBS supports backup and restoration of part of the disks on an ECS as a
whole but does not support file- or directory-level restoration.

e Before enabling the application consistency backup, install the required Agent
software. Otherwise, the application consistency backup will fail. For details,
see Management Operations > Backup > Enabling Application-
Consistency Backup > Installing the Agent in the Cloud Server Backup User
Guide.

e Application consistency backup and restoration use the ECS restoration
mechanism rather than the HANA restoration mechanism, and cannot be
restored using HANA snapshots.

e  (SBS can only use the backup at the snapshot backup time to restore ECSs or
HANA ECSs. If you want to restore an SAP HANA database at any given time,
use the backup and restoration function of the SAP HANA database.

Scenario 1: Data disk restoration using the application consistency backup
Scenario

Deploy SAP HANA systems in an AZ, create an application consistency backup,
create an ECS image using the backup, provision a new ECS using the image, and
stop the ECS. Use the backup to create a data disk image, attach the data disk
image to the newly provisioned ECS, start the ECS, and start the HANA database
to complete backup and restoration. This applies to the scenario where SAP HANA
is deployed in the single-node mode.

Deployment Scheme

Figure 5-13 shows the deployment scheme about how to restore a data disk using
the application consistency backup when SAP HANA systems are deployed in the
same AZ.
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Figure 5-13 Scenario 1: Data disk restoration using the application consistency
backup
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Scenario 2: Cloud server restoration using the application consistency
backup

Scenarios

Deploy SAP HANA systems in the same AZ, create an application consistency
backup, create an ECS image using the backup, provision an ECS using the image,
change the ECS IP address, and restart HANA ECS to complete backup and
restoration. This applies to the scenario where SAP HANA is deployed in the
single-node mode.

Deployment Plan

Figure 5-14 shows the deployment scheme about how to create an ECS image
restoration using the application consistency when SAP HANA systems are
deployed in the same AZ.
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Figure 5-14 Scenario 2: Cloud server image restoration using the application
consistency backup
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Scenario 3: Cloud server image restoration using the application consistency
backup in the cross-region scenario

Scenario

Deploy SAP HANA systems in the same AZ, create an application consistency
backup, copy the backup across regions, create an ECS image using the backup,
provision an ECS using the image, change the ECS IP address, and restart HANA
ECS to complete backup and restoration. This applies to the scenario where SAP
HANA is deployed in the single-node mode.

Deployment Scheme

Figure 5-15 shows the deployment scheme about how to create an ECS image
restoration using the application consistency backup across regions when SAP
HANA systems are deployed in the same AZ.

Figure 5-15 Cloud server image restoration using the application consistency
backup in the cross-region scenario
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5.7 SAP HANA HA and DR Scenario Comparison

Scenario Comparison

Table 5-1 Scenario summary and comparison

Scenario Deploymen | Application | Applicable SAP Scenario
t Scope
Automatic Recovery Local Single Non-production scenario
of SAP HANA ECSs deployment | node/ (development, test,
and HA Cluster training, and sandbox)
SAP HANA HA Local Single Production scenario
(System Replication + | deployment | node/
Preload on+ SUSE and HA Cluster
HAE)
SAP HANA HA Local Single Production and non-
(System Replication + deployment | node/ production scenarios
Preload off) and HA Cluster
SAP HANA DR Cross-AZ Single Production and non-
(System Replication) deployment | node/ production scenarios
and DR Cluster
On-Cloud and On- Cross-region | Single Production scenario
Premises SAP HANA | deployment | node/
DR and DR Cluster
(System Replication)
Application Cross-AZ Single node | Non-production scenario
Consistency Backup deployment (development, test,
and Restoration and DR training, and sandbox)

Comparison Between Cost and Reliability

Table 5-2 Comparison between cost and reliability

Scenario Additional RPO | RT | Remarks
Cost (0)
Automatic Recovery | None N/A | Hig | RPO is uncertain.
of SAP HANA ECSs h RTO is high. Restart the ECS
using cold migration.
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and Restoration

Scenario Additional RPO | RT | Remarks
Cost (0)

SAP HANA HA Medium 0 Low | RPO = 0. The

(System Replication | N + N synchronization mode is

+ Preload on+ SUSE used for data replication.

HAE) RTO is in the minute level.
The switchover between
primary and secondary
systems is automatic.

SAP HANA HA Medium ~0 | Me [ RPO varies depending on the

(System Replication | N + N diu | data replication mode and

+ Preload off) m network status.
RTO is high. (Decide the
switchover policy. Manually
perform the switchover and
preload the data to the
memory.)

SAP HANA DR Mediumto | =0 | Me | RPO varies depending on the

(System high diu | data replication mode and

Replication) N + 2N m network status.
RTO is high. (Decide the
switchover policy. Manually
perform the switchover and
preload the data to the
memory.)

On-Cloud and On- Medium >0 | Me | RPO > zero. Generally, the

Premises SAP HANA | \ 4+ N diu | asynchronization mode is

DR m used.

(System RTO is high. (Decide the

Replication) switchover policy. Manually
perform the switchover and
preload the data to the
memory.)

CSBS Application Low >0 | Hig | RPO is uncertain.

Consistency Backup h

RTO is high. The application
consistency backup uses the
ECS restoration mechanism.
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SAP HANA HA Planning (Distance and

RTT)

Typical round-trip time (RTT):

e The recommended network bandwidth between data centers is 10 Gbit/s

(shared).

e The RTT (ms) between data centers is determined based on the feasibility and
rationality. In addition, there may be a deviation.

Table 6-1 RTT

Replication

Item Assumed Distance (km) | Target RTT
Host Auto Failover (local | 0 <0.1T ms
disk)

Synchronous System 10-50 0.5 ms-1 ms
Replication

Asynchronous System > 100 10+ ms
Replication

Synchronous Storage 10 0.5 ms
Replication 50 1ms
Asynchronous Storage > 100 10+ ms
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Related Documents

To ensure that SAP systems installed on the public cloud platform are in
compliance with the SAP support requirements, you are advised to refer to the
standard SAP documents and notes in Table 7-1 and Table 7-2.

Table 7-1 SAP documents

Name

Link

SAP HANA Administrator Guide

SAP HANA Administration Guide

Setting Up SAP HANA System
Replication

Setting Up SAP HANA System
Replication

Configuring SAP HANA System
Replication

Configuring SAP HANA System
Replication

Monitoring SAP HANA System
Replication

Monitoring SAP HANA System
Replication

SAP HANA Multitier System
Replication

SAP HANA Multitier System
Replication

How to Perform System Replication for
SAP HANA

How to Perform System Replication
for SAP HANA

SAP HANA System Replication Details

SAP HANA System Replication
Details

Table 7-2 SAP notes

Description Note Link
FAQ 199988 | FAQ: SAP HANA System Replication
0
Configuration 236998 | Required configuration steps for
description 1 authentication with HANA System
Replication
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https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.02/en-US/330e5550b09d4f0f8b6cceb14a64cd22.html
https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.01/en-US/c7ecfd46d4124d42b868bad468175c30.html
https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.01/en-US/c7ecfd46d4124d42b868bad468175c30.html
https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.02/en-US/676844172c2442f0bf6c8b080db05ae7.html
https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.02/en-US/676844172c2442f0bf6c8b080db05ae7.html
https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.02/en-US/74418e86b48542ffb38b54072e0b66ce.html
https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.02/en-US/74418e86b48542ffb38b54072e0b66ce.html
https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.01/en-US/ca6f4c62c45b4c85a109c7faf62881fc.html
https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.01/en-US/ca6f4c62c45b4c85a109c7faf62881fc.html
https://archive.sap.com/documents/docs/DOC-47702
https://archive.sap.com/documents/docs/DOC-47702
https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.02/en-US/aefc55a27003440792e34ece2125dc89.html
https://help.sap.com/viewer/6b94445c94ae495c83a19646e7c3fd56/2.0.02/en-US/aefc55a27003440792e34ece2125dc89.html
https://launchpad.support.sap.com/#/solutions/r/?type=note&route=notes&pos=0&p=%7B%22note%22%3A%221999880%22%7D
https://launchpad.support.sap.com/#/solutions/r/?type=note&route=notes&pos=7&p=%7B%22note%22%3A%222369981%22%7D
https://launchpad.support.sap.com/#/solutions/r/?type=note&route=notes&pos=7&p=%7B%22note%22%3A%222369981%22%7D
https://launchpad.support.sap.com/#/solutions/r/?type=note&route=notes&pos=7&p=%7B%22note%22%3A%222369981%22%7D
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Description Note Link

Network 187639 | Network configuration for System
configuration 8 Replication in SAP HANA
description
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A Change History

Change History

What's New Released
On

This release incorporates the following change: 2019-06-12

Added the description of the native SAP HANA HA support.

This issue is the first official release. 2018-11-30
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