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1 Best Practices Summary

Best Practices Summary

This document describes how to use Data Replication Service (DRS) to quickly
migrate or synchronize databases in typical application scenarios.

Table 1-1 DRS best practices

Function | Source DB Destination DB Cases

Type
Real- MySQL Huawei Cloud Migrating MySQL Databases
Time databases on | RDS for MySQL from Other Clouds to RDS
Migratio | other clouds instances for MySQL
n

Huawei Cloud
TaurusDB
instances

From Other Cloud MySQL to
TaurusDB

MongoDB
databases on
other clouds

Huawei Cloud
DDS instances

From Other Cloud MongoDB
to DDS

On-premises | Huawei Cloud From ECS-hosted MySQL to
MySQL RDS for MySQL RDS for MySQL

databases instances

MySQL Huawei Cloud From ECS-hosted MySQL to

databases on
ECSs

TaurusDB
instances

TaurusDB

MongoDB
databases on
ECSs

Huawei Cloud
DDS instances

From ECS-hosted MongoDB
to DDS

On-premises | Huawei Cloud From On-Premises MySQL to
MySQL RDS for MySQL RDS for MySQL

databases instances

On-premises | Huawei Cloud From On-Premises MongoDB
MongoDB DDS instances to DDS

databases
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Function | Source DB Destination DB Cases
Type
RDS for Distributed From RDS for MySQL to
MySQL Database DDM
instances Middleware
(DDM) instances
MySQL Distributed From MySQL Schema and
schema and Database Logic Table to DDM
logic table Middleware
(DDM) instances
Backup On-premises | Huawei Cloud Migrating Microsoft SQL
Migratio | Microsoft SQL | RDS for SQL Server Backup Data to RDS
n Server Server instances for SQL Server
databases
Real- PostgreSQL Huawei Cloud From Other Cloud
Time databases on | RDS for PostgreSQL to RDS for
Synchron | other clouds PostgreSQL PostgreSQL
ization instances
PostgreSQL From ECS-hosted PostgreSQL
databases on to RDS for PostgreSQL
ECSs
On-premises From On-Premises
PostgreSQL PostgreSQL to RDS for
databases PostgreSQL
On-premises | Huawei Cloud From On-premises MySQL to
MySQL distributed GaussDB Distributed
databases GaussDB
instances

On-premises
Oracle
databases

Huawei Cloud
distributed
GaussDB
instances

From On-premises Oracle to
GaussDB Distributed

Huawei Cloud
centralized

From On-premises Oracle to
GaussDB Centralized

GaussDB

instances

Distributed From On-Premises Oracle to
Database DDM

Middleware

(DDM) instances

Huawei Cloud
RDS for
MySQL
instances

DMS for Kafka

From RDS for MySQL to
Kafka
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Function | Source DB Destination DB Cases

Type

GaussDB DMS for Kafka From GaussDB Distributed to

Distributed Kafka

Huawei Cloud | DMS for Kafka From GaussDB Centralized to

centralized Kafka

GaussDB

instances
Real- Huawei Cloud | Huawei Cloud Configuring Remote Single-
Time RDS for RDS for MySQL Active DR for an RDS for
Disaster | MySQL instances MySQL Instance Using DRS
Recovery | instances
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Real-Time Migration

2.1 Migrating MySQL Databases from Other Clouds to
RDS for MySQL

2.1.1 Overview

Scenarios

This best practice includes the following tasks:

e C(Create an RDS for MySQL instance.

e Migrate data from a MySQL database on other clouds to RDS for MySQL.
Prerequisites

e You have registered with Huawei Cloud.

e  Your account balance is greater than or equal to $0 USD.

Service List
e Virtual Private Cloud (VPC)
e RDS
e Data Replication Service (DRS)

Before You Start

e The resource planning in this best practice is for demonstration only. Adjust it
as needed.

e All settings in this best practice are for reference only. For more information
about MySQL migration, see From MySQL to MySQL.
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2.1.2 Resource Planning

Table 2-1 Resource planning

Categor | Subcatego | Planned Value Description

y ry

VPC VPC name | vpc-src-172 Specify a name that is easy to
identify.

Region Test region To achieve lower network
latency, select the region
nearest to you.

AZ AZ3 -

Subnet 172.16.0.0/16 Select a subnet with sufficient
network resources.

Subnet subnet-src-172 Specify a name that is easy to

name identify.

MySQL Database MySQL 5.7 -

on version

another

cloud IP address | 10.154.217.42 Enter an IP address.

Port 3306 -

RDS for | Instance rds-mysql Specify a name that is easy to
MySQL | name identify.
instance -

DB engine | MySQL 5.7 -

version

Instance Single A single instance is used in this

type example. To improve service
reliability, select a primary/
standby instance.

Storage Cloud SSD -

type

AZ AZ1 AZ1 is selected in this example.
To improve service reliability,
select the primary/standby
instance type and deploy the
primary and standby instances
in different AZs.

Instance General-purpose 2 -

class vCPUs | 8 GB

DRS Task name | DRS-mysql Specify a name that is easy to
migratio identify.
n task
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Categor | Subcatego | Planned Value Description
y ry

Source DB | MySQL -
engine

Destinatio | MySQL -
n DB
engine

type example.

Network Public network Public network is used in this

2.1.3 Operation Process

Figure 2-1 Flowchart

Configuring Huawei Cloud RDS for MySQL
Create a VPC and security
group.

Create an RDS for MySQL

Configuring other cloud MySQL
Configure a MySQL
database on another cloud.

Creating a DRS migration task
and checking the results

Create a DRS migration

task.

Check migration results.

2.1.4 Creating a VPC and Security Group

Create a VPC and security group for an RDS for MySQL instance

Creating a VPC

Step 1 Go to the Create VPC page.
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Step 2 Configure the basic information, subnet, and IP address.

Figure 2-2 Creating a VPC

< | Create VPC ®

Basic Information

Subnet Name

Step 3 Click Create Now.
Step 4 Return to the VPC list and check whether the VPC is created.
If the VPC status becomes available, the VPC has been created.

--—-End

Creating a Security Group

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select CN-Hong
Kong.

Step 3 Under the service list, choose Networking > Virtual Private Cloud.

Step 4 In the navigation pane, choose Access Control > Security Groups.

Step 5 Click Create Security Group.

Step 6 Configure parameters as needed.

Figure 2-3 Creating a security group

< | Create Security Group

sg-database
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Step 7 Click Create Now.
Step 8 Return to the security group list and click the security group name.

Step 9 Click the Inbound Rules tab, and then click Add Rule.
Step 10 Configure an inbound rule to allow access from database port 3306.

Figure 2-4 Inbound rules

sqatabase @ restack (mporrue ) (EwotRue )

Summary  InboundRules  OutboundRules  Associated Instances

© Some security group rules will not take effect for ECSs with certain specificatic

(Thasrue ) (“Festasarues )

Action Type Protocol & Port Source Description Last Modified Operation

1 Alow 1Py Tep: 3305 DRTask AUg 14,2024 155732 GMT...  Modly Repicate Dele

1 Alow 176 Al

Aug 14,2024 15:3531 GMT.

Aug 14,2024 15:35°31 G,

----End

2.1.5 Creating an RDS for MySQL Instance

Create an RDS for MySQL instance, and select the VPC and security group you
configured for the instance.

Step 1 Go to the Buy DB Instance page.

Step 2 Configure basic information for the instance. Select CN-Hong Kong for Region.

Figure 2-5 Basic information

Quick Config Custom Config

Basic Settings

Billing Mode (®
Region
° v

Regions are geographic areas isolated from each other. For low network latency and quick resource access, select the nearest region.

Engine Options

DB Engine

TaurusDB MysSQL PostgreSQL Microsoft SQL Server MariaDB

DB Engine Version

8.0 v

DB Instance Type

Primary/Standby Single

Primary/standby HA architecture is suitable for production databases in large- and medium-sized enterprises, or for applications in Intemet, 10T, retail e-commerce, logistics, and gaming industries.
Storage Type

Cloud SSD Extreme SSD

Primary AZ

=l )
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Step 3 Select an instance class.

Figure 2-6 Instance class

Instance Configuration

Instance Class

Dedicated General-purpose Kunpeng general-enhanced

VCPUS | Memory Recommended Connections TPs|aPs @
@ 2vCPUs|4GB 4,000 590 11,507

2vCPUs 18 GB 6,000 5901 11.804
2VCPUs | 16 GB 8,000 841116.850
4vCPUs 18 GB 6,000 1,196123.914
4VCPUE | 16 GB 2,000 1,357 | 27.150
4¥CPUs |32 GB 10,000 1,435128.701

DB Instance Specifications  rds.mysgl.x1large 2.ha| 2 vCPUS | 4 GB (Dedicated) , Recommended Connections: 4,000, TPS | QPS: 580 | 11,507

Storage Space ()

O ) GB

40 EE 1620 2410 4000

Backup Space

RDS provides 40 GB of free backup storage, the same size as your purchased slorage space
After the free backup space is used up, you will be billed for the additional space. After an instance is created, an automated backup will be created and saved for seven day

Enable autoscaling
Additional storage will be billed. Leam more (5
Disk Encryption

Enabiing disk encryption improves the security of data, but may slightly affect the database read/write performance.

1Pv6

Supported

Supported

Nt supported

Supported

Supported

Supported

s.Backup Space Billing (7

Step 4 Select a VPC and security group for the instance and configure the database port.

The VPC and security group have been created in Creating a VPC and Security

Group.
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Figure 2-7 Network configurations

Basic Settings
DB Instance Name ()
rds-9812

If you buy multiple DB instances at a ime, they will be named with four digits appended in the format "DB instance name-SN". For example, if the DB instance name is "instance”, the first instance will be named 'instance-0001", the second "instance-0002
and so on

Passord
Skip Configure

To log in, you will have to reset the password later on the Basic Information page for this instance.

Connectivity
VP ()
vpc-addh v | Q CreateVPC (3
The VPC an RDS instance is deployed in cannot be changed later. ECSs in different VPCs cannot communicate with each other by default.
Subnet
subnet-a389(192.168.0.0124) viQ

1Py CIDR block2407-c080:1200:217e: /64
An EIP s required i you want to access DB instances through a public network V

IPv4 Address

Addresses avallable: 251  View In-use IP Addresses
Database Port
Default port: 3306

Security Group (%)

sg-database X v | Q

urity Group [

Ensure that port 3306 of the security group allows traffic from your server IP address to the DB instance. Create Security Group

Security Group Rules ~

Step 5 Complete advanced settings.
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Figure 2-8 Additional options

~ Additional Options

Enterprize Project ()

default v | (1 Create Enterprise Project [
Parameter Template
Default-HighPeriormance-Edition-MySQL-8.0 v | Q View Parameter Template (7]

Using & high-performance template tends to resultin fost data and replication exceptions ater an instance recovers from a crash. There may also be out of memory (OOM) erfars with smallinstance classes in high concurrency scenarios. For
detals, see the user guide. View Details

Time Zone

(UTC+08:00) Beiing, Chongging, Hong Kong, Urumgi v

Table Name ()

Case sensitive

Tag
TMS's predefined tags are recommended for adding the same tag to different cloud resources. Create predefinedtags (3 Q

+ AddTag

Read Replica

m Create

Required Duration and Quantity

Quantity

ad replicas included). Increase Quota

Step 6 Click Next.

Step 7 Confirm the settings.
e To modify your settings, click Previous.
e If you do not need to modify your settings, click Submit.

Step 8 Return to the instance list. If the instance status becomes available, the instance
has been created.

--—-End

2.1.6 Configuring a MySQL Instance on Another Cloud

Prerequisites
e You have purchased a MySQL instance from another cloud vendor platform.

e Your account has the migration permissions listed in Permission
Requirements.

Permission Requirements

Table 2-2 lists the permissions required for migrating data from a MySQL instance
on another cloud to RDS for MySQL using DRS. For details about the permissions,
see Which MySQL Permissions Are Required for DRS?
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Table 2-2 Migration permissions

Database Full Migration Full+Incremental
Permission Migration Permission

Source database SELECT, SHOW VIEW, SELECT, SHOW VIEW,

(MysQL) and EVENT EVENT, LOCK TABLES,

REPLICATION SLAVE,
and REPLICATION
CLIENT

Network Configuration

You need to enable public accessibility for the source database.

Whitelist Settings

The EIP of the DRS replication instance must be on the whitelist of the source
database for the connectivity between the DRS replication instance and the source
database. To obtain the EIP of the DRS replication instance, see Step 3 in Creating
a DRS Migration Task. This method of configuring a whitelist varies depending on
the cloud database vendors. For details, see their official documents.

2.1.7 Cloud Migration

2.1.7.1 Creating a DRS Migration Task

Creating a Migration Task
Step 1 Go to the Create Migration Task page.

Step 2 Configure parameters as needed.

1. Enter the migration task name. Select the region hosting the destination DB
instance for Region.

Figure 2-9 Migration task

Region 9

o < geogapic e 1o exh o Fesa s e reonpec 1 . 07 Vg el T oedons Fo v v ard ks s, et e e g
Poje

Tkt DR #4ié 0

2. Configure the replication instance information.

Select the RDS instance created in Creating an RDS for MySQL Instance as
the destination database.
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Figure 2-10 Replication instance details

 Data Flow

+ Source DB Engine

* Destination DB Engine

“ Network Type

> Destination DB Instance

* Replication Instance Subnet

“ Migration Type

“ Destination DB Instance Access

“ Enable Binlog Cleanup

The following information cannot be modified

Replication Instance Details ®

d after you go to the next page.

To the cloud Out of the cloud

e data between databases, sele

MysaL MongoDB MySQL schema and logic table Single-Node or Master/Standby Redis Redis cluster
MysaL DDM TaurusDB
vPC v e

v | C View DB Instance View Unselectable DB Instance

During the full synchronization of a DRS task, a ot of binlogs are generated. These binlogs may be temporarily stored locally, which may cause the storage space to be used up. You are advised to
enable storage autoscaling for the RDS DB instance. During the DRS task, set an appropriate local retention period for RDS binlogs. You can also clear binlogs exceeding the specified retention period
with just a few clicks.

default_subnet(192.168.0.0/24) v The IP address is allocated automatically butitcan | (® View Subnets View Occupied IP Address

Full+incremental Full

Read-only Read/Write
e destination DB insta ! onfigured to & but if the data being migrated is modified, there may be dat s or 5. and the migration task cannot

be resumed

@

Step 3 Click Create Now.

It takes about 5 to 10 minutes to create a replication instance. After the
replication instance is created, you can obtain its EIP.

The replication instance is created. Its EIP is 122 9.214.142. Add this EIP to the source database whitelist so that it can access the source database

Step 4 Configure the source and destination database information.

Figure 2-11 Configuring the source and destination databases

Source Database

RS migrates only some key parameters to the desfination database. For the other parameters that cannot be migrated, you need to use parameter templates 1o configure them on the destination databaze

IP Address or Domain Name

Port

Database Username root

Database Password

SEL Connection

Test Connection Test suczessiul
Destination Database
DB Inztance Name rds-bif6 (192.168.0.17)
Database Usemams oot
Databass Password @
Migrate Definer to Usar . ez @ He @

Test Connection

Test successful
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Step 5
Step 6

Step 7

Step 8

Step 9

Click Next.

On the Set Task page, configure parameters as required.
e Set Flow Control to No.
e Set Migration Object to All

Click Next. On the Check Task page, check the migration task.

e If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

e If all check items are successful, click Next.

Compare source and destination database parameters.
e If you do not want to compare the parameters, click Next to skip this step.

e If there are inconsistent common parameter values, click Save Change to
change the destination database values to match those of the source
database.

Click Submit to submit the task.

Return to the Online Migration Management page and check the migration task
status.

It takes several minutes to complete.
If the status changes to Completed, the migration task is complete.

--—-End

2.1.7.2 Checking Migration Results

You can use either of the following methods to check the migration results:

1. Use DRS to compare migration objects, users, and data of source and
destination databases and obtain the migration results. For details, see
Checking the Migration Results on the DRS Console.

2. Log in to the destination instance to check whether the databases, tables, and
data are migrated. For details, see Checking the Migration Results on the
RDS Console.

Checking the Migration Results on the DRS Console

Step 1

Step 2
Step 3
Step 4
Step 5

Step 6

Log in to the management console.

click 9 in the upper left corner and select your region.
Under the service list, choose Databases > Data Replication Service.
Click the DRS instance name.

Click Migration Comparison in the navigation pane. Under the Object-Level
Comparison tab, click Compare to check whether all objects have been migrated
to the destination instance.

Click the Data-Level Comparison tab. On the displayed page, click Create
Comparison Task to check whether the databases and tables of the source and
destination instances are the same.
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Step 7 Click Account-Level Comparison and check whether the accounts and
permissions of the source and destination instances are the same.

--—-End

Checking the Migration Results on the RDS Console

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner and select your region.

Step 3 Click the service list icon on the left and choose Databases > Relational
Database Service.

Step 4 Locate the destination instance and click Log In in the Operation column.
Step 5 In the displayed dialog box, enter the password and click Test Connection.
Step 6 After the connection test is successful, click Log In.

Step 7 Check whether the databases and tables of the source instance have been
migrated.

--—-End

Performing a Performance Test

After the migration is complete, you can perform a performance test as required.

2.2 From Other Cloud MySQL to TaurusDB

2.2.1 Overview

Description
This section includes the following content:

e Create a TaurusDB instance.
e Migrate data from MySQL on other clouds to TaurusDB.

Prerequisites
e You have registered with Huawei Cloud.
e Your account balance is greater than or equal to $0 USD.

Deployment Architecture

In this example, the source is a MySQL database on other cloud platforms and the
destination is a Huawei Cloud TaurusDB instance. Data is migrated from the
source to the destination over a public network. For details about the deployment
architecture, see Figure 2-12.
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Figure 2-12 Deployment architecture
- Other cloud

HUAWEI CLOUD

Configure

Region

@

VPC

Mutually accessible in the

same subnet by default m

@ the whitelist.

Database EIP
service

EIP

S

DRS GaussDB(for MySQL)

Service List
e Virtual Private Cloud (VPC)
e TaurusDB
e Data Replication Service (DRS)

Before You Start

e The resource planning in this best practice is for demonstration only. Adjust it

as needed.

e All settings in this best practice are for reference only. For more information
about MySQL migration, see From MySQL to GaussDB(for MySQL) Primary/

Standby.

2.2.2 Resource Planning

Table 2-3 Resource planning

Categor | Subcatego | Plan Description

y ry

VPC VPC name | vpc-DRStest Specify a name that is easy to
identify.

Region AP-Singapore To achieve lower network
latency, select the region
nearest to you.

AZ AZ 1 -

Subnet 10.0.0.0/24 Select a subnet with sufficient
network resources.

Subnet subnet-drs01 Specify a name that is easy to

name identify.
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Categor | Subcatego | Plan Description
y ry
Other DB engine | MySQL 5.7 -
cloud version
MySQL
IP address | 10.154.217.42 Enter an IP address.
Port 3306 -
TaurusD | Instance gauss-drstar Specify a name that is easy to
B name identify.
instance -
DB engine | MySQL 8.0 -
version
AZ type Single AZ In this example, a single AZ is
used.
To improve service reliability,
select multiple AZs.
AZ AZ1 AZ1 is selected in this example.
To improve service reliability,
deploy the instance across
multiple AZs.
Instance Dedicated 4 vCPUs | | -
class 16 GB
DRS Task name | DRS-test-migrate Specify a name that is easy to
migratio identify.
n task
Source DB | MySQL -
engine
Destinatio | TaurusDB -
n DB
engine
Network Public network Public network is used in this
type example.
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2.2.3 Operation Process

Figure 2-13 Flowchart

Preparations for
GaussDB(for MySQL) on
Huawei Cloud

group.

Create a GaussDB(for

I
I
I
I
I
W Create a VPC and security
I
I
I
I
: MySQL) instance.

Preparations for
MySQL on other
clouds

I

Wl Prepare the test data in the
I MySQL database on other
: clouds.

B —— S

Use DRS to create a
Create a DRS task. migration task and then
confirm the migration
results.

Check the migration results.

2.2.4 Creating a VPC and Security Group

Create a VPC and security group for a TaurusDB instance.

Creating a VPC

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner of the management console and select region
AP-Singapore.

Step 3 Under the service list, choose Networking > Virtual Private Cloud.

Step 4 Click Create VPC.

Step 5 Configure parameters as needed and click Create Now.

Step 6 Return to the VPC list and check whether the VPC is created.

If the VPC status becomes available, the VPC has been created.

--—-End
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Creating a Security Group

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select region
AP-Singapore.

Step 3 Under the service list, choose Networking > Virtual Private Cloud.
Step 4 In the navigation pane, choose Access Control > Security Groups.
Step 5 Click Create Security Group.

Step 6 Configure parameters as needed.

Step 7 Click OK.

Step 8 Return to the security group list and click the security group name (sg-DRS01 in
this example).

Step 9 Click the Inbound Rules tab, and then click Add Rule.
Step 10 Configure an inbound rule to allow access from database port 3306.
Add Inbound Rule  Learn more about security group configuration ®

© Some security group rules will not take effect for ECSs with certain specifications. Leam more
It you select IP address for Source, you can enter multiple |P addresses, separated with commas (). Each IP address represents a different security group rule

Security Group  default_securitygroup
import multiple rules

Priority (3 Action @ Type Protocol & Port () Source @ Description Operation

Protocols / TGP (Cus... v 1P agdress v
Allow v Pvd v Replicate
3306 0.0.0.000 X

(&) Add Rule

--—-End

2.2.5 Creating a TaurusDB Instance
This section describes how to create a Huawei Cloud TaurusDB instance.

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select region
AP-Singapore.

Step 3 Under the service list, choose Databases > TaurusDB.
Step 4 On the Instances page, click Buy DB Instance.

Step 5 Configure the instance name and basic information.
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Step 6 Configure instance specifications.

Basic Configuration

Biling Mode ()

YearlyManthly Serverless

Region ()

9

Regions are geographic areas fslated from each other. Resources ae region-specifc and cannot be used across regions through interal network conniections. For low network latency and quick resource access select the nearest region

Resource electon

DB Engine Version

TaurusDB V2.0

Kemnel Version

208325030

Creation Method

Create new Migrate from RDS

Edtion Type ()

Enterprise Standard

OB Instance Type ()

Primary/Standhy Single

AzTipe ()

Single-AZ Multi-AZ

.F:.
. .

Instance Specfications

CPU Architecture

Nodes

Storage

ToE

Backu» Space

Dedicated instances offer premium performance by providing dedicated CPU and memory resources for your services.

T o

VCPUs | Memory

® 2upusisce

4VCPUS | 16 GB

8VCPUs | 32 GB

16 VCPUS | 64 GB

32CPUS | 128 GE

48 VCPUs 192 GB

2

TDE can be

Dedicated  Kunpeng  2vCPUS 8 GB

+®

Enabled

Maximum Connections

000

3,000

6000

18,000

30,000

60000

only during DB instance creation and cannot be disabled later. Cross-region backup is unavailable for DB instances with TDE enabled

GaussDB(for MySQL) prevides free sackup storage equal to the amount of your used storage space. After the free backup space is used up, you will be billed for the additional space on a pay:-per-use basis
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Step 7 Select a VPC and security group for the instance and configure the database port.

The VPC and security group have been created in Creating a VPC and Security
Group.

Step 8 Configure the instance password.

Administrator root
Administrator Password

Confirm Password

Step 9 Configure an enterprise project.

Parameter Template Default-GaussDB-for-MySQL 8.0 v | C View Parameter Template

Table Name Case sensitive

Enterprise Project (2) v | ( Create Enterprise Project

e
Step 10 Click Next. If you do not need to modify your settings, click Submit.

Step 11 Return to the instance list. If the instance becomes Available, the instance has
been created.

--—-End

2.2.6 Configuring a MySQL Instance on Other Clouds

Prerequisites
e You have purchased a MySQL instance on other platforms.

e The MySQL account has the migration permissions listed in Permission
Requirements.

Permission Requirements

To migrate data from a MySQL database on other clouds to a TaurusDB instance,
the following permissions are required.
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Table 2-4 Required permissions

Database Full Migration Full+Incremental
Permission Migration Permission

Source DB (MySQL) SELECT, SHOW VIEW, SELECT, SHOW VIEW,
and EVENT EVENT, LOCK TABLES,

REPLICATION SLAVE,
and REPLICATION
CLIENT

For details about MySQL authorization operations, see operation guide.

Network Configuration

Enable public accessibility for the source database. The method for enabling public
accessibility depends on the cloud database vendor. For details, see the official
documents of the corresponding cloud database vendor.

2.2.7 Creating a DRS Migration Task

This section describes how to create a DRS instance and migrate data from a
MySQL database on other clouds to a TaurusDB instance.

Pre-migration Check
Before creating a migration task, check the migration environment.

This section describes how to migrate data from a MySQL database to TaurusDB.
For details, see Before You Start.

Creating a Migration Task

Step 1 Log in to the management console.

Step 2 Click Y i the upper left corner of the management console and select region
AP-Singapore.

Step 3 Under the service list, choose Databases > Data Replication Service.
Step 4 In the upper right corner, click Create Migration Task.
Step 5 Configure parameters as needed.

1. Specify a migration task name.

Region Q

Regions are geographic areas isolated from each oter. For low network atency and quick resource access, select the nearsst ragion

Project
 Task Mame

Description

Issue 17 (2025-09-05) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 22


https://support.huaweicloud.com/intl/en-us/drs_faq/drs_04_0034.html
https://support.huaweicloud.com/intl/en-us/realtimemig-drs/drs_04_0090.html
https://console-intl.huaweicloud.com/?locale=en-us

Data Replication Service
Best Practices 2 Real-Time Migration

2. Configure replication instance details as needed.

Select the TaurusDB instance created in Creating a TaurusDB Instance as the
destination database.

Figure 2-14 Replication instance information

Replication Instance Details @

eeeeeeeeeeeee

= Migration Type.

 Destination DB Instance Access

* Speciy EIP.

Step 6 Click Create Now.
It takes about 5 to 10 minutes to create a replication instance.
Step 7 Configure a whitelist for the source database to manage network access.

Add the EIP of the DRS replication instance to the whitelist of the source MySQL
database to ensure that the source database can communicate with the DRS
instance.

The method for configuring the whitelist depends on the cloud database vendor.
For details, see the official documents of the corresponding cloud database
vendor.

Step 8 Configure source and destination database information.

1. Configure the source database information and click Test Connection. If a
successful test message is returned, login to the destination is successful.

2. Configure destination database information and click Test Connection. If a
successful test message is returned, login to the destination is successful.

Step 9 Click Next.
Step 10 On the Set Task page, select migration accounts and objects.

e Select No for Migrate Account.
e Select All for Migrate Object.

Step 11 Click Next. On the Check Task page, check the migration task.

e If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

e If all check items are successful, click Next.
Step 12 Click Submit.

Return to the Online Migration Management page and check the migration task
status.

It takes several minutes to complete.
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If the status changes to Completed, the migration task has been created.

(11 NOTE

e Currently, MySQL to TaurusDB migration supports two modes: full migration and full
+incremental migration.

e If you create a full migration task, the task automatically stops after the full data is
migrated to the destination.

e If you create a full+incremental migration task, a full migration is executed first. After
the full migration is complete, an incremental migration starts.

e During the incremental migration, data is continuously migrated so the task will not
automatically stop.

--—-End

2.2.8 Checking Migration Results

You can use either of the following methods to check the migration results:

1. DRS compares migration objects, users, and data and provide comparison
results. For details, see Checking the Migration Results on the DRS Console.

2. Log in to the destination side to check whether the databases, tables, and
data are migrated. Confirm the data migration status. For details, see
Checking the Migration Results on the TaurusDB Console.

Checking the Migration Results on the DRS Console

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner of the management console and select region
AP-Singapore.

Step 3 Under the service list, choose Databases > Data Replication Service.

Step 4 Click the DRS instance name.

Step 5 Choose Migration Comparison and select Object-Level Comparison to check
whether database objects are missing.

Step 6 Click Data-Level Comparison and check whether the number of rows of migrated
objects is consistent.

Step 7 Click Account-Level Comparison and check whether the accounts and
permissions of the source and destination instances are the same.

--—-End

Checking the Migration Results on the TaurusDB Console

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select region
AP-Singapore.

Step 3 Under the service list, choose Databases > TaurusDB.
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Step 4 On the Instances page, locate the destination instance, and click Log In in the
Operation column.

Step 5 In the dialog box that is displayed, enter the password and click Test Connection.
Step 6 After the connection is successful, click Log In.

Step 7 Check whether the destination databases and tables are the same as the source
instance. Check whether migration is complete.

--—-End

2.3 From Other Cloud MongoDB to DDS

DRS helps you migrate MongoDB databases from other cloud platforms to DDS
on the current cloud. With DRS, you can migrate databases online with zero
downtime and your services and databases can remain operational during
migration.

This section describes how to use DRS to migrate MongoDB databases from
another cloud to DDS on the current cloud. Migration scenarios include:

e Migrating MongoDB databases from another cloud to DDS on the current
cloud.

e Migrating self-built MongoDB databases from servers on another cloud to
DDS on the current cloud.

Resource Planning

Table 2-5 Resource planning

Categor | Subcatego | Planned Value Description
y ry
VPC VPC name | vpc-dds Specify a name that is easy to
identify.
Region AP-Singapore To achieve lower network

latency, select the region
nearest to you.

AZ AZ1 -

Subnet 10.0.0.0/24 Select a subnet with sufficient
network resources.

Subnet subnet-default Specify a name that is easy to

name identify.
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Categor | Subcatego | Planned Value Description
y ry
MongoD | Database MongoDB 4.4 -
B version
databas —
e on IP address | 192.168.0.1 This is only an example.
other Port 8635 This is only an example.
clouds
DDS Instance dds-test Specify a name that is easy to
instance | name identify.

Database DDS 4.4 -

version
AZ type Single-AZ This is only an example.
AZ AZ1 AZ1 is selected in this example.
Instance Enhanced Il 4 vCPUs | The specifications in the left
specificatio | | 16 GB column are selected in this
ns example. You need to select
specifications meeting your
workload requirements.
DRS Task name | DRS-test-migrate Specify a name that is easy to
migratio identify.

n task
Source DB | MongoDB -

engine

Destinatio | DDS -

n DB

engine

Network Public network Public network is used in this
type example.

Diagram

Figure 2-15 Migrating MongoDB databases from other clouds
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Figure 2-16 Migrating MongoDB databases from other cloud servers

E SSL
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1

1
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MongoDB database on T
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on other cloud servers

database

Migration Process

Figure 2-17 Flowchart

Start

Migration Suggestions (Important)

e Database migration is closely impacted by a wide range of environmental and
operational factors. To ensure the migration goes smoothly, perform a test
run before the actual migration to help you detect and resolve any potential
issues in advance. Recommendations on how to minimize any potential
impacts on your data base are provided in this section.

It is strongly recommended that you start your migration task during off-peak
hours. A less active database is easier to migrate successfully. If the data is
fairly static, there is less likely to be any severe performance impacts during
the migration.
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Notes on Migration (Important)

NOTICE

Before creating a migration task, read the migration notes carefully.

For details, see precautions on using specific migration tasks in Data Replication
Service Real-Time Migration.

Preparations

1. Permissions

Table 2-6 lists the permissions required for the source and destination
databases when migrating a MongoDB database from another cloud to DDS
on the current cloud.
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Table 2-6 Required permissions

Database Full Migration Full+Incremental
Permission Migration Permission
Source e Replica set: The e Replica set: The

source database source database
user must have the user must have the
read permission for read permission for
the database to be the databases to be
migrated. migrated and the

e Single node: The local database.
source database e Single node: The
user must have the source database
read permission for user must have the
the database to be read permission for
migrated. the databases to be

e Cluster: The source migrated and the
database user must local database.
have the read e Cluster: The source
permission for the mongos node user
databases to be must have the
migrated and the readAnyDatabase
config database. permission for the

e To migrate accounts databases to be
and roles of the migrated and the
source database, the config database. The
source database source shard node
user must have the user must have the
read permission for readAnyDatabase
the system.users permission for the
and system.roles admin database and
system tables of the the read permission
admin database. for the local

database.

e To migrate accounts
and roles of the
source database, the
source database
user must have the
read permission for
the system.users
and system.roles
system tables of the
admin database.

Destination The destination database user must have the

dbAdminAnyDatabase permission for the admin
database and the readWrite permission for the
destination database. If the destination database
is a cluster instance, the migration account must
have the read permission for the config database.
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- Source database permissions:

The source MongoDB database user must have all the required
permissions listed in Table 2-6. If the permissions are insufficient, create
a user that has all of the permissions on the source database.

- Destination database permissions:

If the destination database is a DDS database, the initial account can be
used.

2. Network settings
Enable public accessibility for the source database.
- Source database network settings:

Any source database MongoDB instances will need to be accessible from
the Internet.
- Destination database network settings: No settings are required.
3. Security rules
- Source database security group settings:

The replication instance needs to be able to access the source MongoDB
instance. That means that the EIP of the replication instance must be on
the whitelist of the source MongoDB instance.

Before configuring the network whitelist, you need to obtain the EIP of
the replication instance.

=  After creating a replication instance on the DRS console, you can find
the EIP on the Configure Source and Destination Databases page
as shown in Figure 2-18.

Figure 2-18 EIP of the replication instance

]

You can also add 0.0.0.0/0 to the source database whitelist to allow any
IP address to access the source database but this action may result in
security risks.

If you do take this step, then once the migration is complete, you should
delete this item from the whitelist or your system will insecure.

- Destination database security group settings:

By default, the destination database and the DRS replication instance are
in the same VPC and can communicate with each other. No further
configuration is required.

4. Other
You need to export the user information of the MongoDB database first and

manually add it to the destination DDS DB instance because the user
information will not be migrated.
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Migration Procedure

Step 1 Create a migration task.

1. Log in to the management console and choose Databases > Data
Replication Service to go to the DRS console.

On the Online Migration Management page, click Create Migration Task.

On the Replication Instance Information page, configure the task details,
description, and replication instance details and click Next.

Figure 2-19 Replication instance information

Replication Instance Details ®

The folowing iforrtor cannct be modifes ate yu 50 0 te e page

Totre coud Outof he co.d

QL MySQL schema and logz zble MongoDB.

Table 2-7 Task settings

Parameter | Description

Region The region where the replication instance is deployed. You

can change the region. To reduce latency and improve access
speed, select the region closest to your workloads.

Project The project corresponds to the current region and can be

changed.

Task Name | The task name consists of 4 to 50 characters, starts with a

letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores (_).

Description | The description consists of a maximum of 256 characters and

cannot contain the following special characters: =<>&"\"

Table 2-8 Replication instance settings

Parameter Description

Data Flow To the cloud
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Parameter

Description

Source DB
Engine

Select MongoDB.

Destination DB
Engine

Select DDS.

Network Type

Select Public network.

Destination DB
Instance

The DDS DB instance you purchased.

Replication
Instance Subnet

The subnet where the replication instance resides. You
can also click View Subnet to go to the network console
to view the subnet where the instance resides.

By default, the DRS instance and the destination DB
instance are in the same subnet. You need to select the
subnet where the DRS instance resides, and there are
available IP addresses for the subnet. To ensure that the
replication instance is successfully created, only subnets
with DHCP enabled are displayed.

Migration Type

- Ful

This migration type is suitable for scenarios where
service interruption is acceptable. All objects in non-
system databases are migrated to the destination
database at one time. The objects include collections and
indexes.

- Full+Incremental

The full+incremental migration type allows you to
migrate data without interrupting services. After a full
migration initializes the destination database, an
incremental migration parses logs to ensure data
consistency between the source and destination
databases.

Source DB
Instance Type

If you select Full+Incremental for Migration Type, set
this parameter based on the source database.

- If the source database is a cluster instance, set this
parameter to Cluster.

- If the source database is a replica set or a single node
instance, set this parameter to Non-cluster.
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Parameter

Description

Obtain
Incremental
Data

This parameter is available for configuration if Source
DB Instance Type is set to Cluster. You can determine
how to capture data changes during the incremental
synchronization.

- oplog: For MongoDB 3.2 or later, DRS directly
connects to each shard of the source DB instance to
extract data. If you select this mode, you must disable
the balancer of the source instance. When testing the
connection, you need to enter the connection
information of each shard node of the source
instance.

- changeStream: This method is recommended. For
MongoDB 4.0 and later, DRS connects to mongos
nodes of the source instance to extract data. If you
select this method, you must enable the WiredTiger
storage engine of the source instance.

NOTE

Only whitelisted users can use changeStream. To use this
function, submit a service ticket. In the upper right corner of the

management console, choose Service Tickets > Create Service
Ticket to submit a service ticket.

Source Shard
Quantity

If Source DB Instance Type is set to Cluster and Obtain
Incremental Data is set to oplog, enter the number of
source shard nodes.

The default minimum number of source DB instances is
2 and the maximum number is 32. You can set this
parameter based on the number of source database
shards.

4. On the Configure Source and Destination Databases page, wait until the
replication instance is created. Then, specify source and destination database
information and click Test Connection for both the source and destination
databases to check whether they have been connected to the replication
instance. After the connection tests are successful, select the check box before
the agreement and click Next.

Figure 2-20 Source database information

Source Database
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Table 2-9 Source database settings

Parameter

Description

mongos
Address

IP address or domain name of the source database in the
IP address/Domain name:Port format. The port of the
source database. Range: 1 - 65534

You can enter a maximum of three groups of IP
addresses or domain names of the source database.
Separate multiple values with commas (,). For example:
192.168.0.1:8080,192.168.0.2:8080. Ensure that the
entered IP addresses or domain names belong to the
same sharded cluster.
NOTE
If multiple IP addresses or domain names are entered, the test
connection is successful as long as one IP address or domain

name is accessible. Therefore, you must ensure that the IP
address or domain name is correct.

Authentication
Database

The name of the authentication database. For example:
The default authentication database of Huawei Cloud
DDS instance is admin.

mongos
Username

A username for the source database.

mongos
Password

The password for the source database username.

SSL Connection

SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL
CA root certificate.

Sharded
Database

Enter the information about the sharded databases in the
source database.

- Destination database configuration

Figure 2-21 Destination database information

Destination Database

DB Instance Name

Database Username

Database Password

rwuser

Test Connection

Issue 17 (2025-09-05) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 34



Data Replication Service
Best Practices 2 Real-Time Migration

Table 2-10 Destination database settings

Parameter Description

DB Instance The DB instance you selected when creating the
Name migration task and cannot be changed.

Database The username for accessing the destination database.
Username

Database The password for the database username.

Password

5. On the Set Task page, select migration objects and click Next.

Figure 2-22 Migration object
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Table 2-11 Migration object

Paramete | Description
r

Migrate There are accounts that can be migrated completely and
Account accounts that cannot be migrated. You can choose whether to
migrate the accounts. Accounts that cannot be migrated or
accounts that are not selected will not exist in the destination
database. Ensure that your services will not be affected by
these accounts.

- Yes
If you choose to migrate accounts, see Migrating Accounts
in Data Replication Service User Guide to migrate database
users and roles.

- No
During the migration, accounts and roles are not migrated.
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6.

Paramete | Description

r

Migrate You can choose to migrate all objects, tables, or databases
Object based on your service requirements.

- AlL All objects in the source database are migrated to the
destination database. After the migration, the object names
will remain the same as those in the source database and
cannot be modified.

- Tables: The selected table-level objects will be migrated.

If t

corner before selecting migration objects to ensure that the

obj

NOTE

Databases: The selected database-level objects will be
migrated.

he source database is changed, click C in the upper right

ects to be selected are from the changed source database.

If you choose not to migrate all of the databases, the migration
may fail because the objects, such as stored procedures and views,
in the database to be migrated may have dependencies on other
objects that are not migrated. To ensure a successful migration, you
are advised to migrate all of the databases.

When you select an object, the spaces before and after the object
name are not displayed. If there are two or more consecutive
spaces in the middle of the object name, only one space is
displayed.

The search function can help you quickly select the required
database objects.

On the Check Task page, check the migration task.

If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

For details about how to handle check failures, see Checking Whether
the Source Database Is Connected in Data Replication Service User

Guide.

If all check items are successful, click Next.
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Figure 2-23 Task Check

Check Again

Check success rate 100%  All checks must pass before you can continue. If any check req
Check Item
Destination database storage space

Whether the destination database has suficien storage space

Conflict

Whether collections in both the source and destination databases are not capped

Whether the destination database contains a non-empty collection with the same name as that in the source database
Whether the same view names exist in both the source and destination databases

Object dependency

Whether the source database referenced roles pass the check

Whether the source database referenced accounts pass the check

Database parameters

Whether both the source and destination databases have enabled SSL

Whether the maximum number of chunks in the destination database is sufficient

Whether the maximum number of collections has been reached in the destination database

(10 NOTE

res confirmation, check and confirm

the results before proceeding to the next step.

Check Result

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

You can proceed to the next step only when all check items are successful. If any
alarms are generated, view and confirm the alarm details first before proceeding to

the next step.

On the displayed page, specify Start Time, Send Notification, SMN Topic,

Synchronization Delay Threshold, and Stop Abnormal Tasks After and
confirm that the configured information is correct and click Submit to submit

t

he task.

Figure 2-24 Task startup settings

Start Time

Start upon task creation Start at a specified time

@

(} @ Please handle exceptions within 48 hours ¢

Send Notifications

SMN Topic v

co

Synchronization Delay Threshald(s)

Stop Abnormal Tasks Afte @) Abnarmal tasks run longer than the pe
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Table 2-12 Task startup settings

Parameter | Description
Start Time | Set Start Time to Start upon task creation or Start at a
specified time based on site requirements. The Start at a
specified time option is recommended.
NOTE
The migration task may affect the performance of the source and
destination databases. You are advised to start the task in off-peak
hours and reserve two to three days for data verification.
Send SMN topic. This parameter is optional. If an exception occurs
Notification | during migration, the system will send a notification to the
S specified recipients.
SMN Topic | This parameter is available only after you enable Send

Notification and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchroniza
tion Delay
Threshold

During an incremental migration, a synchronization delay
indicates a time difference (in seconds) of synchronization
between the source and destination database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only after
the delay has exceeded the threshold for six minutes.

NOTE

- In the early stages of an incremental migration, there is more
delay because more data is waiting to be synchronized. In this
situation, no notifications will be sent.

- Before setting the delay threshold, enable Send Notification.

- If the delay threshold is set to 0, no notifications will be sent to
the recipient.

Stop
Abnormal
Tasks After

Number of days after which an abnormal task is
automatically stopped. The value must range from 14 to 100.
The default value is 14.

NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

After the task is submitted, go back to the Online Migration Management
page to view the task status.

Step 2 Manage the migration task.

Full migration

The migration task contains two phases: full migration and incremental migration.
You can manage them in different phases.
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- Viewing the migration progress: Click the target full migration task, and
on the Migration Progress tab, you can see the migration progress of the
structure, data, indexes, and migration objects. When the progress
reaches 100%, the migration is complete.

- Viewing migration details: In the migration details, you can view the
migration progress of a specific object. If the number of objects is the
same as that of migrated objects, the migration is complete. You can
view the migration progress of each object in detail. Currently, this
function is available only to whitelisted users. You can submit a service
ticket to apply for this function.

e Incremental Migration Permission

- Viewing the synchronization delay: After the full migration is complete,
an incremental migration starts. On the Online Migration Management
page, click the target migration task. On the displayed page, click
Migration Progress to view the synchronization delay of the incremental
migration. If the synchronization delay is Os, the destination database is
being synchronized with the source database in real time. You can also
view the data consistency on the Migration Comparison tab.

Figure 2-25 Viewing the synchronization delay

Basic I

Waiting for incremental migration

Source Database Destination Database
Index. migration

- Viewing the migration results: On the Online Migration Management
page, click the target migration task. On the displayed page, click
Migration Comparison and perform a migration comparison in
accordance with the comparison process, which should help you
determine an appropriate time for migration to minimize service
downtime.

Figure 2-26 Database comparison process

Validate Objects Validate All Rows/Values Double Check During Cutover Stop Task

After the full migration is If no objects are missing, check Ensure that no new data is written Ensure that no new data is
complete, check whether any for inconsistency at the data level to the source datlabase and written to the source dalabase
objects are missing. during off-peak hours one or compare at the data-level the tables and check that no data is lost.
more times. that are frequently used and contain Then, stop the online
key service data to check for migration task
inconsistency.

For details, see Comparing Migration Items in Data Replication Service
User Guide.

Step 3 Cut over services.

You are advised to start the cutover process during off-peak hours. At least one
complete data comparison is performed during off-peak hours. To obtain accurate
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comparison results, start data comparison at a specified time point during off-
peak hours. If it is needed, select Start at a specified time for Comparison Time.
Due to slight time difference and continuous operations on data, inconsistent
comparison results may be generated, reducing the reliability and validity of the
results.

1.

Interrupt services first. If the workload is not heavy, you may not need to
interrupt the services.

Run the following statement on the source database and check whether any
new sessions execute SQL statements within the next 1 to 5 minutes. If there

are no new statements executed, the service has been stopped.
db.currentOp()

(10 NOTE

The process list queried by the preceding statement includes the connection of the
DRS replication instance. If no additional session executes SQL statements, the service
has been stopped.

On the Migration Progress page, view the synchronization delay. When the
delay is displayed as Os and remains stable for a period, then you can perform
a data-level comparison between the source and destination databases. For
details about the time required, refer to the results of the previous
comparison.

- If there is enough time, compare all objects.

- If there is not enough time, use the data-level comparison to compare
the tables that are frequently used and that contain key business data or
inconsistent data.

Determine an appropriate time to cut the services over to the destination
database. After services are restored and available, the migration is complete.

Step 4 Stop or delete the migration task.

1.

Stopping the migration task. After databases and services are migrated to the
destination database, to prevent operations on the source database from
being synchronized to the destination database to overwrite data, you can
stop the migration task. This operation only deletes the replication instance,
and the migration task is still displayed in the task list. You can view or delete
the task. DRS will not charge for this task after you stop it.

Delete the migration task. After the migration task is complete, you can
delete it. After the migration task is deleted, it will no longer be displayed in
the task list.

--—-End

2.4 From ECS-hosted MySQL to RDS for MySQL

2.4.1 Overview

Scenarios

This chapter includes the following content:
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How to migrate data from self-managed MySQL databases to RDS for MySQL
instances

RDS for MySQL Advantages

Service List

Notes on Usage

Prerequisites

More Services at Lower Costs

You pay for only RDS instances. There is no hardware or management
investment needed.

Ultimate User Experience

- Fully compatible with MySQL

- Excellent performance for high concurrency

- Support for a great number of connections and quicker response
High Security

- End-to-end database security, including network isolation, access control,
transmission encryption, storage encryption, and anti-DDoS

- Highest-level certification by the NIST-CSF, with 108 key security
capabilities

High Reliability

Multiple deployment and DR solutions, including data backup, data
restoration, dual-host hot standby, remote DR, and intra-city DR

Virtual Private Cloud (VPC)
Elastic Cloud Server (ECS)

RDS

Data Replication Service (DRS)

The resource planning in this best practice is for demonstration only. Adjust it
as needed.

All settings in this best practice are for reference only. For more information
about MySQL migration, see From MySQL to MySQL.

You have registered with Huawei Cloud.
Your account balance is greater than or equal to $0 USD.
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2.4.2 Resource Planning

Table 2-13 Resource planning description

Category | Subcategor | Planned Value Remarks
y
RDS RDS rds-mysql Customize a name for easy
instance identification.
name
DB engine MySQL 5.7 -
version
Instance Single In this practice, select a single
type instance.
To improve service reliability,
selecting a primary/standby
instance is recommended.
Storage type | Cloud SSD -
AZ AZ3 In this practice, select a single
instance.
To improve service reliability,
create a primary/standby
instance and then deploy them
in two different AZs.
Specification | General-purpose 4 | -
s vCPUs | 8 GB
DRS Task name DRS-mysql Custom
migration ) ) )
task Source DB MySQL In this practice, the source is a
engine MySQL database built on an
ECS.
Destination | MySQL In this practice, the destination
DB engine is an RDS for MySQL instance.
Network VPC In this practice, select the VPC
type network.

2.4.3 Operation Process

The following figure shows the process of creating a MySQL database on an ECS,
buying an RDS for MySQL instance, and migrating data from the MySQL database
to the RDS instance.
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Figure 2-27 Flowchart

(
.USEI’

Create a MySQL database

Create an RDS for MySQL
instance.

Create a DRS migration
task.

Check migration results.

2.4.4 Cloud Migration

2.4.4.1 Creating an RDS for MySQL Instance

I
Preparing a self-built MySQL |
database as the source |

Preparing an RDS5 for MySQL |
instance as the destination |

Creating a DRS migration task |
I

Create an RDS for MySQL instance that is in the same VPC and security group as

the self-managed MySQL database.
Step 1 Go to the Buy DB Instance page.

Step 2 Configure basic information for the instance. Select CN-Hong Kong for Region.
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Figure 2-28 Basic information

Quick Config Custom Config

Basic Settings
Billing Mode (®
Yearly/Monthly

Region

Q

v

Regions are geographic areas isolated from each other. For low network latency and quick resource access, select the nearest region

Engine Options

DB Engine

TaurusDB MysQL PostgreSQL

DB Engine Version

8.0

DB Instance Type

Primary/Standby Single

Primary/standby HA architecture is suitable for production databases in large- and med d enterprises, or for applications in Intemet, 0T, retail e-commerce, logistics, and gaming industries.

Storage Type

Cloud SSD

Primary AZ

Step 3 Select an instance class and retain the default values for other parameters.

Microsoft SQL Server

Extreme SSD

AZ7 cn-north-4b cn-north-4¢

Figure 2-29 Instance class

Instance Configuration

Instance Class

Dedicated General-purpose Kunpeng general-enhanced

VCPUSs | Memory

@ 2vCPUs|4GB
2CPUs |8 GB
2\CPUs | 16 GB
4VCPUs |8 GB
4\CPUs | 16 GB

4VCPUs| 322GB

DB Instance Specifications

Storage Space ()
O

(O

40

Backup Space

Recommended Connections

4,000

6,000

2,000

6,000

8,000

10,000

rds mysal.xt large 2 ha | 2 vCPUs | 4 GB (Dedicated) , Recommended Connections: 4,000, TPS | QPS: 560 | 11,597

830 1620 2410 4000

RDS provides 40 GB of free backup storage, the same size as your purchased storage space

PsiaPs @

580 11.597

590

241

1,196

1,357

1435

Ge

11.804

16.850

23.914

27.158

28.701

1PV6

Supported

Supported

Not supported

Sugported

Supported

Sugported

Afier the free backup space is used up, you will be billed for the additional space. After an instance is created, an automated backup wil be created and saved for seven days Backup Space Biling (7

Enable autoscaling

Additional storage will be billed. Learn more (%

Disk Encryption

Enabiing disk encryption improves the security of data, but may siightly affect the database readiwrite performance.

Step 4 Click Next.

Step 5 Confirm the settings.

e To modify your settings, click Previous.
e If you do not need to modify your settings, click Submit.

MariaDB
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Step 6 Return to the instance list.
If the instance status becomes available, the instance has been created.

--—-End

2.4.4.2 Creating a Migration Task
This topic describes how to create a DRS migration task to migrate the loadtest
database from the self-managed MySQL server to an RDS for MySQL instance.
Pre-migration Check

Before creating a migration task, check the migration environment to ensure
smooth migration.

This example describes how to migrate data from a self-managed MySQL
database to an RDS for MySQL instance. For more information, see From MySQL
to MySQL.

Procedure

Migrate the loadtest database from a self-managed MySQL server to an RDS for
MySQL instance.

Step 1 Go to the Create Migration Task page.

Step 2 Configure parameters as needed.

1. Specify a migration task name. Select the region where the target instance is
located, for example, CN-Hong Kong.

Figure 2-30 Migration task

Fegn ]

Regats % oty s S ad Tor o0 ot Resacs 1 304 AN U 133 S G0l Pt Oclons. O o ohr gk a0 O s s s et a0

2. Configure replication instance information.

Select the instance created in Creating an RDS for MySQL Instance as the
destination instance.
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Figure 2-31 Replication instance details

Replication Instance Details @

. tior i te
 Data Flow To the cloud Out of the cloud

+ Source DB Engine MysQL MongoDB MySQL schema and logic table Single-Node or Master/Standby Redis Redis cluster
+Dostrton o8 Enine oon  Taros
+ Network Type VPG v ®

“ Destination DB Instance v | C view DB Instance

DRS task, set

 Replication Instance Subnet default_subnet(192.168.0.0/24) v | [ The 1P adaress is allocated automatically but tcan | () View Subnets View Occupied IP Address

“ Destination DB Instance Access Read-only Read/Write

but if the data being migrated is modified. and the migration task cannot

* Enable Binlog Cleanup @

3. Select default for Enterprise Project.
Step 3 Click Create Now.
It takes about 5 to 10 minutes to create a replication task.

Step 4 Configure task information and click Next.
1. Configure source database information.
2. Click Test Connection.
If a successful test message is returned, login to the source is successful.

Figure 2-32 Source database settings

Source Database

Select Comection

inafion databsse. F

DRE migraes only some key parameters to te des'

Datebase Type sefi-buil database RDS DB instance

DB Instanca Name v | C ViewDB nstance View Unselectable DB Instance

e perameters that cannot ed, you need to use parameter templates e them on he desination database.

Dalabase Usemame oot

Datebase Password

8L Connection

| TestComecton ) @ Testsuccesstul

3. Specify a username and password for the destination database.
4. Click Test Connection.
If a successful test message is returned, login to the destination is successful.
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Step 5

Step 6

Step 7

Step 8

Step 9

Figure 2-33 Destination database settings

Destination Database

DE Instance Name

Database Usemame root

Database Password

Migrate Definer to User ®ves @ No (B
SSL Connection

[ TestComnection | @ Testsuccessful

On the Set Task page, select the accounts and objects to be migrated, and click
Next.

Select All for Migration Object.

For more information, see From MySQL to MySQL.

On the Check Task page, check the migration task.

If the check is complete and the check success rate is 100%, click Next.

On the Compare Parameters page, click Next in the lower right corner to skip
the comparison.

On the Confirm Task page, specify Start Time, Send Notifications, SMN Topic,
Delay Threshold (s), and Stop Abnormal Tasks After, confirm that the
configured information is correct, and click Submit to submit the task.

After the task is submitted, view and manage it on the Online Migration
Management page.

--—-End

2.4.4.3 Confirming Migration Results

You can check migration results with either of the following methods:

Automatic: Viewing Migration Results on the DRS Console. DRS automatically
compares migration objects, users, and data of source and destination databases
and provides migration results.

Manual: Viewing Migration Results on the RDS Console. You can log in to the
destination instance to check whether the databases, tables, and data are
migrated.

Viewing Migration Results on the DRS Console

Step 1

Step 2

Log in to the management console.

click 9 in the upper left corner and select CN-Hong Kong.
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Step 3

Step 4
Step 5
Step 6

Step 7

Click the service list icon on the left and choose Databases > Data Replication
Service.

Click the name of the DRS migration task.
In the navigation pane, choose Migration Comparison.

By default, the Object-Level Comparison tab page is displayed. Click Compare
and check the comparison results of the items such as databases, tables, and
indexes between the source and destination databases.

Figure 2-34 Migration comparison

Object-Level Comparison

Data-Level Comparison Account-Level Comparison Periodic Comparison

or comparison are displayed here. (2

Source Database

Click the Data-Level Comparison tab, create a comparison task, and check the
data comparison results between the source and destination databases.

If any check fails, rectify the fault by referring to Solutions to Failed Check Items.
----End

Viewing Migration Results on the RDS Console

Step 1

Step 2
Step 3

Step 4
Step 5
Step 6
Step 7

Log in to the management console.

Click 0 in the upper left corner and select CN-Hong Kong.

Click the service list icon on the left and choose Databases > Relational
Database Service.

Locate the required RDS instance and click Log In in the Operation column.
In the displayed dialog box, enter the password and click Test Connection.
After the connection test is successful, click Log In.

Check and confirm the destination database name and table name. Check
whether the data migration is complete.

--—-End

2.5 From ECS-hosted MySQL to TaurusDB

2.5.1 Overview

This practice describes how to install a MySQL database (community edition) on a
Huawei Cloud ECS and create a TaurusDB instance, and use DRS to migrate data

Issue 17 (2025-09-05)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 48


https://support.huaweicloud.com/intl/en-us/trouble-drs/drs_11_0001.html
https://console-intl.huaweicloud.com/?locale=en-us

Data Replication Service
Best Practices 2 Real-Time Migration

from MySQL to TaurusDB. With DRS, you can perform real-time migration tasks
with minimal downtime.

Scenarios
e With the rapid increase of enterprise workloads, traditional databases have
poor scalability and require distributed reconstruction.
e Building traditional databases requires purchasing and installing servers,
systems, databases, and other software. Its O&M is expensive and difficult.
e Traditional databases are poor in complex queries.
e Itis hard for traditional databases to smoothly migrate data with no
downtime.
Prerequisites

e You have created Huawei ID and completed real-name authentication.
e Your account balance is at least $0 USD.

Solution Architecture

In this practice, the source database is a ECS-hosted MySQL instance and the
destination database is a TaurusDB instance. Figure 2-35 shows the deployment
architecture when the ECS-hosted MySQL and TaurusDB instances are in the same
VPC.

If the ECS-hosted MySQL and TaurusDB instances are not in the same VPC, you
need to configure a VPC peering connection between the two VPCs. For details
about the deployment architecture, see Figure 2-36.

Figure 2-35 Deployment architecture in the same VPC

User
& vre
- VPC network Huawei Clou
ECW? —gc:;sied *  GaussDB(for
y MySQL)
DRS
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Figure 2-36 Deployment architecture in different VPCs

User
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VPC peering

ECS-hosted m Huawei Cloud
—\/L\/ * GaussDB(for

MySQL MySQL)

DRS

TaurusDB Advantages

e Robust performance: GaussDB(for MySQL) decouples storage and compute
and uses a "log as database" architecture and remote direct memory access
(RDMA). It can deliver seven times the performance of open-source MySQL
for certain service loads.

e Elastic scaling: In addition to a primary node, you can add up to 15 read
replicas for a DB instance within minutes. You can also scale up or down CPU
and memory specifications for a DB instance as needed.

e High reliability: DB instances can be deployed across AZs and there are three
data copies under the shared distributed storage layer. A DB instance failover
can be complete within seconds with a zero RPO.

e High security: With shared distributed storage, GaussDB(for MySQL) ensures
zero data loss and service recovery within seconds. VPCs, security groups, SSL
connections, and data encryption are used to strictly control secure access.

e High compatibility: GaussDB(for MySQL) is fully compatible with MySQL. You
can easily migrate your MySQL databases to GaussDB(for MySQL) without
reconstructing existing applications.

e Mass storage: Based on Huawei-developed data functions virtualization (DFV)
distributed storage, GaussDB(for MySQL) supports up to 128 TB of storage.

Service List
e Virtual Private Cloud (VPC)
e Elastic Cloud Server (ECS)
e TaurusDB
e Data Replication Service (DRS)
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Notes on Usage

The resources and test data in this practice are for demonstration only. Adjust
them as needed.

For more information about TaurusDB data migration, see From MySQL to
TaurusDB.

2.5.2 Prerequisites

e You have registered with Huawei Cloud.
e  Your account balance is greater than or equal to $0 USD.

2.5.3 Resource Planning

Table 2-14 Resource planning

Category | Subcategory Planned Value Remarks
VPC VPC name vpc-mysql Customize a name for easy
identification.

Region AP-Singapore For low network latency and quick
resource access, select the region
nearest to you.

AZ AZ3 -

Subnet 10.0.0.0/24 Select a subnet with sufficient network
resources.

Subnet name subnet-mysql Customize a name for easy
identification.

ECS ECS name ecs-mysql Customize a name for easy
(MySQL identification.
server) L o .
Specifications s6.xlarge.2 4 vCPUs | 8 Select specification based on service
GiB requirements.
(O CentOS 7.6 64 -
System disk General purpose SSD 40 | -
GiB

Data disk Ultra-high 1/0O, 100 GiB -

EIP Auto assign Buy an EIP because the public network
is selected for the migration task.

ECS ECS name ecs-client Customize a name for easy
(MySQL identification.
client) e e .
Specifications s6.xlarge.2 4 vCPUs | 8 Select specification based on service
GiB requirements.
(O CentOS 7.6 64 -
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Category | Subcategory

Planned Value

Remarks

specifications

System disk General purpose SSD 40 | -
GiB

Data disk Not required -

EIP Auto assign Buy an EIP as needed. If you do not
need to access the client through a
public network, you do not buy an EIP.

TaurusDB Instance name | gauss-mysql Customize a name for easy
identification.

DB engine TaurusDB -

DB engine MySQL 8.0 -

version

AZ type Single-AZ -

AZ AZ6 -

Instance Dedicated Edition -

CPU
architecture

x86 8 vCPUs | 32 GB

DRS Task name DRS-TaurusDB Customize a name.

migration . ;

task Source DB MySQL In this example, take a MySQL instance
engine (community edition) installed on an

ECS as the source database.

Destination DB | TaurusDB In this example, take a TaurusDB
engine instance as the destination database.
Network type Public In this example, select the public

network.

2.5.4 Operation Process

The process involves creating an ECS, installing a MySQL database on it, buying a
TaurusDB instance, and migrating data from the database to the TaurusDB

instance.

Figure 2-37 shows the main operation flowchart.
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Figure 2-37 Flowchart

User Creating an ECS5-hosted MySQL
instance as the source database

Create a VPC and security group.

Create an ECS (MySQL server).

Install the MySQL Community
Edition.

Create an ECS (MySQL client).

Creating a TaurusDEB instance |
Create a TaurusDB instance. as the destination database |

Creating a DRS migration task |
and checking the migration
results

Create a DRS migration task.

Check the migration results.

2.5.5 Procedure

2.5.5.1 ECS-hosted MySQL Server

2.5.5.1.1 Creating a VPC and Security Group

This section describes how to create a VPC and security group for your MySQL
server and TaurusDB instance.

Creating a VPC

Step 1 Log in to the management console.

Step 2 Click D in the upper left corner of the management console and select AP-
Singapore.
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Step 3 Click — in the upper left corner of the page and choose Networking > Virtual
Private Cloud .

The VPC console is displayed.

Step 4 On the displayed page, click Create VPC in the upper right corner.

Step 5 Configure required parameters.

Basic Information

Region < v
Name vpc-dd42
IPv4 CIDR Block / v

© - Recommended: 10.0.0.0/8-24 Select | 172.16.0.0/12-24 Select | 192.168.0.0/16-24 Select
« Toenable communications between VPCs or befween a VPC and an on-premises data center, ensure their CIDR blocks do not overlap. Learn more about nefwork planning

Enterprise Project —Select- v | (3 (Q Create Enterprise Project (7

v Advanced Settings (Optional

Tag:- Description: —
Subnet Setting1
Subnet Name subnet-dddd
A AZ2 AZ3 YL O)
IPv4 CIDR Block 0 { v | Available IP Addresses: 251
The CIDR block cannot be modfied after the subnet is created. Before creafing a subnet, plan subnet CIDR blocks as required
IPv6 CIDR Block (Optional) Enable ()
Associated Route Table Defaut (7)

v Advanced Setings (Opfional)

Domain Name:—  NTP Server Address: -

Step 6 Click Create Now.
Step 7 Return to the VPC list and check whether the VPC is created.
If the VPC status becomes available, the VPC has been created.

--—-End

Creating a Security Group

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select AP-
Singapore.
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Step 3 Click — in the upper left corner of the page and choose Networking > Virtual
Private Cloud .

The VPC console is displayed.
Step 4 In the navigation pane on the left, choose Access Control > Security Groups.
Step 5 Click Create Security Group in the upper right corner of the page.
Step 6 In the displayed dialog box, configure parameters as needed.
Step 7 Click OK.

Step 8 Return to the security group list, locate the security group sg-mysql, and click its
name.

Step 9 Click the Inbound Rules tab, and then click Add Rule.

Step 10 Configure an inbound rule to allow access from database port 3306.

X
Add Inbound Rule  Learn more about security group configuration

o ‘Some security group rules will not take effect for ECSs with certain specifications. Learn more
If you select IP address for Source, you can enter multiple IP addresses, separated with commas (). Each IP address represents a different security group rule

Security Group  sg-mysal

Priority () Action (@ Type Protocol & Port (2 Source (?) Description Operation

Protocols / TCP (Cust... v 1P address v
Alow v Pvd v Replicate
3308 0.0.0.000

@ Add Rule

Step 11 Perform Step 9 to Step 10 to allow access from database port 22.

After the rules were configured, the figure similar to the following is displayed.

Tee 306

--—-End

2.5.5.1.2 Creating an ECS (MySQL Server)

This section describes how to buy an ECS for installing a MySQL database
(community edition).

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner of the management console and select AP-
Singapore.

Step 3 Click — in the upper left corner of the page and choose Compute > Elastic
Cloud Server.
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Step 4 Click Buy ECS.

Step 5 Configure ECS parameters.

1.
vCPUs and 8 GiB.

Instance

ByType By Scenario

CPU Architecture (&

© Flexusxi

Kunpeng

h: Flexible compute suitable for

Search Fiters (2

Select vCPUs: - Select Memory ~ | | Enter a keyword for fuzzy search

General computing-plus ‘General computing Memory-optimized Large-memory Diskcintensive Utra-high 1O

Al 1

Characteristic ligent NICS o provide high network bandwidth and PPS throughput. These ECSs can burst o higher p
fuctuate due to con
Scenario rce, medium- and i ations, microservices, and web applications
ECSType Flavor Name vePUs & Memory & cPu 9
e compuung so sosige.t cvrus P e Lastaue Lare £0.
General computing 5 sblarge.2 2vePUs 168 Intel Cascade Lake 2.6.
General computing 56 sélarge.d 2vepUs s6B Intel Cascade Lake 2..

@ General computing 56 s6xarge2 4vCPUS sGE Intel Cascade Lake 2.6.
General computing 6 s6xarge.d 4vCPUS 16 Gie Intel Cascade Lake 2.6.
General computing 6 56 2202502 8VCPUS 1668 Intel Cascade Lake 2.
General computing 5 <6.2arg0.4 8vCPUS 26E Intel Cascade Lake 2.6

2. Select the image and disk specifications.

os

1mage @

Private image Shared imago KooGallery Image

Only show atest generation

GPU-ac:

Assured / Maximum

Bandwidtn

Sl
02/15cons
02/15Goms
03s/2Gons
035120006
ors1300ts

07513 Goits

@

Opensuse

o (S ©
C ® © (
Huawei Cious
R centos suse Uourtu Eueros Detian
=
o] [~] S o] = o]
Centos siream core0s opentuler susesap Windows otmer
Centos 7.8 64bi10 GiB) v la
CentOS 7 reached End of Lie on June 30, 2024, Seiectan ater son 3
Host protecton (45
HSS provides yo uch s risk provention, ntrusion detacton, advancod prfacion, sacurty operatons, and web page tamporing

Professional

One-month free tia

i you do not ren;

Storage & Backup

System Disk (%)
Disk Type

System Disk { GiB)

General Purpose SSD ~ 40

10PS limit: 2,280, IOPS burst limit: 8,000 Advanced Options

Data Disk
Disk Type Data Disk { GiB) Quantity

Ultra-high 110 v 100 1 Delete
I0PS limit: 6,800, I0PS burst limit- 16,000 Advan Options

A\ Yearly/monthly data disks cannot be renewed separately.

Data disks must be initialized before they can be used. Learn h

(® Add Data Disk

You can attach 22 more disks

Enable backup

nitialize disks (3

CER backups can help you restore data in case anything happens to your ECSs. To ensure data security

Step 6 Click Next: Configure Network.

1.
Group.

erated

erformance if required by your

in tech, retall imance, and gaming industries. Buy FlexusX. (5

(4]

Fedora

Premium

Enterprise ediion funct

FPGA-accelerated

Set Specifications to General computing and select s6.xlarge.2 with 4

Hide sold-out specications.

‘General computing-basic

thheavy wikdoads, e computiog perormance ma
Packets e second @ 6 | IPv6
150000 PeS ves
150000 PeS ves
250000 PP ves
250000 pPS ves
500000 PPS ves
500000 PPS ves

o

& [o<)

Amatinu Rociy Linzx

Web Tamper Protection
)

u are advised to use CBR

Select the VPC and security group created in Creating a VPC and Security
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2.

Network
VRC (3
v | Q Create VPC (4

Primary NIC

(%) Add Extension NIC

NICs you can still add: 1

Source/Destination Check (3)

«©

Security Group

Security Group (3)

v

Q Available private IP addresses: 220

v Create Security Group

Ensure that the selected security group allows access to port 22 (SSH-based Linux login), 3389 (Windows login), and ICMP (ping operation). Configure Security Group Rules (4

Securfly Group Rules v

Set EIP to Auto assign, Billed by to Traffic, and Bandwidth Size to 20. The
bandwidth size can be changed as required.

Public Network Access

EP @
EIP Type (3)
Dynamic BGP Static BGP

@ Greater than or equal to 99.95% service availability rate

Billed By (9
& Bandwidth A Traffic
For heavy/stable traffic For light/sharply fluctuating trafic

Shared bandwidth

&

Billed based on total traffic irespective of usage duration; configurable maximum bandwidth size.

=m -

Anti-DDoS protection () | Free

Bandwidth Size

5 10 100 20

Release Option
Release with ECS

If you select this option, the EIP will be released when the ECS is deleted.

Step 7 Click Next: Configure Advanced Settings.

Specify ECS Name and Password.

Enter an integer from 1 to 300.

For staggered peak hours
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Step 8
Step 9
Step 10

Instance Management
ECS Name

ecs-mysal Allow duplicate name

Login Mode ()

EEETED

Keep the password secure. If you forget the password, you can log in to the ECS console and change it

Key pair

Usemame Password

Enterprise Project (7

default v | (U Create Enterprise Project (5

Tag (@

TMS's predefined tags are recommended for adding the same tag to different cloud resources. Create predefined tags (5

+ AddTag

Click Next: Confirm.

Select an enterprise project, select the Agreement option, and click Submit.
Return to the ECS list page and view the creation progress.

When the ECS status changes to Running, the ECS has been created.

--—-End

2.5.5.1.3 Installing a MySQL Database (Community Edition)

This section describes how to initialize disks and install a MySQL database
(community edition).

Log In to the ECS

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select AP-

Step 3

Step 4
Step 5
Step 6

Singapore.

Click — in the upper left corner of the page and choose Compute > Elastic
Cloud Server.

Locate the ECS ecs-mysql and click Remote Login in the Operation column.
Select CloudShell-based Login.

Enter the password of user root.

(11 NOTE

The password is the one you specified during the ECS creation.

--—-End
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Initializing Disks
Step 1 Create the mysql folder.
mkdir /mysql
Step 2 View data disk information.
fdisk -l

The command output is as follows.

[root@ecs-mysql ~]# fdisk -1

Disk /dev/vda: 42.9 GB, 42949672960 bytes, 838860880 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 512 bytes / 512 bytes

Disk label type: dos

Disk identifier: @x@@8e3a31

Device Boot Start End Blocks Id System

/dev/vdal & 20438 83886079 41942016 83 Linux

Disk /dev/vdb: 187.4 GB, 107374182400 bytes, 209715200 sectors

Units = sectors of 1 * 512 = 512 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
I/0 size (minimum/optimal): 512 bytes / 512 bytes

Step 3 Initialize the data disk.
mkfs.ext4 /dev/vdb
Step 4 Attach the disk.
mount /dev/vdb /mysql
Step 5 Check whether the disk has been attached.
df -h
If the following output is returned, the disk has been attached.

[root@ecs-mysql ~]# df -h

Filesystem Size Used Avail UseX Mounted on
devtmpfs .9G @ 3.9G % /dev

tmpfs .9G 0 .9G /dev/shm
tmpfs .9G 8.6M 3.9G 1% /run

tmpfs .9G 5 .9G % /[sys/fs/cgroup
/dev/vdal ' .2G 36G /

tmpfs 783M /run/user/e
/dev/vdb 94G 1% /mysql
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Step 6 Create a folder and switch to the install folder.
mkdir -p /mysql/install/data
mkdir -p /mysql/install/tmp
mkdir -p /mysql/install/file
mkdir -p /mysql/install/log
cd /mysql/install
Step 7 Download and install the MySQL client.
Step 8 |Initialize the MySQL client.

/mysgl/install/mysql-8.0.22/bin/mysqld --defaults-file= /etc/my.cnf --
initialize-insecure

Step 9 Start the MySQL client.
nohup /mysql/install/mysql-8.0.22/bin/mysqld --defaults-file= /etc/my.cnf &
Step 10 Connect to the MySQL client.
/mysql/install/mysql-8.0.22/bin/mysql
Step 11 Create user root and assign the required permissions to it.

grant all privileges on *.* to 'root'@'%' identified by 'xxx' with grant
option;FLUSH PRIVILEGES;

--—-End

2.5.5.1.4 Creating an ECS and Installing a MySQL Client on It

Step 1 Create an ECS for installing a MySQL client by referring to Creating an ECS
(MySQL Server).
1O NOTE

e This ECS must be in the same region, AZ, VPC, and security group as the ECS where the
MySQL server is deployed.

e Data disks are not required.
e This ECS name is ecs-client.

e Other parameters are the same as those of the ECS where the MySQL server is
deployed.

Step 2 Download and install the MySQL client. For details, see How Can | Install the
MySQL Client?

--—-End

2.5.5.1.5 Testing the ECS-hosted MySQL Performance

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select AP-
Singapore.
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Step 3

Step 4

Step 5
Step 6
Step 7

Step 8

Step 9

Step 10

Step 11

Click — in the upper left corner of the page and choose Compute > Elastic
Cloud Server.

In the ECS list, locate the ECS ecs-client and click Remote Login in the Operation
column.

On the displayed page, click CloudShell.

Enter the password you specify during the ECS ecs-client creation.

Download sysbench.

wget -c https://github.com/akopytov/sysbench/archive/1.0.18.zip

Install sysbench.

unzip 1.0.18.zip

cd sysbench-1.0.18

.Jautogen.sh

.Jconfigure

make

make install

Log in to the MySQL database and create test database sbtest.

mysql -u root -P 3306 -h <host> -p -e "create database sbtest"

Import test background data to the sbtest database.

sysbench --db-driver=mysql --mysql-host=</0st> --mysql-port=<port> --mysql-
user=<user> --mysql-password=<password> --mysql-db=sbtest --
table_size=250000 --tables=25 --events=0 --time=600 oltp_read_write prepare
Perform a pressure test.

sysbench --db-driver=mysql --mysql-host=</0st> --mysql-port=<port> --mysql-
user=<user> --mysql-password=<password> --mysql-db=sbtest --

table_size=250000 --tables=25 --events=0 --time=600 --threads=<thread num>
--percentile=95 --report-interval=1 oltp_read_write run

NOTICE

Delete databases and tables to release storage space only after they are migrated
using DRS.

sysbench --db-driver=mysql --mysql-host=</0st> --mysql-port=<port> --mysql-
user=<user> --mysql-password=<password> --mysql-db=sbtest --
table_size=250000 --tables=25 --events=0 --time=600 oltp_read_write cleanup

--—-End

Issue 17 (2025-09-05) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 61



Data Replication Service
Best Practices

2 Real-Time Migration

2.5.5.2 Cloud Migration

This chapter describes how to create a TaurusDB instance, create a DRS migration

task, and migrate data from the ECS-hosted MySQL server to the TaurusDB
instance.

2.5.5.2.1 Creating a TaurusDB Instance

This section describes how to create a TaurusDB instance that is in the same VPC
and security group as the ECS-hosted MySQL server.

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner of the management console and select AP-

Singapore.

Step 3 Click — in the upper left corner of the page and choose Databases > TaurusDB.

Step 4 In the upper right corner, click Buy DB Instance.

Step 5 Configure the instance name and basic information.

Biling Mode

Region

DB Instance Name

DB Engine Version

DB Instance Type

Storage Type

AZType

primary AZ

Time Zone

YearlyMonthly Serverless

9

Taurusdb-21e2 @
TaursDB V20

View specifcation distribution.

(UTC+08:20) Bejing, Chongging, Hong Kon... ¥

Step 6 Configure instance specifications.

Nodes

Backup Space

VCPUs | Memory Maximum Connections
2vCPUs | 8 GB 2,500
2vCPUs| 16 GB 5,000
4vCPUs | 16 GB 5,000
4vCPUs | 32 GB 10,000
(® 8vCPUs|32GE 10,000
8VCPUs | 64 GB 10,000

Dedicated 86 8VCPUs 32GB

2 |+

[©]

s @

GaussDB(for MySQL) prorides free backup storage equal to the amount of your used storage space. Aftr the free backup space s used up,you will be biled for the additioral space on a pay-per-use basis
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Step 7 Select the VPC and security group.

The VPC and security group have been created in Creating a VPC and Security
Group.

)

Step 8 Configure the instance password.
Administrator root
Administrator Password

Confirm Password

Step 9 Configure an enterprise project.

Parameter Template v | C View Parameter Template

®

Enterprise Project ® v | (& Create Enterprise Project

Tag C View predefined tags
Quantity 1 + | (® The total number of O te 4999, Increase quota

Step 10 Click Next.
Step 11 After confirming the settings, click Submit.
Step 12 Return to the instance list.
If the instance status becomes Available, the instance has been created.

--—-End

2.5.5.2.2 Creating a DRS Migration Task

This section describes how to create a DRS migration task to migrate the sbtest
database from the ECS-hosted MySQL server to the TaurusDB instance.

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select AP-
Singapore.
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Step 3 Click — in the upper left corner of the page and choose Databases > Data
Replication Service.

Step 4 In the upper right corner, click Create Migration Task.

Step 5 Configure parameters as needed.
1. Specify a task name.

Region Q v

Regions are geographic areas isolated from each other For low network latency and quick resource access. select the nearest region

Project v
# Task Name DRS-8731

Desciption

02564

2. Configure replication instance details as needed.

Set Destination DB Instance to the TaurusDB instance created in Creating a
TaurusDB Instance.

Replication Instance Details &

1 e ks compits

3. Set Enterprise Project to default.

Step 6 Click Create Now.
It takes about 5 to 10 minutes to create a replication instance.

Step 7 Configure source and destination database information.
1. Configure source database information.
2. Click Test Connection.

If a successful connection message is returned, you have logged in to the
source database.

3. Configure the username and password for the destination database.
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4. Click Test Connection.

If a successful connection message is returned, you have logged in to the
destination database.

Step 8 Click Next.
Step 9 Confirm the users, snapshots, and migration objects to be migrated.
Set Migrate Object to AlL
Step 10 Click Next.
Step 11 View pre-check results.
Step 12 If the check is complete and the check success rate is 100%, click Next.
Step 13 Click Submit.

Return to the Online Migration Management page and check the migration task
status.

It takes several minutes to complete.
If the status changes to Completed, the migration task has been created.

--—-End

2.5.5.2.3 Checking the Migration Results
You can check the migration results with either of the following methods:

Method 1: (Automatically) Check the migration results on the DRS console. DRS
can compare migration objects, users, and data of source and destination
databases and obtain the migration results.

Method 2: (Manually) Check the migration results on the TaurusDB console.
Log in to the destination database to check whether the databases, tables, and
data are migrated. Manually confirm the data migration status.

Checking the Migration Results on the DRS Console

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select AP-
Singapore.

Step 3 Click — in the upper left corner of the page and choose Databases > Data
Replication Service.

Step 4 Click the DRS instance name.
Step 5 Click Migration Comparison.

Step 6 Under the Compare Data - Validate ALL Rows/Values and Compare Data -
Double Check During Cutover tabs, check whether the objects of the source
database have been migrated to destination database.

--—-End
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Checking the Migration Results on the TaurusDB Console

Step 1

Step 2

Step 3
Step 4

Step 5
Step 6
Step 7

Log in to the management console.

Click in the upper left corner of the management console and select AP-
Singapore.
Click — in the upper left corner of the page and choose Databases > TaurusDB.

Locate the required TaurusDB instance and choose More > Log In in the
Operation column.

In the displayed dialog box, enter the password and click Test Connection.
After the connection test is successful, click Log In.

Check and confirm the destination database name and table name. Check
whether the data migration is complete.

--—-End

Testing TaurusDB Performance

After the migration is complete, test TaurusDB performance by referring to
Performance White Paper.

2.6 From ECS-hosted MongoDB to DDS

DRS helps you migrate data from MongoDB databases on ECSs to DDS instances
on the current cloud. With DRS, you can migrate databases online with zero
downtime and your services and databases can remain operational during
migration.

This section describes how to use DRS to migrate data from an ECS database to a
DDS instance on the current cloud. The following network scenarios are
supported:

e Source and destination databases are in the same VPC.

e Source and destination databases are in different VPCs.

Resource Planning

Table 2-15 Resource planning

Category | Subcategory Planned Value Description
VPC VPC name vpc-dds Specify a name that is easy to identify.
Region AP-Singapore To achieve lower network latency,

select the region nearest to you.

AZ

AZ1 -
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Category | Subcategory Planned Value Description
Subnet 10.0.0.0/24 Select a subnet with sufficient network
resources.
Subnet name subnet-default Specify a name that is easy to identify.
ECS ECS name ecs-mongodb Specify a name that is easy to identify.
Specifications s6.xlarge.2 4vCPUs|8GiB | The specifications in the left column are
selected in this example.
In your project, select specifications
meeting your workload requirements.
For details, see ECS Specifications.
(O CentOS 7.6 64 -
System disk General purpose SSD 40 | -
GiB
Data disk Ultra-high 1/O, 100 GiB -
EIP Buy now Buy an EIP because the public network
is selected for the migration task.
DDS DDS instance dds-test Specify a name that is easy to identify.
name
DB engine DDS -
DB engine 4.4 -
version
AZ type Single-AZ -
AZ AZ1 -
Instance Enhanced I -
specifications
CPU x86 8 vCPUs | 32 GB -
architecture
DRS Task name DRS-dds Specify a name that is easy to identify.
migration - -
task Source DB MongoDB In this example, the source is a
engine MongoDB database built on an ECS.
Destination DB | DDS In this example, a DDS instance serves
engine as the destination database.
Network type Public network Public network is used in this example.
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Diagram

Figure 2-38 Source and destination databases in the same VPC
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Migration Process

Figure 2-40 Flowchart
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Migration Suggestions (Important)

e Database migration is closely impacted by a wide range of environmental and
operational factors. To ensure the migration goes smoothly, perform a test
run before the actual migration to help you detect and resolve any potential
issues in advance. Recommendations on how to minimize any potential
impacts on your data base are provided in this section.

It is strongly recommended that you start your migration task during off-peak
hours. A less active database is easier to migrate successfully. If the data is
fairly static, there is less likely to be any severe performance impacts during
the migration.

Notes on Migration (Important)

NOTICE

Before creating a migration task, read the migration notes carefully.

For details, see precautions on using specific migration tasks in Data Replication
Service Real-Time Migration.
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Preparations

1. Permissions:

Table 2-16 lists the permissions required for the source and destination
databases when migrating data from a MongoDB database on an ECS to DDS

on the current cloud.

Table 2-16 Required permissions

Database

Full Migration
Permission

Full+Incremental
Migration Permission

Source

e Replica set: The
source database
user must have the
read permission for
the database to be
migrated.

e Single node: The
source database
user must have the
read permission for
the database to be
migrated.

e Cluster: The source
database user must
have the read
permission for the
databases to be
migrated and the
config database.

e To migrate accounts
and roles of the
source database, the
source database
user must have the
read permission for
the system.users
and system.roles
system tables of the
admin database.

e Replica set: The
source database
user must have the
read permission for
the databases to be
migrated and the
local database.

e Single node: The
source database
user must have the
read permission for
the databases to be
migrated and the
local database.

e Cluster: The source
mongos node user
must have the
readAnyDatabase
permission for the
databases to be
migrated and the
config database. The
source shard node
user must have the
readAnyDatabase
permission for the
admin database and
the read permission
for the local
database.

e To migrate accounts
and roles of the
source database, the
source database
user must have the
read permission for
the system.users
and system.roles
system tables of the
admin database.
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Database Full Migration Full+Incremental
Permission Migration Permission
Destination The destination database user must have the

dbAdminAnyDatabase permission for the admin
database and the readWrite permission for the
destination database. If the destination database
is a cluster instance, the migration account must
have the read permission for the config database.

- Source database permissions:

The source MongoDB database user must have all the required
permissions listed in Table 2-16. If the permissions are insufficient, create
a user that has all of the permissions on the source database.

- Destination database permissions:
The initial account of the DDS instance has the required permissions.
Network settings

- The source database and destination DDS DB instance must be in the
same region.

- The source database and destination DDS DB instance can be either in
the same VPC or different VPCs.

®  |f the source and destination databases are in different VPCs, the
subnets of the source and destination databases are required to be in
different CIDR blocks. You need to create a VPC peering connection
between the two VPCs.

For details, see VPC Peering Connection Overview in the Virtual
Private Cloud User Guide.
®  |f the source and destination databases are in the same VPC, the
networks are interconnected by default.
Security rules

- In the same VPC, the network is connected by default. You do not need
to set a security group.

- In different VPCs, establish a VPC peering connection between the two
VPCs. You do not need to set a security group.

Other

You need to export the user information of the MongoDB database first and
manually add it to the destination DDS DB instance because the user
information will not be migrated.

Migration Procedure

Step 1 Create a migration task.

Log in to the management console and choose Databases > Data
Replication Service to go to the DRS console.
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On the Online Migration Management page, click Create Migration Task.

On the Create Replication Instance page, configure the task details,
recipient, and replication instance and click Next.

Figure 2-41 Replication instance information
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Table 2-17 Task settings

Parameter | Description

Region The region where the replication instance is deployed. You
can change the region. To reduce latency and improve access
speed, select the region closest to your workloads.

Project The project corresponds to the current region and can be
changed.

Task Name | The task name consists of 4 to 50 characters, starts with a
letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores ().

Description | The description consists of a maximum of 256 characters and
cannot contain the following special characters: =<>&"'\"

Table 2-18 Replication instance information

Parameter Description

Data Flow To the cloud
Source DB Select MongoDB.
Engine

Destination DB | Select DDS.
Engine

Network Type Select VPC.
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Parameter

Description

Destination DB
Instance

The DDS DB instance you purchased.

Migration Type

Select Full+Incremental as an example:

- Full: This migration type is suitable for scenarios
where a service interruption is acceptable. All objects
and data in non-system databases are migrated to
the destination database at one time. The objects
include tables, views, and stored procedures.

NOTE
If you perform a full migration, you are advised to stop
operations on the source database. Otherwise, data

generated in the source database during the migration will
not be synchronized to the destination database.

- Full+Incremental: This migration type allows you to
migrate data without interrupting services. After a full
migration initializes the destination database, an
incremental migration initiates and parses logs to
ensure data consistency between the source and
destination databases.

NOTE

If you select the Full+Incremental migration type, data
generated during the full migration will be synchronized to the

destination database with zero downtime, ensuring that both
the source and destination databases remain accessible.

Source DB
Instance Type

If you select Full+Incremental for Migration Type, set
this parameter based on the source database. Non-
cluster is selected as an example.

- If the source database is a cluster instance, set this
parameter to Cluster.

- If the source database is a replica set or a single node
instance, set this parameter to Non-cluster.
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Parameter Description

Obtain This parameter is available for configuration if Source
Incremental DB Instance Type is set to Cluster. You can determine
Data how to capture data changes during the incremental

synchronization.

- oplog: For MongoDB 3.2 or later, DRS directly
connects to each shard of the source DB instance to
extract data. If you select this mode, you must disable
the balancer of the source instance. When testing the
connection, you need to enter the connection
information of each shard node of the source
instance.

- changeStream: This method is recommended. For
MongoDB 4.0 and later, DRS connects to mongos
nodes of the source instance to extract data. If you
select this method, you must enable the WiredTiger
storage engine of the source instance.

NOTE
Only whitelisted users can use changeStream. To use this
function, submit a service ticket. In the upper right corner of

the management console, choose Service Tickets > Create
Service Ticket to submit a service ticket.

Source Shard
Quantity

If Source DB Instance Type is set to Cluster and Obtain
Incremental Data is set to oplog, enter the number of
source shard nodes.

The default minimum number of source DB instances is
2 and the maximum number is 32. You can set this
parameter based on the number of source database
shards.

On the Configure Source and Destination Databases page, wait until the
replication instance is created. Then, specify source and destination database
information and click Test Connection for both the source and destination
databases to check whether they have been connected to the replication
instance. After the connection tests are successful, select the check box before
the agreement and click Next.
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Figure 2-42 Source and destination database details
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Table 2-19 Source database information

Parameter

Description

Source
Database Type

Select Self-built on ECS.

VPC A dedicated virtual network in which the source database
is located. It isolates networks for different services. You
can select an existing VPC or create a VPC. For details on
how to create a VPC, see Creating a VPC.

Subnet A subnet provides dedicated network resources that are

logically isolated from other networks, improving network
security. The subnet must be in the AZ where the source
database resides. You need to enable DHCP for creating
the source database subnet.

For details on how to create a VPC, see the Creating a
VPC section in the Virtual Private Cloud User Guide.
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Parameter Description

IP Address or The IP address or domain name of the source database.
Domain Name

Port The port of the source database.
Range: 1 - 65535

Database A username for the source database.
Username

Database The password for the database username.
Password

SSL Connection | To improve data security during the migration, you are
advised to enable SSL to encrypt migration links and
upload a CA certificate.

Table 2-20 Destination database information

Parameter Description

DB Instance The DDS DB instance you have selected during the

Name migration task creation is displayed by default and cannot
be changed.

Database The username for accessing the destination DDS DB

Username instance.

Database The password for the database username.

Password

5. On the Set Task page, select migration objects and click Next.

Figure 2-43 Migration object

Note: Before the migration task is complete, you cannot change the usernarmes, passwords, and rights of any source database users.
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6.

Table 2-21 Migration object

Paramete
r

Description

Migrate
Account

There are accounts that can be migrated completely and
accounts that cannot be migrated. You can choose whether to
migrate the accounts. Accounts that cannot be migrated or
accounts that are not selected will not exist in the destination
database. Ensure that your services will not be affected by
these accounts.

- Yes
If you choose to migrate accounts, see Migrating Accounts
in Data Replication Service User Guide to migrate database
users and roles.

- No
During the migration, accounts and roles are not migrated.

Migrate
Object

You can choose to migrate all objects, tables, or databases
based on your service requirements.

- AIlL All objects in the source database are migrated to the
destination database. After the migration, the object names
will remain the same as those in the source database and
cannot be modified.

- Tables: The selected table-level objects will be migrated.

- Databases: The selected database-level objects will be
migrated.

If the source database is changed, click C in the upper right
corner before selecting migration objects to ensure that the
objects to be selected are from the changed source database.

NOTE

- If you choose not to migrate all of the databases, the migration
may fail because the objects, such as stored procedures and views,
in the database to be migrated may have dependencies on other
objects that are not migrated. To ensure a successful migration, you
are advised to migrate all of the databases.

- When you select an object, the spaces before and after the object
name are not displayed. If there are two or more consecutive
spaces in the middle of the object name, only one space is
displayed.

- The search function can help you quickly select the required
database objects.

On the Check Task page, check the migration task.

If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

For details about how to handle check failures, see Checking Whether
the Source Database Is Connected in Data Replication Service User

Guide.

If all check items are successful, click Next.
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Figure 2-44 Task Check
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Whether the source database referenced accounts pass the check
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You can proceed to the next step only when all check items are successful. If any
alarms are generated, view and confirm the alarm details first before proceeding to

the next step.

On the displayed page, specify Start Time, Send Notification, SMN Topic,

Synchronization Delay Threshold, and Stop Abnormal Tasks After and
confirm that the configured information is correct and click Submit to submit

t

he task.

Figure 2-45 Task startup settings
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Table 2-22 Task startup settings

Parameter | Description
Start Time | Set Start Time to Start upon task creation or Start at a
specified time based on site requirements. The Start at a
specified time option is recommended.
NOTE
The migration task may affect the performance of the source and
destination databases. You are advised to start the task in off-peak
hours and reserve two to three days for data verification.
Send SMN topic. This parameter is optional. If an exception occurs
Notification | during migration, the system will send a notification to the
S specified recipients.
SMN Topic | This parameter is available only after you enable Send

Notification and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchroniza
tion Delay
Threshold

During an incremental migration, a synchronization delay
indicates a time difference (in seconds) of synchronization
between the source and destination database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only after
the delay has exceeded the threshold for six minutes.

NOTE

- In the early stages of an incremental migration, there is more
delay because more data is waiting to be synchronized. In this
situation, no notifications will be sent.

- Before setting the delay threshold, enable Send Notification.

- If the delay threshold is set to 0, no notifications will be sent to
the recipient.

Stop
Abnormal
Tasks After

Number of days after which an abnormal task is
automatically stopped. The value must range from 14 to 100.
The default value is 14.

NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

After the task is submitted, go back to the Online Migration Management
page to view the task status.

Step 2 Manage the migration task.

Full migration

The migration task contains two phases: full migration and incremental migration.
You can manage them in different phases.
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- Viewing the migration progress: Click the target full migration task, and
on the Migration Progress tab, you can see the migration progress of the
structure, data, indexes, and migration objects. When the progress
reaches 100%, the migration is complete.

- Viewing migration details: In the migration details, you can view the
migration progress of a specific object. If the number of objects is the
same as that of migrated objects, the migration is complete. You can
view the migration progress of each object in detail. Currently, this
function is available only to whitelisted users. You can submit a service
ticket to apply for this function.

e Incremental Migration Permission

- Viewing the synchronization delay: After the full migration is complete,
an incremental migration starts. On the Online Migration Management
page, click the target migration task. On the displayed page, click
Migration Progress to view the synchronization delay of the incremental
migration. If the synchronization delay is Os, the destination database is
being synchronized with the source database in real time. You can also
view the data consistency on the Migration Comparison tab.

Figure 2-46 Viewing the synchronization delay

Basic I

Waiting for incremental migration

Source Database Destination Database
Index. migration

- Viewing the migration results: On the Online Migration Management
page, click the target migration task. On the displayed page, click
Migration Comparison and perform a migration comparison in
accordance with the comparison process, which should help you
determine an appropriate time for migration to minimize service
downtime.

Figure 2-47 Database comparison process

Validate Objects Validate All Rows/Values Double Check During Cutover Stop Task

After the full migration is If no objects are missing, check Ensure that no new data is written Ensure that no new data is
complete, check whether any for inconsistency at the data level to the source datlabase and written to the source dalabase
objects are missing. during off-peak hours one or compare at the data-level the tables and check that no data is lost.
more times. that are frequently used and contain Then, stop the online
key service data to check for migration task
inconsistency.

For details, see Comparing Migration Items in Data Replication Service
User Guide.

Step 3 Cut over services.

You are advised to start the cutover process during off-peak hours. At least one
complete data comparison is performed during off-peak hours. To obtain accurate
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comparison results, start data comparison at a specified time point during off-
peak hours. If it is needed, select Start at a specified time for Comparison Time.
Due to slight time difference and continuous operations on data, inconsistent
comparison results may be generated, reducing the reliability and validity of the
results.

1. Interrupt services first. If the workload is not heavy, you may not need to
interrupt the services.

2.  Run the following statement on the source database and check whether any
new sessions execute SQL statements within the next 1 to 5 minutes. If there
are no new statements executed, the service has been stopped.
db.currentOp()

(1] NOTE

The process list queried by the preceding statement includes the connection of the
DRS replication instance. If no additional session executes SQL statements, the service
has been stopped.
3.  On the Migration Progress page, view the synchronization delay. When the
delay is displayed as Os and remains stable for a period, then you can perform
a data-level comparison between the source and destination databases. For
details about the time required, refer to the results of the previous
comparison.

- If there is enough time, compare all objects.

- If there is not enough time, use the data-level comparison to compare
the tables that are frequently used and that contain key business data or
inconsistent data.

4. Determine an appropriate time to cut the services over to the destination
database. After services are restored and available, the migration is complete.

Step 4 Stop or delete the migration task.

1. Stopping the migration task. After databases and services are migrated to the
destination database, to prevent operations on the source database from
being synchronized to the destination database to overwrite data, you can
stop the migration task. This operation only deletes the replication instance,
and the migration task is still displayed in the task list. You can view or delete
the task. DRS will not charge for this task after you stop it.

2. Delete the migration task. After the migration task is complete, you can
delete it. After the migration task is deleted, it will no longer be displayed in
the task list.

--—-End

2.7 From On-Premises MySQL to RDS for MySQL

DRS supports data migration from on-premises MySQL databases to RDS for
MySQL instances. With DRS, you can migrate databases online with zero
downtime and your services and databases can remain operational during
migration.

This section describes how to use DRS to migrate data from an on-premises
MySQL database to an RDS for MySQL instance on the current cloud. The
following network types are supported:
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e Virtual Private Network (VPN)
e  Public network

Diagram

Figure 2-48 VPN
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Migration Process

Figure 2-50 Flowchart
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Migration Suggestions (Important)

e Database migration is closely impacted by a wide range of environmental and
operational factors. To ensure the migration goes smoothly, perform a test
run before the actual migration to help you detect and resolve any potential
issues in advance. Recommendations on how to minimize any potential
impacts on your data base are provided in this section.

It is strongly recommended that you start your migration task during off-peak
hours. A less active database is easier to migrate successfully. If the data is
fairly static, there is less likely to be any severe performance impacts during
the migration.

Notes on Migration (Important)

NOTICE

Before creating a migration task, read the migration notes carefully.

For details, see precautions on using specific migration tasks in Data Replication
Service Real-Time Migration.
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Preparations

2.

Permissions

Table 2-23 lists the permissions required for the source and destination
databases when migrating data from on-premises MySQL databases to the
RDS for MySQL instances on the current cloud.

Table 2-23 Required permissions

Database Full Migration Full+Incremental
Migration
Source SELECT, SHOW VIEW, SELECT, SHOW VIEW,
and EVENT EVENT, LOCK TABLES,

REPLICATION SLAVE,
and REPLICATION
CLIENT

Destination SELECT, CREATE, ALTER, DROP, DELETE, INSERT,

UPDATE, INDEX, EVENT, CREATE VIEW, CREATE
ROUTINE, TRIGGER, REFERENCES, and WITH
GRANT OPTION.

If the destination database version is in the range
8.0.14 to 8.0.18, the SESSION_VARIABLES_ADMIN
permission is required.

To migrate users, you must have the SELECT,
INSERT, UPDATE, and DELETE permissions for the
MySQL database.

Source database permissions:

The source database user must have all the required permissions listed in
Table 2-23. If the permissions are insufficient, create a user that has all
of the permissions on the source database.

Destination database permissions:

If the destination database is an RDS for MySQL database on the current
cloud, the initial account can be used.

Network settings

Source database network settings:

You can migrate data from on-premises MySQL databases to an RDS for
MySQL instance on the current cloud through a VPN or public network.
Enable public accessibility or establish a VPN for the on-premises MySQL
databases based on your service requirements. You are advised to migrate
data through a public network, which is more convenient and cost-
effective.

Destination database network settings:

® |f the source database attempts to access the destination database
through a VPN, you need to enable the VPN service first so that the
source database can communicate with the destination RDS for
MySQL.
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3.

If the source database attempts to access the destination database
through a public network, you do not need to configure the
destination database.

Security rules

a. Source database security group settings:

The replication instance needs to be able to access the source DB.
That means that the EIP of the replication instance must be on the
whitelist of the source MySQL DB instance. Before configuring the
network whitelist, you need to obtain the EIP of the replication
instance.

After creating a replication instance on the DRS console, you can find
the EIP on the Configure Source and Destination Databases page.

Figure 2-51 EIP of the replication instance

Create Replication Instance [ 2] qure e 3 setTask 4 CheckTask 5 Compare Parameters 6 Confirm Task

If the migration is performed over a VPN network, add the private IP
address of the DRS replication instance to the network whitelist of
the source MySQL database to enable the source MySQL database to
communicate with the current cloud. The IP address on the
Configure Source and Destination Databases page is the private IP
address of the replication instance.

If you do take this step, then once the migration is complete, you should
delete this item from the whitelist or your system will insecure.

b. Destination database security group settings:

By default, the destination database and the DRS replication instance are
in the same VPC and can communicate with each other. No further
configuration is required.

Other

DRS supports migration of some parameters that are closely related to
services and performance. For details about these parameters, see
Parameters for Comparison. If you need to migrate other parameters,
configure them manually based on service requirements.

Migration Procedure

The following describes how to use DRS to migrate data from an on-premises
MySQL database to an RDS for MySQL instance on the current cloud over a public
network.

Step 1 Create a migration task.

1.

Log in to the management console and choose Databases > Data
Replication Service to go to the DRS console.

On the Online Migration Management page, click Create Migration Task.

On the Create Replication Instance page, configure the task details and the
replication instance, and click Next.
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Figure 2-52 Replication instance information
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Table 2-24 Task settings

Parameter | Description

Region The region where the replication instance is deployed. You
can change the region. To reduce latency and improve access
speed, select the region closest to your workloads.

Project The project corresponds to the current region and can be
changed.

Task Name | The task name consists of 4 to 50 characters, starts with a
letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores ().

Description | The description consists of a maximum of 256 characters and
cannot contain the following special characters: =<>&"\"

Table 2-25 Replication instance settings

Parameter Description

Data Flow Select To the cloud.

Source DB Select MySQL.

Engine

Destination DB | Select MySQL.

Engine

Network Type Select Public network. Enabling SSL is recommended. It

may slow down the migration by 20% to 30% but it
ensures data security.

Destination DB | The RDS for MySQL instance you created.
Instance

Issue 17 (2025-09-05) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 86



Data Replication Service

Best Practices

2 Real-Time Migration

Parameter

Description

Destination
Database Access

You can select Read-only or Read/Write.

- Read-only
During migration, the destination database is read-

only. After the migration is complete, it restores to the

read/write status. This option ensures the integrity
and success rate of data migration.

- Read/Write
During migration, the destination database can be
queried or modified. Data may be modified when
operations are performed or applications are
connected. It should be noted that background
processes can often generate or modify data, which
may result in data conflicts, task faults, and upload
failures. Do not select this option if you do not fully
understand the risks.

Migration Type

Select Full+Incremental as an example.

- Full: This migration type is suitable for scenarios
where service interruption is acceptable. All objects
and data in non-system databases are migrated to
the destination database at one time. The objects
include tables, views, and stored procedures.

NOTE
If you are performing a full migration, do not perform
operations on the source database. Otherwise, data

generated in the source database during the migration will
not be synchronized to the destination database.

- Full+Incremental: This migration type allows you to

migrate data without interrupting services. After a full

migration initializes the destination database, an
incremental migration initiates and parses logs to
ensure data consistency between the source and
destination databases.
NOTE
If you select the Full+Incremental migration type, data
generated during the full migration will be synchronized to the

destination database with zero downtime, ensuring that the
source database remains accessible.

On the Configure Source and Destination Databases page, wait until the
replication instance is created. Then, specify source and destination database
information and click Test Connection for both the source and destination
databases to check whether they have been connected to the replication
instance. After the connection tests are successful, select the check box before
the agreement and click Next.
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Figure 2-53 Source and destination database details

Source Database

P Address or Domain Name

Database Username root

parameter templates

Select Test successful

Test Connection

Destination Database

DB Instance Name

root

Migrate Definer to User ves ()

O N0

Test Connection Test successful

Table 2-26 Source database settings

Parameter

Description

IP Address or
Domain Name

The IP address or domain name of the source database.

Port

Enter an integer ranging from 1 to 65535, which indicates
the port number of the source database.

Database
Username

A username for the source database.

Database
Password

The password for the database username.

SSL Connection

To improve data security during a migration on a public
network, you are advised to enable SSL to encrypt
migration links and upload a CA certificate.

Table 2-27 Destination database settings

Parameter

Description

DB Instance
Name

The RDS for MySQL instance you have selected during
the replication instance creation is displayed by default
and cannot be changed.
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Parameter Description
Database The username for accessing the destination RDS for
Username MySQL instance.
Database The password for the database username.
Password

Migrate Definer | - Yes

to User The Definers of all source database objects will be
migrated to the user. Other users do not have
permissions for database objects unless these users are
authorized. For details on authorization, see How Do |
Maintain the Original Service User Permission
System After Definer Is Forcibly Converted During
MySQL Migration? in Data Replication Service FAQs.

- No
The Definers of all source database objects will not be

changed. You need to migrate all accounts and
permissions of the source database in the next step.

5. On the Set Task page, set the flow control mode and select migration
accounts and objects.

Figure 2-54 Migration object

Note: Before the migration task is complete, you cannot change the usernames, passwords, and rights of any source database users.
+Flow Control
*Filter DROP DATABASE

“Migrate Account

Certain accounts cannot be migrated to the destination

Account Can Be Migrated  Permission Password Remarks

‘@ Yes GRANT ALL PRIVILEGES ON **

e % Yes GRANT ALL PRIVILEGES ON =+

r@ Yes GRANT ALL PRIVILEGES ON =*

No GRANT SELECT, INSERT, UPD.

No GRANT USAGE ON = GRAN
@% No GRANT ALL PRIVILEGES ON * ==

@'localhost’ No GRANT USAGE ON = GRAN

Reset Password

Set Unified Password

wgneoes [EEE e e ©
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Table 2-28 Migration types and objects-public network

Paramete
r

Description

Flow
Control

You can choose whether to control the flow.

- You can customize the maximum migration speed.
In addition, you can set the time range based on your
service requirements. The traffic rate setting usually includes
setting of a rate limiting time period and a traffic rate value.
Flow can be controlled all day or during specific time
ranges. The default value is All day. A maximum of three
time ranges can be set, and they cannot overlap.

The flow rate must be set based on the service scenario and
cannot exceed 9,999 MB/s.

- If the migration speed is not limited, the outbound
bandwidth of the source database is maximally used, which
will increase the read burden on the source database. For
example, if the outbound bandwidth of the source database
is 100 MB/s and 80% bandwidth is used, the 1/O
consumption on the source database is 80 MB/s.

NOTE

®  Flow control mode takes effect only during a full migration.

®  You can also change the flow control mode after creating a task.
In the task list on the Online Migration Management page,
locate the target task and choose More > Speed or Speed in the
Operation column.

Filter
DROP
DATABAS
E

During migration, executing DDL operations on the source
database may affect the data migration performance to some
extent. To reduce data migration risks, DRS allows you to filter
out DDL operations.

The database deletion operation can be filtered out by default.

- If you select Yes, the database deletion operation performed
on the source database is not synchronized during data
synchronization.

- If you select No, related operations are synchronized to the
destination database during data synchronization.

NOTE
Only the database deletion operation can be filtered.
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Paramete | Description
r

Migrate During a database migration, accounts need to be migrated
Account separately.

There are accounts that can be migrated completely, accounts
whose permissions need to be reduced, and accounts that
cannot be migrated. You can choose whether to migrate the
accounts based on your service requirements. If you select Yes,
you can select the accounts to be migrated as required.

- Yes
If you choose to migrate accounts, see Migrating Accounts
in Data Replication Service User Guide to migrate database
users, permissions, and passwords.

- No
During the migration, accounts and permissions are not
migrated.
Migrate All database objects can be migrated. After the objects are
Object migrated to the destination DB instance, the object names
remain the same as those in the source database and cannot
be modified.

You can migrate all objects or specified objects based on your
service requirements.

- AIL All objects in the source database are migrated to the
destination database.

- Self-defined: Only self-defined objects are migrated to the
destination database.

NOTE
If you choose not to migrate all of the databases, the migration may
fail because the objects, such as stored procedures and views, in the
database to be migrated may have dependencies on other objects that
are not migrated. To ensure a successful migration, you are advised to
migrate all of the databases.

6. Click Next. On the Check Task page, check the migration task.

- If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

- If all check items are successful, click Next.
7. Compare the source and target parameters.

By comparing common and performance parameters for the source databases
against those of the destination databases, you can help ensure that services
will not change after a migration is completed. You can determine whether to
use this function based on service requirements. It mainly ensures that
services are not affected after a migration is completed.

- As this process is optional, you can click Next if you wish to skip this step.
- Compare common parameters:
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If the parameter values in the list shown are inconsistent, you can click
Save Change to change the destination database values to match those
of the source database.

Figure 2-55 Modifying common parameters

Performance parameter values in both the source and destination can be
the same or different.

"  There is a value that is consistent, but you still want to change it in
the destination, locate the parameter, enter the value in the Change
To column, and click Save Change in the upper left corner.

" |f you want to change a destination database value to match the
source same:

1) Click Use Source Database Value.

The system automatically updates the destination database
value to match the source.

Figure 2-56 One-click modification

seuzse sse

(11 NOTE

You can also manually enter parameter values.
2) Click Save Change to save your changes.

The system changes the parameter values based on your
settings for the destination database values. After the
modification, the comparison results are automatically updated.
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Figure 2-57 Performance parameters

seuse

Some parameters in the destination database require a restart
before the changes can take effect. The system will display these
as being inconsistent. You will need to restart the destination
database after either before the migration starts or after it has
completed. To minimize the impact of this restart on your
services, it is recommended that you schedule a specific time to
restart the destination database after the migration is complete.

For details about parameter comparison, see Parameters for
Comparison in Data Replication Service User Guide.

3) Click Next.

8. On the displayed page, specify Start Time, Send Notification, SMN Topic,
Synchronization Delay Threshold, and Stop Abnormal Tasks After and
confirm that the configured information is correct and click Submit to submit
the task.

Figure 2-58 Task startup settings

Start Time Start upon task creation Start at a specified time ®

send Natifications c @ Plese handle excaptions within 48 hours of receiving SMS messages or emalls
SMN Topic - C0O
Synchronization Delay Threshold(s) @

Stop Abnormal Tasks Afte 14 (2) Abnormal tasks run longer than the period you set (unit: day) will automatically stop

Table 2-29 Task startup settings

Parameter | Description

Start Time | Set Start Time to Start upon task creation or Start at a
specified time based on site requirements. The Start at a
specified time option is recommended.
NOTE
The migration task may affect the performance of the source and
destination databases. You are advised to start the task in off-peak
hours and reserve two to three days for data verification.
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Parameter | Description

Send SMN topic. This parameter is optional. If an exception occurs
Notification | during migration, the system will send a notification to the

s specified recipients.

SMN Topic | This parameter is available only after you enable Send

Notification and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchroniza
tion Delay
Threshold

During an incremental migration, a synchronization delay
indicates a time difference (in seconds) of synchronization
between the source and destination database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only after
the delay has exceeded the threshold for six minutes.

NOTE

- In the early stages of an incremental migration, there is more
delay because more data is waiting to be synchronized. In this
situation, no notifications will be sent.

- Before setting the delay threshold, enable Send Notification.

- If the delay threshold is set to 0, no notifications will be sent to
the recipient.

Stop
Abnormal
Tasks After

Number of days after which an abnormal task is
automatically stopped. The value must range from 14 to 100.
The default value is 14.

NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

After the task is submitted, go back to the Online Migration Management
page to view the task status.

Step 2 Manage the migration task.

The migration task contains two phases: full migration and incremental migration.
You can manage them in different phases.

Full migration

- Viewing the migration progress: Click the target full migration task, and
on the Migration Progress tab, you can see the migration progress of the
structure, data, indexes, and migration objects. When the progress
reaches 100%, the migration is complete.

- Viewing migration details: In the migration details, you can view the
migration progress of a specific object. If the number of objects is the
same as that of migrated objects, the migration is complete. You can
view the migration progress of each object in detail. Currently, this
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function is available only to whitelisted users. You can submit a service
ticket to apply for this function.

e Incremental Migration Permission

- Viewing the synchronization delay: After the full migration is complete,
an incremental migration starts. On the Online Migration Management
page, click the target migration task. On the displayed page, click
Migration Progress to view the synchronization delay of the incremental
migration. If the synchronization delay is Os, the destination database is
being synchronized with the source database in real time. You can also
view the data consistency on the Migration Comparison tab.

Figure 2-59 Viewing the synchronization delay

Last Updated Jan 05, 2022 17:08:49 GMT+08:00

Full migration progress

100% Waiting for incremental migration

= - >

R Destination Database

- Viewing the migration results: On the Online Migration Management
page, click the target migration task. On the displayed page, click
Migration Comparison and perform a migration comparison in
accordance with the comparison process, which should help you
determine an appropriate time for migration to minimize service
downtime.

Figure 2-60 Database comparison process

Validate Objects Validate All Rows/\alues Double Check During Cutover Stop Task

After the full migration is If no objects are missing, check Ensure that no new dala is written Ensure that no new data is
complete, check whether any for inconsistency at the data level to the source database and written to the source database
objects are missing. during off-peak hours one or compare at the data-level the tables and check that no data is lost.
more times. that are frequently used and contain Then, stop the online
key service data to check for migration task
inconsistency.

For details, see Comparing Migration Items in Data Replication Service
User Guide.

Step 3 Cut over services.

You are advised to start the cutover process during off-peak hours. At least one
complete data comparison is performed during off-peak hours. To obtain accurate
comparison results, start data comparison at a specified time point during off-
peak hours. If it is needed, select Start at a specified time for Comparison Time.
Due to slight time difference and continuous operations on data, inconsistent

comparison results may be generated, reducing the reliability and validity of the
results.

1. Interrupt services first. If the workload is not heavy, you may not need to
interrupt the services.
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Run the following statement on the source database and check whether any
new sessions execute SQL statements within the next 1 to 5 minutes. If there

are no new statements executed, the service has been stopped.
show processlist

(11 NOTE

The process list queried by the preceding statement includes the connection of the
DRS replication instance. If no additional session executes SQL statements, the service
has been stopped.
On the Migration Progress page, view the synchronization delay. When the
delay is displayed as Os and remains stable for a period, then you can perform
a data-level comparison between the source and destination databases. For
details about the time required, refer to the results of the previous
comparison.

- If there is enough time, compare all objects.

- If there is not enough time, use the data-level comparison to compare
the tables that are frequently used and that contain key business data or
inconsistent data.

Determine an appropriate time to cut the services over to the destination
database. After services are restored and available, the migration is complete.

Step 4 Stop or delete the migration task.

1.

Stopping the migration task. After databases and services are migrated to the
destination database, to prevent operations on the source database from
being synchronized to the destination database to overwrite data, you can
stop the migration task. This operation only deletes the replication instance,
and the migration task is still displayed in the task list. You can view or delete
the task. DRS will not charge for this task after you stop it.

Delete the migration task. After the migration task is complete, you can
delete it. After the migration task is deleted, it will no longer be displayed in
the task list.

----End

2.8 From On-Premises MongoDB to DDS

DRS helps you migrate data from on-premises MongoDB databases to DDS on the
current cloud. With DRS, you can migrate databases online with zero downtime
and your services and databases can remain operational during migration.

This section describes how to use DRS to migrate an on-premises MongoDB
database to DDS on the current cloud. The following network types are supported:

VPN
Public network
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Resource Planning

Table 2-30 Resource planning

engine

Category | Subcategory Planned Value Description
VPC VPC name vpc-dds Specify a name that is easy to identify.
Region AP-Singapore To achieve lower network latency,
select the region nearest to you.
AZ AZ1 -
Subnet 10.0.0.0/24 Select a subnet with sufficient network
resources.
Subnet name subnet-default Specify a name that is easy to identify.
On- Database MongoDB 4.4 Specify a name that is easy to identify.
premises version
MongoDB
database
DDS DDS instance dds-test Specify a name that is easy to identify.
name
DB engine DDS -
DB engine 4.4 -
version
AZ type Single-AZ -
AZ AZ1 -
Instance Enhanced Il -
specifications
CPU x86 8 vCPUs | 32 GB -
architecture
DRS Task name DRS-dds Specify a name that is easy to identify.
migration . .
task Source DB MongoDB In this example, the source is an on-
engine premises MongoDB database.
Destination DB | DDS In this example, a DDS instance serves

as the destination database.

Network type

Public network

Public network is used in this example.
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Diagram

Figure 2-61 VPN
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Migration Process

Figure 2-63 Flowchart

Start
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Create a migration task
Check the full migration
progress.

Check the incremental
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Migrate services.
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End

Migration Suggestions (Important)

e Database migration is closely impacted by a wide range of environmental and
operational factors. To ensure the migration goes smoothly, perform a test
run before the actual migration to help you detect and resolve any potential
issues in advance. Recommendations on how to minimize any potential
impacts on your data base are provided in this section.

It is strongly recommended that you start your migration task during off-peak
hours. A less active database is easier to migrate successfully. If the data is
fairly static, there is less likely to be any severe performance impacts during
the migration.

Notes on Migration (Important)

NOTICE

Before creating a migration task, read the migration notes carefully.

For details, see precautions on using specific migration tasks in Data Replication
Service Real-Time Migration.
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Preparations

1. Permissions

Table 2-31 lists the permissions required for the source and destination
databases when migrating data from on-premises MongoDB databases to

DDS DB instances.

Table 2-31 Required permissions

Database

Full Migration
Permission

Full+Incremental
Migration Permission

Source

e Replica set: The
source database
user must have the
read permission for
the database to be
migrated.

e Single node: The
source database
user must have the
read permission for
the database to be
migrated.

e Cluster: The source
database user must
have the read
permission for the
databases to be
migrated and the
config database.

e To migrate accounts
and roles of the
source database, the
source database
user must have the
read permission for
the system.users
and system.roles
system tables of the
admin database.

e Replica set: The
source database
user must have the
read permission for
the databases to be
migrated and the
local database.

e Single node: The
source database
user must have the
read permission for
the databases to be
migrated and the
local database.

e Cluster: The source
mongos node user
must have the
readAnyDatabase
permission for the
databases to be
migrated and the
config database. The
source shard node
user must have the
readAnyDatabase
permission for the
admin database and
the read permission
for the local
database.

e To migrate accounts
and roles of the
source database, the
source database
user must have the
read permission for
the system.users
and system.roles
system tables of the
admin database.
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Database Full Migration Full+Incremental
Permission Migration Permission
Destination The destination database user must have the

dbAdminAnyDatabase permission for the admin
database and the readWrite permission for the
destination database. If the destination database
is a cluster instance, the migration account must
have the read permission for the config database.

Source database permissions:

The source database user must have all the required permissions listed in
Table 2-31. If the permissions are insufficient, create a user that has all
of the permissions on the source database.

Destination database permissions:

If the destination database is a DDS database, the initial account can be
used.

2. Network settings

Source database network settings:

You can migrate on-premises MongoDB databases to DDS through a VPN
or public network. Enable public accessibility or establish a VPN for local
MongoDB databases based on the site requirements. You are advised to
migrate data through a public network, which is more convenient and
cost-effective.

Destination database network settings:
®  |f the source database accesses the destination database through a

VPN, enable the VPN service first so that the source database can
communicate with the destination DDS network.

®" |f you access the DDS DB instance through a public network, no
network settings are required.

3. Security rules

a.

Source database network settings:

®  The replication instance needs to be able to access the source DB.
That means that the EIP of the replication instance must be on the
whitelist of the source MongoDB instance. Before configuring the
network whitelist for the source database, you need to obtain the EIP
of the DRS replication instance.

After creating a replication instance on the DRS console, you can find
the EIP on the Configure Source and Destination Databases page
as shown in Figure 2-64.

Figure 2-64 EIP of the replication instance

CEm=

Issue 17 (2025-09-05)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 101




Data Replication Service
Best Practices 2 Real-Time Migration

You can also add 0.0.0.0/0 to the source database whitelist to allow any
IP address to access the source database but this action may result in
security risks.

= |f the migration is performed over a VPN network, add the private IP
address of the DRS replication instance to the whitelist of the source
database to enable the source database to communicate with the
destination database.

If you do take this step, then once the migration is complete, you should
delete this item from the whitelist or your system will insecure.

b. Destination database security group settings:

By default, the destination database and the DRS replication instance are
in the same VPC and can communicate with each other. No further
configuration is required.

4. Other

You need to export the user information of the MongoDB database first and
manually add it to the destination DDS DB instance because the user
information will not be migrated.

Migration Procedure

The following describes how to use DRS to migrate an on-premises MongoDB
database to a DDS DB instance.

Step 1 Create a migration task.

1. Log in to the management console and choose Databases > Data
Replication Service to go to the DRS console.

On the Online Migration Management page, click Create Migration Task.

On the Create Replication Instance page, configure the task details,
recipient, and replication instance and click Next.

Figure 2-65 Replication instance information

Replication Instance Details ®
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Table 2-32 Task settings

Parameter | Description

Region The region where the replication instance is deployed. You
can change the region. To reduce latency and improve access
speed, select the region closest to your workloads.

Project The project corresponds to the current region and can be
changed.

Task Name | The task name consists of 4 to 50 characters, starts with a
letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores (_).

Description | The description consists of a maximum of 256 characters and

cannot contain the following special characters: =<>&'\"

Table 2-33 Replication instance settings

Parameter Description

Data Flow Select To the cloud.
Source DB Select MongoDB.
Engine

Destination DB | Select DDS.

Engine

Network Type Select Public network.

Enabling SSL is recommended. It may slow down the
migration by 20% to 30% but it ensures data security.

Instance

Destination DB | The DDS DB instance you purchased.

Migration Type | - Full

It migrates all data at one time. If you perform a full
migration, you are advised to stop operations on the
source database. Otherwise, data generated in the
source database during the migration will not be
synchronized to the destination database.

- Full+Incremental
An incremental migration can keep data consistency
after a full migration is complete.

Source DB

Instance Type

If you select Full+incremental for Migration Type, set
this parameter based on the source database.

- If the source database is a cluster instance, set this
parameter to Cluster.

- If the source database is a replica set or a single node
instance, set this parameter to Non-cluster.
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Parameter

Description

Obtain
Incremental
Data

This parameter is available for configuration if Source
DB Instance Type is set to Cluster. You can determine
how to capture data changes during the incremental
synchronization.

- oplog: For MongoDB 3.2 or later, DRS directly
connects to each shard of the source DB instance to
extract data. If you select this mode, you must disable
the balancer of the source instance. When testing the
connection, you need to enter the connection
information of each shard node of the source
instance.

- changeStream: This method is recommended. For
MongoDB 4.0 and later, DRS connects to mongos
nodes of the source instance to extract data. If you
select this method, you must enable the WiredTiger
storage engine of the source instance.

NOTE
Only whitelisted users can use changeStream. To use this
function, submit a service ticket. In the upper right corner of

the management console, choose Service Tickets > Create
Service Ticket to submit a service ticket.

Source Shard
Quantity

If Source DB Instance Type is set to Cluster and Obtain
Incremental Data is set to oplog, enter the number of
source shard nodes.

The default minimum number of source DB instances is
2 and the maximum number is 32. You can set this
parameter based on the number of source database
shards.

4. On the Configure Source and Destination Databases page, wait until the
replication instance is created. Then, specify source and destination database
information and click Test Connection for both the source and destination
databases to check whether they have been connected to the replication
instance. After the connection tests are successful, select the check box before
the agreement and click Next.

Figure 2-66 Source database information

Source Database
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Table 2-34 Source database settings

Parameter

Description

mongos
Address

IP address or domain name of the source database in the
IP address/Domain name:Port format. The port of the
source database. Range: 1 - 65534

You can enter a maximum of three groups of IP
addresses or domain names of the source database.
Separate multiple values with commas (,). For example:
192.168.0.1:8080,192.168.0.2:8080. Ensure that the
entered IP addresses or domain names belong to the
same sharded cluster.
NOTE
If multiple IP addresses or domain names are entered, the test
connection is successful as long as one IP address or domain

name is accessible. Therefore, you must ensure that the IP
address or domain name is correct.

Authentication
Database

The name of the authentication database. For example:
The default authentication database of Huawei Cloud
DDS instance is admin.

mongos
Username

A username for the source database.

mongos
Password

The password for the source database username.

SSL Connection

SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL
CA root certificate.

Sharded
Database

Enter the information about the sharded databases in the
source database.

- Destination database configuration

Figure 2-67 Destination database information

Destination Database

DB Instance Name

Database Username

Database Password

rwuser

Test Connection
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Table 2-35 Destination database settings

Parameter Description

DB Instance The DB instance you selected when creating the
Name migration task and cannot be changed.

Database The username for accessing the destination database.
Username

Database The password for the database username.

Password

5. On the Set Task page, select migration objects and click Next.

Figure 2-68 Migration object

Before Le rigralion Lask s cormplele, you annol diange Use usernarnies, passwords, and rights of ary sourte dalabase sers,

>
[<J

Can Be Migrated Role Remarks

I < I < R < I < O <]

=
(<IN < II< 5

a

Table 2-36 Migration object

Paramete | Description
r

Migrate There are accounts that can be migrated completely and
Account accounts that cannot be migrated. You can choose whether to
migrate the accounts. Accounts that cannot be migrated or
accounts that are not selected will not exist in the destination
database. Ensure that your services will not be affected by
these accounts.

- Yes
If you choose to migrate accounts, see Migrating Accounts
in Data Replication Service User Guide to migrate database
users and roles.

- No
During the migration, accounts and roles are not migrated.
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6.

Paramete | Description

r

Migrate You can choose to migrate all objects, tables, or databases
Object based on your service requirements.

- AlL All objects in the source database are migrated to the
destination database. After the migration, the object names
will remain the same as those in the source database and
cannot be modified.

- Tables: The selected table-level objects will be migrated.

If t

corner before selecting migration objects to ensure that the

obj

NOTE

Databases: The selected database-level objects will be
migrated.

he source database is changed, click C in the upper right

ects to be selected are from the changed source database.

If you choose not to migrate all of the databases, the migration
may fail because the objects, such as stored procedures and views,
in the database to be migrated may have dependencies on other
objects that are not migrated. To ensure a successful migration, you
are advised to migrate all of the databases.

When you select an object, the spaces before and after the object
name are not displayed. If there are two or more consecutive
spaces in the middle of the object name, only one space is
displayed.

The search function can help you quickly select the required
database objects.

On the Check Task page, check the migration task.

If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

For details about how to handle check failures, see Checking Whether
the Source Database Is Connected in Data Replication Service User

Guide.

If all check items are successful, click Next.
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Figure 2-69 Task Check

Check Again

Check success rate 100%  All checks must pass before you can continue. If any check req
Check Item
Destination database storage space

Whether the destination database has suficien storage space

Conflict

Whether collections in both the source and destination databases are not capped

Whether the destination database contains a non-empty collection with the same name as that in the source database
Whether the same view names exist in both the source and destination databases

Object dependency

Whether the source database referenced roles pass the check

Whether the source database referenced accounts pass the check

Database parameters

Whether both the source and destination databases have enabled SSL

Whether the maximum number of chunks in the destination database is sufficient

Whether the maximum number of collections has been reached in the destination database

(10 NOTE

res confirmation, check and confirm

the results before proceeding to the next step.

Check Result

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

You can proceed to the next step only when all check items are successful. If any
alarms are generated, view and confirm the alarm details first before proceeding to

the next step.

On the displayed page, specify Start Time, Send Notification, SMN Topic,

Synchronization Delay Threshold, and Stop Abnormal Tasks After and
confirm that the configured information is correct and click Submit to submit

t

he task.

Figure 2-70 Task startup settings

Start Time

Start upon task creation Start at a specified time

@

(} @ Please handle exceptions within 48 hours ¢

Send Notifications

SMN Topic v

co

Synchronization Delay Threshald(s)

Stop Abnormal Tasks Afte @) Abnarmal tasks run longer than the pe
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Table 2-37 Task startup settings

Parameter | Description
Start Time | Set Start Time to Start upon task creation or Start at a
specified time based on site requirements. The Start at a
specified time option is recommended.
NOTE
The migration task may affect the performance of the source and
destination databases. You are advised to start the task in off-peak
hours and reserve two to three days for data verification.
Send SMN topic. This parameter is optional. If an exception occurs
Notification | during migration, the system will send a notification to the
S specified recipients.
SMN Topic | This parameter is available only after you enable Send

Notification and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchroniza
tion Delay
Threshold

During an incremental migration, a synchronization delay
indicates a time difference (in seconds) of synchronization
between the source and destination database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only after
the delay has exceeded the threshold for six minutes.

NOTE

- In the early stages of an incremental migration, there is more
delay because more data is waiting to be synchronized. In this
situation, no notifications will be sent.

- Before setting the delay threshold, enable Send Notification.

- If the delay threshold is set to 0, no notifications will be sent to
the recipient.

Stop
Abnormal
Tasks After

Number of days after which an abnormal task is
automatically stopped. The value must range from 14 to 100.
The default value is 14.

NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

After the task is submitted, go back to the Online Migration Management
page to view the task status.

Step 2 Manage the migration task.

Full migration

The migration task contains two phases: full migration and incremental migration.
You can manage them in different phases.
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- Viewing the migration progress: Click the target full migration task, and
on the Migration Progress tab, you can see the migration progress of the
structure, data, indexes, and migration objects. When the progress
reaches 100%, the migration is complete.

- Viewing migration details: In the migration details, you can view the
migration progress of a specific object. If the number of objects is the
same as that of migrated objects, the migration is complete. You can
view the migration progress of each object in detail. Currently, this
function is available only to whitelisted users. You can submit a service
ticket to apply for this function.

e Incremental Migration Permission

- Viewing the synchronization delay: After the full migration is complete,
an incremental migration starts. On the Online Migration Management
page, click the target migration task. On the displayed page, click
Migration Progress to view the synchronization delay of the incremental
migration. If the synchronization delay is Os, the destination database is
being synchronized with the source database in real time. You can also
view the data consistency on the Migration Comparison tab.

Figure 2-71 Viewing the synchronization delay

Basic I

Waiting for incremental migration

Source Database Destination Database
Index. migration

- Viewing the migration results: On the Online Migration Management
page, click the target migration task. On the displayed page, click
Migration Comparison and perform a migration comparison in
accordance with the comparison process, which should help you
determine an appropriate time for migration to minimize service
downtime.

Figure 2-72 Database comparison process

Validate Objects Validate All Rows/Values Double Check During Cutover Stop Task

After the full migration is If no objects are missing, check Ensure that no new data is written Ensure that no new data is
complete, check whether any for inconsistency at the data level to the source datlabase and written to the source dalabase
objects are missing. during off-peak hours one or compare at the data-level the tables and check that no data is lost.
more times. that are frequently used and contain Then, stop the online
key service data to check for migration task
inconsistency.

For details, see Comparing Migration Items in Data Replication Service
User Guide.

Step 3 Cut over services.

You are advised to start the cutover process during off-peak hours. At least one
complete data comparison is performed during off-peak hours. To obtain accurate
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comparison results, start data comparison at a specified time point during off-
peak hours. If it is needed, select Start at a specified time for Comparison Time.
Due to slight time difference and continuous operations on data, inconsistent
comparison results may be generated, reducing the reliability and validity of the
results.

1.

Interrupt services first. If the workload is not heavy, you may not need to
interrupt the services.

Run the following statement on the source database and check whether any
new sessions execute SQL statements within the next 1 to 5 minutes. If there

are no new statements executed, the service has been stopped.
db.currentOp()

(10 NOTE

The process list queried by the preceding statement includes the connection of the
DRS replication instance. If no additional session executes SQL statements, the service
has been stopped.

On the Migration Progress page, view the synchronization delay. When the
delay is displayed as Os and remains stable for a period, then you can perform
a data-level comparison between the source and destination databases. For
details about the time required, refer to the results of the previous
comparison.

- If there is enough time, compare all objects.

- If there is not enough time, use the data-level comparison to compare
the tables that are frequently used and that contain key business data or
inconsistent data.

Determine an appropriate time to cut the services over to the destination
database. After services are restored and available, the migration is complete.

Step 4 Stop or delete the migration task.

1.

Stopping the migration task. After databases and services are migrated to the
destination database, to prevent operations on the source database from
being synchronized to the destination database to overwrite data, you can
stop the migration task. This operation only deletes the replication instance,
and the migration task is still displayed in the task list. You can view or delete
the task. DRS will not charge for this task after you stop it.

Delete the migration task. After the migration task is complete, you can
delete it. After the migration task is deleted, it will no longer be displayed in
the task list.

--—-End

2.9 From RDS for MySQL to DDM

2.9.1 Overview

Description

This section describes:
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Prerequisites

Service List

How to create an RDS for MySQL instance on Huawei Cloud.
How to create a DDM instance on Huawei Cloud.

How to migrate data from RDS for MySQL instances in different regions to
DDM through a VPN.

You have registered with Huawei Cloud.
Your account balance is greater than or equal to $0 USD.

Virtual Private Cloud (VPC)

Virtual Private Network (VPN)

Relational Database Service (RDS)
Distributed Database Middleware (DDM)
Data Replication Service (DRS)

Data Admin Service (DAS)

Deployment Architecture

In this example, the source is a Huawei Cloud RDS for MySQL instance and the
destination is a DDM instance in different regions of Huawei Cloud. Data is

migrated from the source database to the destination database through a VPN.

For

details about the deployment architecture, see Figure 2-73.

Figure 2-73 VPN scenario

HUAWEI CLOUD

‘ Region-A i Region-B

& &

vPC | vPC

Subnet

Security group
Mutually accessible in the

| same subnet by default
Allithe inbound traffic. ! Q.
D @ —~@ @ &
S !

RDS VPN | VPN DRS DDM

Before You Start

The resource planning in this best practice is for demonstration only. Adjust it

as needed.

The test data is for reference only. For more information about DRS, click
here.
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2.9.2 Resource Planning

Table 2-38 Resource planning

Categor | Subcategor | Plan Description

y y

Source VPC name vpc-DRSsrc Specify a name that is easy to
VPC identify.

Region AP-Singapore To achieve lower network
latency, select the region
nearest to you.

AZ AZ2 -

Subnet 10.0.0.0/24 Select a subnet with sufficient
network resources.

Subnet subnet-drs01 Specify a name that is easy to

name identify.

RDS RDS rds-mysql-src Specify a name that is easy to
(source | instance identify.

databas | name

e)

Region AP-Singapore To achieve lower network
latency, select the region
nearest to you.

DB engine MySQL 5.7 -

version

Instance Single A single instance is used in this

type example.

To improve service reliability,
select a primary/standby
instance.

Storage SSD -

type

AZ AZ2 A single instance is used in this
example.

To improve service reliability,
create a primary and standby
instance and then locate them
in two different AZs.

Specificatio | General-purpose 4 | -

ns vCPUs | 8 GB

Source Gateway vpngw-src Specify a name that is easy to
VPN name identify.

Issue 17 (2025-09-05)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

113



Data Replication Service

Best Practices

2 Real-Time Migration

Categor | Subcategor | Plan Description
y y

Region AP-Singapore To achieve lower network
latency, select the region
nearest to you.

Virtual vpc-DRSsrc The value must be the same as

Private the VPC of the source RDS DB

Cloud (VPC) instance.

VPN vpn-src01 Specify a name that is easy to

connection identify.

name

Local subnet-drs01 The value must be the same as

Subnet the VPC subnet of the source
RDS instance.

Remote 123.60.251.207 Specifies the peer VPN gateway.

gateway This parameter is set to the
gateway address of the target
VPN. After the target VPN is
created, obtain the gateway
information.

Remote 172.16.0.0/24 Specifies the peer VPN gateway.

subnet The value is the subnet of the
destination VPN, which must be
the same as the subnet of the
VPC where the destination DDM
instance resides.

Destinati | VPC name vpc-DRStar Specify a name that is easy to
on VPC identify.

Region CN-Hong Kong To achieve lower network
latency, select the region
nearest to you.

AZ AZ1 -

Subnet 172.16.0.0/24 Select a subnet with sufficient
network resources.

Subnet subnet-drs02 Specify a name that is easy to

name identify.

DDM DDM ddm-drs-tar Specify a name that is easy to
(destinat | instance identify.

ion name

databas

e) AZ AZ1 You can select one or more AZs.

You are advised to create the
instance across different AZs to
improve service reliability.
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Categor | Subcategor | Plan Description
y y

Node General-enhanced | -

specification | 8 vCPUs | 16 GB

S

Nodes 1 A single node has high
availability risks. In practice, you
are advised to create at least
two nodes.

RDS RDS rds-ddmoO1 Specify a name that is easy to
instance | instance identify.

associat | name

ed with ) )

the Region CN-Hong Kong To achieve lower network
DDM latency, select the region
instance nearest to you.

DB engine MySQL 5.7 -

version

Instance Single A single instance is used in this

type example.

To improve service reliability,
select a primary/standby
instance.

Storage SSD -

type

AZ AZ1 A single instance is used in this
example.

To improve service reliability,
create a primary and standby
instance and then locate them
in two different AZs.

Specificatio | General-purpose 4 | -

ns vCPUs | 8 GB

Destinati | Gateway vpngw-tar Specify a name that is easy to
on VPN | name identify.

Region CN-Hong Kong To achieve lower network
latency, select the region
nearest to you.

Virtual vpc-DRStar The value must be the same as

Private the VPC of the destination DDM

Cloud (VPC)

instance.
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Categor | Subcategor | Plan Description
y y
VPN vpn-tar01 Specify a name that is easy to
connection identify.
name
Local subnet-drs02 The value must be the same as
subnet the VPC subnet of the
destination DDM instance.
Remote 123.60.236.84 Specifies the peer VPN gateway.
gateway In this example, this parameter
is set to the gateway address of
the source VPN. After the source
VPN is created, the gateway
address is obtained.
Remote 10.0.0.0/24 Specifies the peer VPN gateway.
subnet The value is the subnet of the
source VPN, which must be the
same as the subnet of the VPC
where the source RDS for
MySQL instance is located.
DRS Task name DRS-MySQLToDDM | Specify a name that is easy to
migratio identify.
n task
Source DB MySQL In this example, the source is an
engine RDS for MySQL instance on
Huawei Cloud.
Destination | DDM In this example, the destination
DB engine database is DDM.
Network VPN In this example, VPN is used.
type

2.9.3 Operation Process

Figure 2-74 shows the process of creating an RDS for MySQL instance and
synchronizing data from an RDS for MySQL instance to DDM.
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Figure 2-74 Flowchart

CreateaVPCand a
security group for the source
DB.
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security group for the
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Create a DRS migration
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Confirm the task execution
results.

Prepare an |
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task and confirm
the results.

2.9.4 Preparing for the Source RDS for MySQL Instance

2.9.4.1 Creating a VPC and Security Group

Create a VPC and security group for an RDS for MySQL instance.

Creating a VPC

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner of the management console and select AP-

Singapore.

Step 3 Under the service list, choose Networking > Virtual Private Cloud.
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The VPC console is displayed.
Step 4 Click Create VPC.

Basic Information

Region 9 !
Name vpe-DRSsrc
P4 CIDR Block Wb o [lu -

0/8-24 (Select) 17216.00/12-24 (Select) 192.168.0.0/16-24 (Select)

The CIDR block 10.0.0.0/24 overlaps with a CIDR block of another VPC in the current region. If you intend to enable communication befween VPCs or between a VPC

Advanced Settings v

Default Subnet
AL v 0@
Name subnet-drs01
[Pvé CIDR Block ' ' ' [l v (@) Aalable P Addresses: 251
1Pyt CIDR Block table ()

Associated Route Table Default (9)

Advanced Settings v Gateway | DNS Server Address | NTP Server Address | DHCP Lease Time

Step 5 Configure parameters as needed and click Create Now.
Step 6 Return to the VPC list and check whether the VPC is created.

If the VPC status becomes available, the VPC has been created.

--—-End

Creating a Security Group

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select AP-
Singapore.
Step 3 Under the service list, choose Networking > Virtual Private Cloud.

The VPC console is displayed.
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Step 4 In the navigation pane, choose Access Control > Security Groups.
Step 5 Click Create Security Group.

Step 6 Configure parameters as needed.

Create Security Group

Name sg-DRS01

Template General-purpose web server ¥

Show Default Rule

Step 7 Click OK.

Step 8 Return to the security group list and click the security group name (sg-DRS01 in
this example).

Step 9 Click the Inbound Rules tab, and then click Add Rule.
Summary Outbound Rules Associated Instances

Fast-Add Rule Allow Common Ports bound Rules: @ Learn more about security group configurat

Step 10 Configure an inbound rule to allow access from database port 3306.
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Add Inbound Rule Learn more about security group configuration

© Inbound rules allow incoming traffic to instances associated with the security group.

Security Group  5g-DRS01

can import multiple rules in a batc

Priority (@ Action Protocol & Port (2 Type Source (@) Description Operation
TCP - 1P address -
Allow = IPvd v Operation +
3306 0.0.0.0/0
@ Add Rule

--—-End

2.9.4.2 Creating an RDS for MySQL Instance

Create an RDS for MySQL instance and construct test data.

Creating an Instance

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner of the management console and select AP-
Singapore.

Step 3 Under the service list, choose Databases > Relational Database Service.
Step 4 Click Buy DB Instance.

Step 5 Configure the instance name and basic information.

Billing Mode Yearly/Monthly ®

Region (
h othe eic a fork comnecton ! o
DB Instance Name rds-mysghsrc @
f you buy multiple DB instances at atime, they will be named with four digits appended in the format "DB instance name-SN" For example, if the DB instance name is instance, the first instance will be named as instance-0001, the second as instance-0002, and 50 0
DB Engine MySQL PostgreSQL Wicrosoft SQL Server Learn more
DB Engine Version a0 56
We recommend hat you se GaussDBi(for MySQL. I s 100% compatibe wth MySQLand provids 128 TE massive torage. Trere s no need to deal with shrding and there i itually norisk of ita los.
DB Instance Type () Primary/Standby “
Single-node archtectur and sutable for developng and tsting of miosies, arl small- and medium-sized nterpise, o for learing abou: RDS.

Storage Type (Cloud SSD Learn more
N arb a3 ans

Time Zone UTC+08:00 Befjing, Chongging, Hong K. v

Step 6 Configure instance specifications.
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VCPU | Memory. Maximum Connections

2vCPUs |4 GB 1500
2vCPUs |8 GB 2500
® svcpus|sce 2500

4CPUS | 16 GB 5000

5000 1338]26756  Not supporte

Step 7 Select a VPC and security group for the instance and configure the database port.

The VPC and security group have been created in Creating a VPC and Security

(0]
Pc @ VpeDRSSIC c !
el D tan te the VPC le
o P 3306
Security Group @ sg-DRS01

Ensure that port 3306 of the security group allows t

Security Group Rules v Add |

Step 8 Configure the instance password.

Administrator root
Administrator Password

Confirm Password

Step 9 Click Next.

Step 10 Confirm your settings.
e To modify your settings, click Previous.
e If you do not need to modify your settings, click Submit.

Step 11 Return to the instance list.

If the instance status becomes available, the instance has been created.

--—-End

Generating Test Data

Step 1 Log in to the management console.

Step 2 Click D in the upper left corner of the management console and select AP-
Singapore.
Step 3 Under the service list, choose Databases > Relational Database Service.

Step 4 Select an RDS instance and choose More > Log In.
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Step 5 In the dialog box that is displayed, enter the username and password of the
instance and click Test Connection.

Step 6 After the connection is successful, click Log In to log in to the RDS instance.

Step 7 Click Create Database to create the db_test database.

Create Database

Mame db_tes

Character Set utidmb4

o Cancel

Step 8 Run the following statements in db_test to create table table3_:

CREATE TABLE “db_test™."table3_" (
*Column1™ INT(11) UNSIGNED NOT NULL,
“Column2” TIME NULL,

“Column3® CHAR NULL,
PRIMARY KEY (‘Column1~)

) ENGINE = InnoDB
DEFAULT CHARACTER SET = utf8mb4
COLLATE = utf8mb4_general_ci;

SQL Preview
CREATE TABLE "db_test . table3_’
“Columnl® INT(11) UNSIGNED NOT NULL,
“Column2™ TIME MULL,
“Column3™ CHAR NUL

L,
PRIMARY KEY (" Columnl”

ENGINE = InnoDB

DEFAULT CHARACTER SET = utfEmbd
COLLATE = utf8mb4_general_ci;

Step 9 Run the following statements in table table3_ to insert three lines of data:

INSERT INTO “db_test".table3_" (‘Column1’,"Column2’,"Column3~) VALUES(1,'00:00:11','a');
INSERT INTO “db_test".table3_" (‘Column1’,"Column2’,"Column3~) VALUES(2,'00:00:22','b");
INSERT INTO “db_test".table3_" (‘Column1’,"Column2’,"Column3~) VALUES(5,'00:00:55','e');
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SQL Preview

INSERT INTO “db_test.w
INSERT INTO “d
INSERT INTO “d

_" ("Columnl’, Column2” , Column3’ | VALUES 1,'@@:28:11','a"
" ("Columnl’, Columnz®,”Column3® ) VALUES 2,'@@:88:22','b"
" ("Columnl’, Column2” , Column3” | VALUES 5, '@@:28:55','s"

--—-End

2.9.5 Preparing for the Destination DDM Instance

2.9.5.1 Creating a VPC and Security Group

Create a VPC and security group to prepare network resources and security groups
for the destination DDM instance.

Creating a VPC

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select CN-Hong
Kong.

Step 3 Under the service list, choose Networking > Virtual Private Cloud.
The VPC console is displayed.

Step 4 Click Create VPC.
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Basic Information

Region 0
Name pc-DRStar
1Pv4 CIDR Block % -0 ,“J u -
elect (Select) le

Advanced Settings -
Default Subnet

A7l aH0)
Name subnet-drs02
[P CIDR Block : : : [l ~ @A-raaa.e\PAcc*esses:zi’
[Pyt CIDR Block fnable (3)
Assotiated Route Table Defallt (7)
Advanced Settings v Gateway | DNS Server Address | NTP Server Add DHCP Lease Time

Step 5 Configure parameters as needed and click Create Now.
Step 6 Return to the VPC list and check whether the VPC is created.
If the VPC status becomes available, the VPC has been created.

----End

Creating a Security Group

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select CN-Hong
Kong.

Step 3 Under the service list, choose Networking > Virtual Private Cloud.
The VPC console is displayed.
Step 4 In the navigation pane, choose Access Control > Security Groups.

Step 5 Click Create Security Group.
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Step 6 Specify the security group name and other information, and click OK.

Create Security Group

MName sg-DRS02

Template General-purpose web server -
Descrip

how Default Rule ~

--—-End

2.9.5.2 Creating a DDM Instance

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select CN-Hong
Kong.

Step 3 Click Service List on the left and choose Databases > Distributed Database
Middleware.

Step 4 On the displayed page, in the upper right corner, click Buy DDM Instance.

Step 5 Specify the instance information and specifications as required.
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Billing Mode Yearly/Monthly @

Region C v 3

AZ cn-north-4a cn-north-4b AZT (D

Instance Name ddm-drs-tar @

Time Zone UTC+08:00 Beljing, Chong... ¥

Node Class Kunpeng general computing-plus ®@
CPU/Memory

® 8vCPUs| 16 GB
16 VCPUs | 32 GB

32vCPUs | 64 GB

Instance Nodes 1 +

Selecting at least 2 nodes is recommended because a single node cannot provide the same level of availability.

Step 6 Select a VPC and security group for the instance and configure the database port.

The VPC and security group have been created in Creating a VPC and Security
Group.

cam more &

Step 7 After the configuration is complete, click Next at the bottom of the page.

Step 8 Confirm your settings.
e To modify your settings, click Previous.
e If you do not need to modify your settings, click Submit.

Step 9 To view and manage the instance, go to the Instances page.

The default database port is 5066 and cab be changed after a DDM instance is
created. If the status of the instance is Running, the instance has been created.

--—-End

2.9.5.3 Creating an RDS for MySQL Instance
Create an RDS for MySQL instance associated with the DDM instance.

Procedure

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select CN-Hong
Kong.
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Step 3 Under the service list, choose Databases > Relational Database Service.

Step 4 Click Buy DB Instance.

Step 5 Configure the instance name and basic information.

Biling Mode Yezrly/Monthly 2ay-per-lse 6]

Region ( " v

DB Intance Neme 5401 0

nded Inthe format 'DB instance name-S\".For example i the DB stance name i nstance, the frst instance wil b2 named as nstance-0001, e second as nstance-0002, andso 0

DB Engire m PostgreSQL Mirosoft SQL Server—Lzam more apout DB engines and versions. There s  mitectime offrfor GaussDBfor Redis). Using GatssDB(or Redis) wh 306 hilpsyou rciuce coss by storing hot anc cold dat separataly.

DB Engine Version &0 56

mmend that you use GaussDB(for MySGL). It & 100% compatible with MySQL and provides 128 T3 mass

DBInstance Type () Primary/Standzy “

Sterage Type Cloud SSD Learm more abaut storace t
A ATl a-nrt-d a-north-4c

Time Zore UTC030) Befjag, Chongaing, Hong .. =

Step 6 Configure instance specifications.

VCPU | Memory Maximum Connections TS/QPS @D IPvE

2vCPUS| 4GB 1500 33416673 Not supported

2vCPUS| 8 GB 2500 552111039 Not supported
® 4vcpus|sce 2500 75615122

4VCPUs | 16.GB 5000 1,062 21,26

8VCPUS| 32GB 10000 2117142335 Not supported

£VCPUS 16,68 (Seld 0y 5000 1338|2675  Not supported

General-purpose | 4 VCPUS | 8 GB, Maximum Connections: 2500, TPS/QPS: 756 | 15122

Disk Encryptior Disable. Enable 6]

Step 7 Select a VPC and security group for the instance and configure the database port.

The VPC and security group have been created in Creating a VPC and Security

Group.

/\ CAUTION

The RDS for MySQL instance must be in the same VPC and subnet as your DDM

instance.

@ Relationship among VPCs, subnets, security groups, and DB instances
e @ Vpe-DRstar v vl c
After the RDS instance s created, the VPC cannot te with ther by default. If e veC

Database Port 3306

Security Group (3 sg-DRS02 v | C view Security Group

Ensure that port 3306 of the security group allows traffic from your server IP address to the DB instance.

Security Group Rules + Add Inbound Rule
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Step 8 Configure the instance password.

Administrator root
Administrator Password

Confirm Password

Step 9 Click Next.

Step 10 Confirm your settings.
e To modify your settings, click Previous.
e If you do not need to modify your settings, click Submit.

Step 11 Return to the instance list.
If the instance status becomes available, the instance has been created.

--—-End

2.9.5.4 Creating a Schema and Associating It with the RDS for MySQL
Instance

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner of the management console and select CN-Hong
Kong.

Step 3 Click Service List on the left and choose Databases > Distributed Database
Middleware.

Step 4 On the Instances page, locate the required DDM instance and click Create
Schema in the Operation column.

Step 5 On the displayed page, specify a sharding mode, enter a schema name, set the
number of shards, select the required DDM accounts, and click Next.

In this example, the schema is unsharded, and the schema name is db_test.

/A\ CAUTION

Currently, only data can be migrated from the source RDS for MySQL database to
the destination DDM instance. Source table structures and other objects cannot be
migrated, so you need to create schemas in the destination database based on the
table structure of the source database.
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chema Name db_test ®

Data Nodes

RDS for MySQL 5.7 RDS for MySQL 8.0 GaussDB (for MySQL)

Name Status Connection Address DB Engine

rds-ddmo1 Running 72.16.0.188:3306 MySQL 5.7

2.9.5.5 Creating a DDM Account

Step 1 Log in to the management console.
Step 2 Click 9 in the upper left corner of the management console and select CN-Hong
Kong.

Step 3 Click Service List on the left and choose Databases > Distributed Database
Middleware.

Step 4 On the Instances page, click the target instance name.
Step 5 In the navigation pane, choose Accounts.

Step 6 On the displayed page, click Create Account and configure the required
parameters.

For details about the permissions required by the DDM account, see Precautions
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Step 7

Create Account

Username ddm_user @
Password
Confirm Pa d

T b_te -
Permissions All

CREATE DROP ALTER INDEX INSERT DELETE
UPDATE SELECT

Click OK.
--—-End

2.9.5.6 Creating Table Structures in the Destination Database

Procedure

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Currently, only data can be migrated from the source RDS for MySQL database to
the destination DDM instance. Source table structures and other objects cannot be
migrated, so you need to create table structures and indexes in the destination
database based on the table structures of the source schema. Objects that are not
created in the destination database are not to be migrated. For more constraints,
see Before You Start.

Log in to the management console.

Click 0 in the upper left corner of the management console and select CN-Hong
Kong.

Click Service List on the left and choose Databases > Distributed Database
Middleware.

On the Instances page, locate the required instance and click Log In in the
Operation column.

On the displayed page, enter the username and password created in Creating a
DDM Account, and then click Test Connection.

After the connection is successful, click Log In to log in to the DDM instance.
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Step 7 Click the db_test schema created in Creating a Schema and Associating It with
the RDS for MySQL Instance.

Step 8 Run the following statements in database db_test to create table table3_ with the
same structure as the source table:

CREATE TABLE “db_test™."table3_" (
*Column1™ INT(11) UNSIGNED NOT NULL,
‘Column2® TIME NULL,

*Column3® CHAR NULL,
PRIMARY KEY (*Column1~)

) ENGINE = InnoDB
DEFAULT CHARACTER SET = utf8mb4
COLLATE = utf8mb4_general_ci;

SQL Preview

“Column3™ CHAR NULL,

PRIMARY KEY (" Columnl”

ENGINE = InnoDB

DEFAULT CHARACTER SET = utf8mbd
COLLATE = utf8mb4_general_ci;

--—-End

2.9.6 Creating and Configuring a VPN

2.9.6.1 Creating a VPN for the Source Database

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner of the management console and select AP-
Singapore.

Step 3 Click Service List in the upper left corner. Under Networking, select Virtual
Private Network.

Step 4 In the navigation pane on the left, choose Virtual Private Network > VPN
Gateway.

Step 5 On the VPN Gateways page, click Buy VPN Gateway.

Step 6 Configure the required parameters.
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 Billng Mode YearlMonthly 0

A VPN connection must be purcha

ogether vith the VPN gateway. The VPN conection and the gateway will be bild on 3 pay-pe-use basis

* Region - v

Regionsare geographlc areas slated flom each

*Name Vpngu-sIC

*VRC WpeDRsIC v | C CeateVRC

#Biled By Banduidth

# Bandwidth (b n 0 20 5 00 00 30 @

/\ CAUTION

The VPC connected to the VPN gateway must be the same as the VPC of the
source RDS for MySQL instance, that is, the VPC created in Creating a VPC and
Security Group.

Step 7 Specify the VPN connection information as prompted and click Buy Now.

VPN Connection
* Name wpn-src0l

VPN Gateway Vpngw-sic

* Local subnet  (3) Specify CIDR block
subnet-drs01 (100 | c
* Remote Gateway 72 -0 [ 0 @
* Remote Subnet (3) 172.16.0.0/24
Using 10064
psk @
* Confirm PSK
* Advanced Settings Custom [6)
Default policy settings now include stronger encryption for enhanced security. The default IKE policy, encryption and BH algorithms (IKEV1, Group 5, and SHAT) are now IKEV2, Group 14, and SHA2-256
IKE Policy IPsec Policy
Authentication Algorithm  SHA2-256 Authentication Algorithm ~ SHA2-256
Encryption Algorithm AES-128 Encryption Algorithm AES-128
DH Algorithm Group 14 P @ DH Group 14
Version 2 Transfer Pratocol ESP
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Step 8

/A\ CAUTION

e The local subnet must be the same as the subnet of the VPC where the source
RDS for MySQL DB instance is located, that is, the subnet created in Creating a
VPC and Security Group.

e The remote gateway and remote subnet are the gateway and subnet of the

target VPN. The target VPN has not been created. You can enter any value and
change it after the target VPN is created.

After the VPN gateway is created, view its information in the VPN gateway list.
The status of the VPN gateway is Not connected. When a VPN connection uses
this VPN gateway, the VPN gateway enters the Normal state.

LocalSubnet @ Remote Gateway Remote Subret. @)

aaaaaaaa

©

User Guide

2.9.6.2 Creating a VPN for the Destination Database

Step 1

Step 2

Step 3

Step 4

Step 5
Step 6

Log in to the management console.
Click 9 i the upper left corner of the management console and select CN-Hong
Kong.

Click Service List in the upper left corner. Under Networking, select Virtual
Private Network.

In the navigation pane on the left, choose Virtual Private Network > VPN
Gateway.

On the VPN Gateways page, click Buy VPN Gateway.

Configure the required parameters.

Bling Moce Yeatyortly T ()

Regon

me -t

(18 VpeDRStar v | C CeateVRC

Hiled gy Bandwidth
Bandwidth (Mhits) n n 2 % 0 M 30 @
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/A\ CAUTION

The VPC connected to the VPN gateway must be the same as the VPC of the
destination DDM instance, that is, the VPC created in Creating a VPC and
Security Group.

Step 7 Specify the VPN connection information as prompted.

VPN Connection

e

KE Policy

/A\ CAUTION

e The local subnet must be the same as the subnet of the VPC where the
destination DDM instance is located, that is, the subnet created in Creating a
VPC and Security Group.

e The remote gateway and remote subnet are the gateway and subnet of the
source VPN. Configure the parameters based on the information about the VPN
created in Creating a VPN for the Source Database.

--—-End

2.9.6.3 Modifying the VPN Configuration for the Source Database

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner of the management console and select AP-
Singapore.

Step 3 Click Service List in the upper left corner. Under Networking, select Virtual
Private Network.

Step 4 In the navigation pane on the left, choose Virtual Private Network > VPN
Connections.

Step 5 On the VPN Connections page, locate the row that contains the VPN connection
created in Creating a VPN for the Source Database and click Modify in the
Operation column.
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Step 6 On the Modify VPN Connection page, change the values of Remote Gateway
and Remote Subnet.

Modify VPN Connection

Basic Information

Name vpn-src0 Remote Gateway 123 . 60 . 251 . 207

Local Subnet () Specify CIDR block Remote Subnet (7) 172.16.0.0/24

subnet-drs01(10.0....

Advanced Settings v

/A\ CAUTION

The remote gateway and remote subnet are the gateway and subnet of the
destination VPN. Configure the parameters based on the information about the
VPN created in Creating a VPN for the Destination Database.

Step 7 After the configuration is complete, view the VPN gateway information in the list.
The VPN gateway status is Normal.

--—-End

2.9.7 Creating a DRS Migration Task

Create a DRS migration task to migrate data from RDS for MySQL databases in
different regions to DDM.

Pre-Migration Check
Before creating a migration task, check the migration environment.
This section describes how to migrate data from a MySQL database to DDM. For
details, see Before You Start.

Creating a Migration Task

Step 1 Log in to the management console.

Step 2 Click D in the upper left corner of the management console and select CN-Hong
Kong.

Step 3 Under the service list, choose Databases > Data Replication Service.
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Step 4 In the upper right corner, click Create Migration Task.
Step 5 Configure the required parameters.

1. Specify a migration task name.

Region X

Regions are geographic areas isoizted rom each other. Resources are region-specfic and cannot be used across regions trough intemal netvork connectons. For low nefork
Iatency and quick resource access, selectthe nearest region

Project
Tack Name DRS-747 ®
Description @

2. Configure replication instance details as needed.

Select the DDM instance created in Creating a DDM Instance as the
destination database.

Figure 2-75 Replication instance information

Replication Instance Details @

# Data Flow To the cloud Out of the cloud

# Source DB Engine m MySQL schema and lagic fable MengoDB Single-Node or Master/Standby Redis Redis cluster
# Deslination DE Engine.

* Network Type

unbind the EIP afler the task is complete.For details aboul the dala iransmission fee when an EIP is speciied. see the pricing details of the EIP service.

+ Replication Instance Subnet

% Migration Type

* Specify EIP

Step 6 Click Create Now.
It takes about 5 to 10 minutes to create a replication instance.

Step 7 Configure source and destination database information.

1. Configure the source database information and click Test Connection. If a
successful test message is returned, the database is connected.

Source Database

System databases, Users, parameters, and jobs will not be migrated. You need to manually import users and jobs to the destination database and configure parameters in parameter templates of the destination database.

IP Address or Domain Name

Port 3306
Database Usemame root
Database Password £

SSL Connection

Test Connection Test successful

2. Configure destination database information and click Test Connection. If a
successful test message is returned, the database is connected.
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Destination Database

DB Instance Mame ddm-drs-tar ( )
atabase Username ddm_user
atabase Password &
Test Connection Test successful

Step 8 Click Next.

Step 9 On the Set Task page, configure migration objects.
e Migrate Object: Select Tables.

Step 10 Click Next. On the Check Task page, check the migration task.

e If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

e If all check items are successful, click Next.
Step 11 Click Submit.

Return to the Online Migration Management page and check the migration task
status.

It takes several minutes to complete.

Task NamellD = Status Delay @ Charging Data Flow DBEngine = Migrafion Type Creafed |= Nefwork...  Descript..  Operation

DRSHSQLToDDM
Starting - Tothecloud  MySQLDDM Fulleincremental — Apr 12, 2022 16:17.51 GMT... VPN or Stop

If the status changes to Full migration, the migration task has been started.

(1 NOTE

e For migration from MySQL to DDM, full migration and full+incremental migration
modes are supported.

e If you create a full migration task, the task automatically stops after the full data is
migrated to the destination.

e If you create a full+incremental migration task, a full migration is executed first. After
the full migration is complete, an incremental migration starts.

e During the incremental migration, data is continuously migrated so the task will not
automatically stop.

----End

2.9.8 Confirming Migration Results

You can use either of the following methods to check the migration results:

1. DRS compares migration objects and data and provides comparison results.
For details, see Viewing Migration Results on the DRS Console.
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2. Log in to the destination side to check whether the databases, tables, and
data are migrated. Confirm the data migration status. For details, see
Viewing Migration Results on the DDM Console.

Viewing Migration Results on the DRS Console

Step 1
Step 2
Step 3
Step 4

Step 5

Step 6

Step 7

Log in to the management console.

click 9 in the upper left corner of the management console and select CN-Hong
Kong.

Under the service list, choose Databases > Data Replication Service.
Click the DRS instance name.
In the navigation pane on the left, choose Migration Comparison.

Click the Object-Level Comparison tab and check whether some objects are
missing.

Click Compare. After the comparison is complete, view the comparison results.

< DRS-MySQLToDDM © Feetvack [ viewwetic

efore You Start ~

Choose Data-Level Comparison and check whether the number of rows of
migrated objects is consistent.

1. Click Create Comparison Task.
2. In the displayed dialog box, select the comparison type, time, and object.

X
Create Comparison Task

@ Select All © Select All

db_test database

3. After the comparison task is complete, view the data comparison results.
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DRS-MySQLToDDM

Before You Start ~

4. To view the comparison details, click View Results next to the comparison

task.

DRS-MySQLToDDM View Results

Consistont

Details db_test - db_test a

--—-End

Viewing Migration Results on the DDM Console

Step 1

Step 2

Step 3

Step 4

Step 5
Step 6
Step 7

Log in to the management console.
Click Y i the upper left corner of the management console and select CN-Hong
Kong.

Click Service List on the left and choose Databases > Distributed Database
Middleware.

Locate the DDM instance and click Log In in the Operation column.

Q[ searcntymg v | [C| [T

Operation

nnnnnnnnnnnnnnnnnnnnnnnnn

In the dialog box that is displayed, enter the password and click Test Connection.
After the connection is successful, click Log In.

Check whether the databases and tables of the source instance have been
migrated.

--—-End

2.10 From MySQL Schema and Logic Table to DDM

2.10.1 Overview

Scenarios

Traditional databases are expensive and difficult to maintain. These deficiencies
are some of the driving forces behind cloud migration. This section describes how

Issue 17 (2025-09-05) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 139


https://console-intl.huaweicloud.com/?locale=en-us

Data Replication Service

Best Practices 2 Real-Time Migration

to use DRS to migrate MySQL shards and tables to a DDM instance on Huawei

Cloud.

Solution Architecture

In this example, DDS shards and tables are associated with two MySQL instances

at the source side, and a DDM instance is associated with two RDS MySQL

instances at the destination side. Source data is migrated to the destination
through a DRS instance, and source data is continuously synchronized before the
incremental synchronization task is manually stopped. Figure 2-76 shows the

overall deployment architecture.
Figure 2-76 Solution architecture

Extracting

_____ o

Data Replication Service (DRS)

Advantages

e The full+incremental migration mode is used to ensure that services are not

interrupted and data is not lost during data migration.

e DRS saves traditional database administrator (DBA) costs and hardware costs,

and supports on-demand pricing.
e A migration task can be set up within minutes.

2.10.2 Resource Planning

Table 2-39 Resource planning

Resource Name Description Quant
ity
Virtual vpc-src-172 | CIDR: 172.16.0.0/16 1
Private
Cloud (VPQC)
Source DDM | Autotest- e Specifications: 4 vCPUs | 8 GB 1
instance DDM- e Nodes: 2
SRC-001
e Schema: db_test_info
e Database user: test_info
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Resource Name Description Quant
ity
RDS DB Auto-ddm- | e DB instance type: single 1
Instance Single- e Database version: MySQL 5.7
associated SRC-001 .
with the e Specifications: General-enhanced 2
source DDM VCPUs [ 4 GB
instance e Storage type: ultra-high 1/O
Auto-ddm- | e DB instance type: single 1
Single- e Database version: MySQL 5.7
SRC-002 I
e Specifications: General-enhanced 1
vCPU | 2 GB
e Storage type: ultra-high 1/O
Destination | Autotest- e Specifications: 2 vCPUs | 8 GB 1
PDM DDM- e Nodes: 2
instance SRC-001 ,
e Schema: db_test_info
e Database user: test_info_tar
RDS DB Auto-tar- e DB instance type: single 1
Instance ddm-0001 | 4 patabase version: MySQL 5.7
associated .
with the e Specifications: General-enhanced 1
destination vCPU |2 GB
DDM e Storage type: ultra-high 1/O
instance - -
Auto-tar- e DB instance type: single 1
ddm-0002 | 4 patabase version: MySQL 5.7
e Specifications: General-enhanced 1
vCPU | 2 GB
e Storage type: ultra-high 1/O
DRS DRS-test- e Source DB engine: MySQL shards and 1
replication info tables
Instance e Destination DB engine: DDM
e Network type: public network
2.10.3 Process
Figure 2-77 shows the main operation flowchart.
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Figure 2-77 Flowchart

User

Construct data before the
migration.

Prepare for the destination
DDM instance.

Migrate databases.

Verify the data after the
migration.

Table 2-40 Migration process

No. | Procedur | Description
e
1 Construct | Before the migration, construct data in the source database
ing Data | so that you can check whether the migration is successful
Before after the migration.
the
Migratio
n
2 Preparing | 1. Creating a VPC and Security Group: Prepare network
for the resources for creating an instance.
Destinati | 5 creating a DDM Instance: Create a destination DDM
on DDM instance.
Instance .
3. Creating an RDS for MySQL Instance: Create an RDS for
MySQL instance associated with the DDM instance.
4. Creating a DDM Account: Create an account for
connecting to the DDM schema.
5. Creating a Schema and Associating It with the RDS for
MySQL Instance: Associate DDM with an RDS for MySQL
instance.
6. Creating Table Structures in the Destination Database:

Create a table structure in the destination database for
data migration.
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No.

Procedur | Description
e

g migration process.
Database
S

Migratin | Describe how to create a DRS migration task and the overall

Verifying | Verify the data migration results by comparing data.
Data
After
Migratio
n

2.10.4 Procedure

2.10.4.1 Constructing Data Before the Migration

Before the migration, you need to construct some data types in the source
database for data verification after the migration.

Prerequisites

You

have obtained the IP address, port, username, and password of the source

instance.

Procedure

Step 1 Use

the database connection tool to connect to the IP address of the source

database.

Step 2 Construct data in the source database based on the supported data types.

1.
2.

Log in to the source database.
Open a schema to be migrated.
The schema used in this practice is db_test_info.

Clear the previous table information in the db_test_info schema to ensure
that data can be created successfully.

drop table if exists db_test info_ 007,

db_test_info_001 is the name of the table created in this practice. Replace it

as required.

Create a data table.

create table db_test info 007(
column19 TIMESTAMP ,
column18 VARCHAR(256) ,
column11 DATETIME ,
column10 ENUM('a','b','c") ,

Issue 17 (2025-09-05)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

143



Data Replication Service
Best Practices 2 Real-Time Migration

column13 FLOAT(2,1) ,
column12 YEAR,
columni15 VARCHAR(64) not null,
column14 DOUBLE(2,1) ,
columni17 INT,
column16 LONGTEXT ,
column20 TIME ,
column21 BIT(8) ,
column22 LONGBLOB ,
column23 MEDIUMINT ,
column24 VARCHAR(20) ,
column9 DECIMAL(2,1) ,
column8 VARCHAR(1024) ,
column5 SMALLINT,
column4 DATE ,
column7 VARCHAR(32) ,
column6 SET('hehe','xixi','haha") ,
column1 char(1) ,
column0 MEDIUMINT ,
column3 BIGINT ,
column2 TINYINT,
primary key(column19,columni1,column17)
)

5. Insert records into the table.

insert into

db_test_info 001 (column19,column11,column10,column1,column24,colu
mn15,column23,column0,column8) values('2019-07-24
14:08:58',now(),'A',(RAND()*10000000),
(RAND()*10000000),'db_test_info_001',(RAND()*10000000),
(RAND()*1000000),'a");

insert into
db_test_info_001(column19,column11,columni17,column10,column1,colu
mn24,column15,column23,columnO,column8) values(now(),now(),
(RAND()*10000000),'A',(RAND()*10000000),
(RAND()*10000000),'db_test_info_001',(RAND()*10000000),
(RAND()*1000000),'a');

insert into
db_test_info_001(column19,column11,column17,column10,column1,colu
mn24,column15,column23,column0,column8) values(now(),now(),
(RAND()*10000000),'A',(RAND()*10000000),
(RAND()*10000000),'db_test_info_001',(RAND()*10000000),
(RAND()*1000000),'a");

insert into
db_test_info_001(column19,column11,column17,column10,column1,colu
mn24,column15,column23,column0,column8) values(now(),now(),
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(RAND()*10000000),'A',(RAND()*10000000),
(RAND()*10000000),'db_test_info_001',(RAND()*10000000),
(RAND()*1000000),'a');

6. Query the results.
select * FROM db_test_info 001;

--—-End
2.10.4.2 Preparing for the Destination DDM Instance

2.10.4.2.1 Creating a VPC and Security Group
This section describes how to create a VPC and security group for the instance you

will create.

Prerequisites

e You have registered with Huawei Cloud and completed account
authentication.

e  Your account balance is greater than or equal to $0 USD.

Creating a VPC

Step 1 Log in to the Huawei Cloud console.

Step 2 Click 9 in the upper left corner and select a region and a project.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private
Cloud.

The VPC console is displayed.
Step 4 Click Create VPC.

Basic Information

Region Q CN North-Beijing1
Name vpe-01
CIDR Block 192 168 16

(Select) (Select) (Select)

Enterprise Project v | C Create Enterprise Project @

Advanced Settings  «
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Default Subnet

AZ AZ3 - | ®

Name subnet-1dde

CIDR Block . . 0 . 24 v @ Available IP Addresses: 251
Associated Route Table Default @

Advanced Settings v Gateway DNS Server Address DHCP Lease Time

@ Add Subnet

Step 5 Configure parameters as needed and click Create Now.
Step 6 Return to the VPC list and check whether the VPC is created.
If the VPC status becomes available, the VPC has been created.

--—-End

Creating a Security Group

Step 1 Log in to the Huawei Cloud console.

Step 2 Click 9 i the upper left corner and select a region and a project.

Step 3 Under the service list, choose Networking > Virtual Private Cloud.
The VPC console is displayed.

Step 4 Choose Access Control > Security Groups.

Step 5 Click Create Security Group.

Step 6 Configure parameters as needed.
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Create Security Group

* Name sg-01
* Enterprise Project default v | C Create Enterprise Project @
* Template General-purpose web server v

Description

Show Default Rule ~

o

Step 7 Click OK.
Step 8 Return to the security group list and click security group name sg-01.

Step 9 Click the Inbound Rules tab, and then click Add Rule.

Summary | ngound Rules | Outbound Rules  Associated Instances

AddRu || FastAdd Rl low Commen Pots | g Rules: 3 Leam more ot s ty qroup confguraton

Step 10 Configure an inbound rule and add the IP address of the source database.

Issue 17 (2025-09-05) Copyright © Huawei Cloud Computing Technologies Co., Ltd.

147



Data Replication Service
Best Practices 2 Real-Time Migration

Add Inbound Rule Learn more about security group configuration.

ﬂ Inbound rules allow incoming traffic to instances associated with the security group.

Security Group  cse-engine-7f33

‘ou can import multiple rules in a batch

Protocol & Port @ Source @ Description Operation
TCp v IP address v
Operation v
® Add Rule

“ Cancel

--—-End

2.10.4.2.2 Creating a DDM Instance

This section describes how to create a DDM instance as the destination database
for the migration task.

Step 1 Log in to the Huawei Cloud console.

Step 2 Click D in the upper left corner and select a region and a project.

Step 3 Click the service list icon on the left and choose Databases > Distributed
Database Middleware.

Step 4 On the displayed page, in the upper right corner, click Buy DDM Instance.

Step 5 Specify a node class and other information.

Billing Mode Yearly/Monthly @

Region ‘ N0

A a7l a2 | Al | ad @

Instance Name ‘ Autotest-DOM-TAR-001 ‘ @
Time Zone UTC+08:00 Beijing, Chong... v

Node Class General-enhanced Kunpeng general computing-plus @
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Step 6 Select a VPC and security group for the DB instance and configure the database

port.

The VPC and security group have been created in Creating a VPC and Security

Group.

Step 7 After the configuration is complete, click Next at the bottom of the page.

Step 8 Confirm your settings.
e To modify your settings, click Previous.

e If you do not need to modify your settings, click Submit.

Step 9 Go to the Instances page to view and manage the instance.

The default database port is 5066 and cab be changed after the instance is
created. If the status of the instance is Running, the instance is created.

--—-End

2.10.4.2.3 Creating an RDS for MySQL Instance

Create an RDS for MySQL instance and associate it with the DDM instance.

Procedure

Step 1 Click 0 in the upper left corner and select a region.

Step 2 Under the service list, choose Databases > Relational Database Service.

Step 3 Click Buy DB Instance.

Step 4 Configure the instance name and basic information.

Region v

eographic areas isolated from each other. Resources are region-specific and cannot be used across regions thrc

DB Instance Name | Auto-tar-ddm-0001| ‘ @

f you buy multiple DB in

0001, the second as insta

DB Engine Version 80 56

DB Instance Type @

time, they will be named with four digits appended in the format "DB instance name-

Single-node architecture is cost-effective and suitable for developing and testing of microsites, and small- and medium-size

Storage Type Cloud SSD Learn more

% I
&

AZ AZ7 cn-north-4b

Time Zone UTC+08:00 Beijing, Chongging, Hong K.. ¥

cn-north-4c
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Step 5 Configure instance specifications.

Instance Class General-purpose  RSYRIS

VCPU | Memory Maximum Connections TPS/QPS @ 1Pv6

2vCPUs | 4 GB 1,500 33416673  Not supported
‘é‘ 2vCPUs | 8 GB 2,500 552[11,039  Not supported

4vCPUs |8 GB 2,500 75615122 Not supported

4vCPUs | 16 GB 5,000 106221249 Not supported

8vCPUs | 16 GB 5,000 133826756  Not supported

8vCPUs | 32 GB 10,000 2117142335  Not supported

Specifications  General-purpose | 2 vCPUs | 8 GB, Maximum Connections: 2500, TPS/QPS: 552 | 11039

40 GB

Storage Space (GB) () € |+ @
40 800 1,550 2,300 4,000

provides free backup storage space of the same size as your purchased storage space. After the free backup space s used up, charges are applied based on the OBS pricing details

Step 6 Select a VPC and security group for the DB instance and configure the database
port.

The VPC and security group have been created in Creating a VPC and Security
Group.

/\ CAUTION

The RDS for MySQL instance must be in the same VPC and subnet as the DDM
instance.

Step 7 Configure the instance password.

Administrator root
Administrator Password eep your p d secure. The

Confirm Password

Step 8 Click Next.

Step 9 Confirm your settings.
e To modify your settings, click Previous.
e If you do not need to modify your settings, click Submit.

Step 10 Return to the instance list.
If the instance status becomes Available, the instance is created.

Create another RDS DB instance based on the destination RDS DB instance
information in Resource Planning.

--—-End
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2.10.4.2.4 Creating a DDM Account

Step 1 Click 0 in the upper left corner and select a region.

Step 2 Click Service List on the left and choose Databases > Distributed Database
Middleware.

Step 3 On the Instances page, locate the required DDM instance and click its name.
Step 4 In the navigation pane, choose Accounts.
Step 5 On the displayed page, click Create Account and configure parameters as needed.

For details about the permissions required by the DDM account, see Precautions.
In this practice, select all permissions.

Create Account

Username test_info @
Password | esesseens

Confirm Password | ssesssess

Schema -

Permissions All
CREATE DROP ALTER INDEX INSERT DELETE
UPDATE SELECT

Description

Step 6 Click OK.
----End

2.10.4.2.5 Creating a Schema and Associating It with the RDS for MySQL Instance

Step 1 Click 0 in the upper left corner and select a region.

Step 2 Click Service List on the left and choose Databases > Distributed Database
Middleware.

Step 3 On the Instances page, locate the required DDM instance and click Create
Schema in the Operation column.

Step 4 On the displayed page, specify a sharding method, enter a schema name, set the
number of shards, select the required DDM accounts, and click Next.
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In this example, the schema is unsharded, and the schema name is db_test_info.

/A\ CAUTION

Currently, only data can be migrated from the RDS for MySQL to DDM. To migrate
table structures and other objects, you need to create schemas in the destination
DDM instance based on table structures of the source RDS for MySQL instance.

Sharded Unsharded
rds - 2 +
schema Name db_test_info @
Account tast_info_tar ddm_user ~|c
No accounts avallable. Create Account
Data Nodes @
RDS for MySQL 5.7 RDS for MySQL 8.0 GaussDB(for MySQL)

(] Name Status Connection Address DB Engine
Auto-Single-src-57-migration-group1 Running 92.168.152.224:3306 MySQL 5.7
Auto-Single-src-57-migration-low-0 Running 92.168.11.91:3306 MysQL 5.7
Auto-Ha-tar-57-readonly-migration Running 92.168.8223:3306 MysQL 5.7
Auto-single-tar-57-dr-multiwrite Running 92.168.161.115:3306 MysQL 5.7

Auto-tar-ddm-0001 Running 92.168.7.133:3306 MysQL 5.7

Auto-tar-ddm-0002 Running ©92.168.83.80:3306 MysQL 5.7

--—-End

2.10.4.2.6 Creating Table Structures in the Destination Database

Currently, DRS can only migrate data from the source instance to the destination
DDM instance. It cannot migrate table structures or other objects in the source
database. To migrate table structures and other objects, you need to create table
structures and indexes in the destination database based on table structures of the
source schema. Any source objects that have no corresponding objects created in
the destination cannot be migrated. For more constraints, see Before You Start.

Procedure

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region.

Step 3 Click Service List on the left and choose Databases > Distributed Database
Middleware.

Step 4 On the Instances page, locate the required instance and click Log In in the
Operation column.

Step 5 On the displayed page, enter the username and password created in Creating a
DDM Account, and click Test Connection.
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Step 6 After the connection is successful, click Log In to log in to the DDM instance.

Step 7 Click the db_test_info schema created in Creating a Schema and Associating It
with the RDS for MySQL Instance.

Step 8 Run the following SQL statements in database db_test_info to create table
db_test_info_001 with the same structure as the source:

create table db_test info 007(
column19 TIMESTAMP ,
column18 VARCHAR(256) ,
column11 DATETIME ,

column10 ENUM('a','b','c") ,
column13 FLOAT(2,1) ,

column12 YEAR,

column15 VARCHAR(64) not null,
column14 DOUBLE(2,1) ,
column17 INT,

column16 LONGTEXT ,

column20 TIME ,

column21 BIT(8) ,

column22 LONGBLOB ,

column23 MEDIUMINT ,
column24 VARCHAR(20) ,
column9 DECIMAL(2,1) ,
column8 VARCHAR(1024) ,
column5 SMALLINT,

column4 DATE,

column7 VARCHAR(32) ,
column6 SET('hehe','xixi','haha') ,
column1 char(1) ,

column0 MEDIUMINT ,

column3 BIGINT ,

column2 TINYINT,

primary key(column19,column11,column17)
)

----End
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2.10.4.3 Migrating Databases
Create a DRS instance and migrate table data from the source RDS for MySQL
database to the db_test_info schema of the DDM instance.

Pre-migration Check

Before creating a migration task, you need to manually check the migration
conditions for smooth migration.

Before the migration, see Before You Start.

Creating a Migration Task

Step 1 Log in to the Huawei Cloud console.

Step 2 Click 9 i the upper left corner and select a region.
Select the region where the destination instance is deployed.

Step 3 Click the service list icon on the left and choose Databases > Data Replication
Service.

Step 4 In the navigation pane on the left, choose Online Migration Management and
click Create Migration Task.

Step 5 Configure the replication instance information.
1. Select a region and project, and enter a task name.

Region © CN-North-Ulanga203

Regions are geographic areas isolated rom ezch other. For low nework latency and quick resource access, seecthe nearest region.

Project ON-Noth-Jlangab203

* Task Name DRS-7885

Replication Instance Details ©

— ovotbedon
—— =B

2. Configure the migration task type and select the destination instance and
subnet.

ace MySQLschema and ogic tabe MongoDe
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3. Click Create Now.

Step 6 Configure the source and destination instance information.

1. Enter the IP address, port number, username, and password of the source
database.

Click Test Connection.

Replication instance created successfully. View IP. To ensure network connectivity, add the IP to the whitelist of the source database middleware and each sharded database.

Source Database

Middleware IP Address or Domain Name 192.168.170.164

Port 5066

Middleware Username test_info

Database Password | eeseesees =

SSL Connection

DB Instance IP Address or Domain Name Port Username Password SSL Connection
192.168.23.97 3306 root || e =
192.168.81.18 3306 root || e =

Test Connection Test successful

2. Enter the username and password of the destination database.
Click Test Connection.

Destination Database

DB Instance Name Autotest-DDM-TAR-001 (192.168.240.55)

Database Username test_info_tar

Database Password N ©
Test Connection Test successful

3. Click Next. In the displayed box, read the message carefully and click Agree.

X
Notice

I acknowledge that the IP addresses, domain names, ports, usernames, and
passwords of involved databases will be temporarily collected and used in this
task. These items will be deleted after the task is deleted.

Agree Cancel

Step 7 Configure the synchronization task.

Select the databases and tables of the source database to be migrated. In this
practice, select the db_test_info_001 table in database db_test_info.
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Migrate Object

If any data in the source database changes, click the refresh button below
Move objects to be migrated from list of unselected objects on left side to the list of selected objects on right side.

® Select All © Select All

Q Q

5 ® db_test_info database

db_test_info_001 table

Step 8 Perform a pre-check.

1. After all settings are complete, perfor

migration is successful.

\'1) Create Replication Instanca

Basic Information

Task ID
Created

Destination Datebase Name

Check success rate

/= Configure Source and P
Yy tg — (3)set Task ockerk Task
= Uestination Uztabases =

b3be5afe-284b-43db-a61b-f0e1068]b107 Task Name DRS-test info
Jun 01,2022 15:06:34 GMT+08:00 Source Database Middleware P 192.168.170.164
Autotest-DOM-TAR-C01 Desination Database IP 192.168.240.55
8% All checks mus: pass before you can continue. If ary check requires confirmation, check and confirm the results bfore procseding te the next step.

m a pre-check to ensure that the

(5) Confirm Tat

2. If any check fails, review the cause and rectify the fault. Then, click Check

Again.
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3.

Check success rate  IIII—— 100% All checks must pass before you can continue. If any check requires confirmation, check and confirm the results before proceeding to the next step.

Check Item
Destination database storage space

Whether the destination database has sufficient storage space

Database parameters

Whether the AUTO_INCREMENT values of the destination database tables are too small

Whether primary keys and shard keys are consistent

Whether the schema in the source database middleware can be connected

Whether the source database middleware contains tables without primary keys

Whether the table structures (including columns and indexes) in the source and destination database middleware are
consistent

Whether the source end contains empty databases

Whether the number of source DB instances is the same as that of destination DB instances

Whether the destination database middleware account has sufficient permissions

Whether the source and destination database character se:s are consistent

Whether the SSL connection is correctly configured
Whether the source database binlog is row-based

Whether the binloa row imaae value of the source database is FULL

Step 9 Confirm the task.

1.

2.
3.

Start Time Start upon tesk creation Start at a specified time ®

Jun 02, 2022 03:00:00 [] | GMT+0800 It is sirongly recommendad thar you set the tesk start time to service off-oeak hours and reserve

Send Notifications @ |If disablad, DRS alarrs, such as task failure, high latency, and frozen, carnot b

Check Result

Confirm Confirm Details

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

If all check items pass the pre-check, click Next.

Check whether all configured information is correct.

 Stop Abnormal Tasks After 14 @ Abnormal tasks run longer than the period you set (unit: day) will autematically stop.
Details
Product Name Configuration

Task Information

3 days to verify the data.

Name DRS-test_info
Desarption Source Database IP Address o Domain Name: 192.168170.164 Destination D3 Insiance Name: Autotest-DDM-TAR-001
Migration Type Fullsincremental migration
To the cloud
Replication Instance Details
Specifications Large
Source DB Engire MySQL schema and logic teble

Specify Start Time and select the check box before the agreement.
Click Submit.
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Notice

When DRS migration tasks are in progress, certain operations may
cause issues. To ensure migration success, we strongly recommend
that you read the migration precautions carefully before starting
migration tasks and follow the instructions to ensure migration
stability.

Any task that is active will be billed, even if its status becomes
abnormal. If a task is no longer needed, stop the task to avoid
unnecessary fees.

If the task status is abnormal for more than 14 days, the task
automatically stops. Pay attention to the alarms you received and
handle the task in time to resume the download and avoid task retry
failure.

| have read the precautions. Start at a specified time

Step 10 After the task is submitted, view and manage it.

After the task is created, return to the task list to view the status of the created
task.

Task Name/ID |= Status Delay ()  Charging DataFL. DBEng.. |= MigrationT.. Created | Netw..  Operation

DRS-test_info

v b3bcSdfe-284b43d Full migration - @ No Tothec.  MySQLsch..  Full+ncrem.. Jun 01,2022 15:06:...  Public..  Stop

--—-End

2.10.4.4 Verifying Data After Migration

When the task status changes to Incremental migration, the full migration is
complete. Then, you can log in to the DDM instance to view the migration results.

Step 1 Wait until the synchronization task status becomes Incremental.

Task Name/ID |=  Status Delay @ Charging DataFl. DBEng.. |= MigrationT.. Created |- Netw.. ~ Operation

DRS-test_info

v [ Incremental migration 0s @ No  Tothec. MySQLsch. Fullslncrem.. Jun01,202215:06... Public.  Stop View Compare Data
03DCo4Te-2,

Step 2 Click the task name to go to the Basic Information page.
Step 3 \Verify data consistency.

1. Choose Migration Comparison > Object-Level Comparison to view the
database and table migration results.
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< DRS-test_info © Freedbal

o view the subtasks, click:DRStest_info-child-01 ~ DRS-test_info-child-02 x

Before You Start ~

mize the impact on services, you are advised to perform a migration comparison in accordance to the following guidelines

Stop Task
Object-Level Comparison Data-Level Comparison
Only the migration objects that you have selected for comparison are displayed here.
Comparison Time: Jun 01, 2022 16:01:26 GMT+08:00 ‘Cancel Comparison G c
tem Source Database Destination Database Result Operation
Database 1 1 Consistent
Table 1 1 Consistent
Index 1 1 Consistent

2. Choose Migration Comparison > Data-Level Comparison, click Create
Comparison Task, and view the migration results of the rows in the table.

Create Comparison Task

Some comparison results may be inconsistent because data changes during the comparison cannot be synchronized to the destination in real time. You are advised to select a scheduled time to start the
comparison during off-peak hours so that you can get an accurate comparison result

* Object If any data in the source database changes, click the refresh button below.
® Select All @ Select All
Q Q
= db_test_info database
db_test_info_001 table

Step 4 Stop the migration task.

After data is completely migrated to the destination database, stop the migration
task.

1. Locate the task and click Stop in the Operation column.

I 5 @ he cloud 1 L X il Farperlie b E 5
- 0 . n o . ; cait Teton | <oee
ICrem. 3 NO To the clou Oracle-GaussD. Fullsncremental  Dec 30, 2021 16:50:36..  Publicn, Created on Dec. Source Databas. Edit Speed

2. In the display box, click Yes.
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Stop Task

Are you sure you want to stop this task?

Name Status

DRS-test-info Incremental

If you forcibly stop a task, the migration task will be stopped first.

Force stop task

Description:

! »
Orea thic faclk e ctrnnnad i+ rarnnt ha racmorors
Lnce this task Is stopped, It cannot be reco

Step 5 After the migration is complete, test the performance.

For details about how to test the DDM performance, see DDM Performance
White Paper.

--—-End
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Backup Migration

3.1 Migrating Microsoft SQL Server Backup Data to
RDS for SQL Server

3.1.1 Overview

It often becomes necessary to hide a real IP address of your database for the sake
of security. Migrating data through direct connections is an option, but costly. DRS
supports backup migration, which allows you to export data from your source
database for backup and upload the backup files to OBS. Then, you can restore
the backup files to the destination database to complete the migration. Using this
method, data migration can be realized without exposing your source databases.

DRS supports full migration and full+incremental migration.

Scenario 1: Full Backup Migration

In this scenario, you need to stop services, upload the exported full backup file of
the Microsoft SQL Server database to OBS, and then restore the backup data to
the destination database.

Figure 3-1 Full migration

Download and

E ¢ restore the
”"‘“ Upload 0BS backup file
-

Destination RDS for SQL

Local database Full backup file Bul:kot DRS Server

Scenario 2: Full+Incremental Backup Migration

In this scenario, data is migrated continuously. After a full backup and restoration
is complete, you can perform incremental migrations for several times to minimize
service interruption. A complete restoration process involves restoring several
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incremental backup files. The destination DB instance will not be available until
the last backup file is restored. You can determine whether the selected backup
file is the last one.

Figure 3-2 Full+incremental migration
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3.1.2 Migration Preparations

This section describes how to prepare for backup and migration. Before using DRS,
ensure that you have completed the required preparations.

Preparing for Backup Files

For details, see Migration Overview in Backup Migration.

Configuring Database Restoration Mode
e No configuration is required during a full backup restoration.

e During full and incremental backup migration, the recovery mode must be set
to Full. The procedure is as follows:

Method 1: Log in to the local database center using Microsoft SQL Server
Management Studio. Right-click the database to be migrated and choose
Properties from the shortcut menu. In the dialog box that is displayed, click
Options, and select Full for Recovery mode.

Figure 3-3 Recovery mode
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Method 2: Run the following SQL commands to set the restoration mode:

USE master;
ALTER DATABASE database_name SET RECOVERY FULL;

Destination Database Storage Space

The available storage space of the destination database should be at least 1.5
times larger than the total storage space of the database to be restored.

Migration Duration Reference

A complete backup and migration process consists of the following phases:

Figure 3-4 Migration diagram

[el:53
Export Upload Dowi

Local database

Table 3-1 Backup migration

nload @ Restore

- D&

DRsS Destination RDS for SQL
Server

Phase

Name

Description

1

Export the backup
files.

The time required for generating database
backup files depends on the configuration
of the source database. You need to
estimate the time based on the
configuration of the source database.

Upload the backup
file to an OBS bucket.

OBS does not limit the upload and
download speed. If you access OBS through
a public network, the upload and download
speed is restricted by the public network
bandwidth. For example, if the bandwidth
of the public network is 10 MB/s and the
network is not affected by other factors, the
upload rate is 10 MB/s.

Download the backup
file to the destination
RDS for SQL Server
through DRS.

Generally, the download speed is 100 MB/s
or 300 GB/h.

Restore the backup
files to the
destination database.

Generally, the recovery speed is about 5
GB/min or 300 GB/h.

Total
Duration

Total time consumption = phase 1 time consumption + phase 2 time
consumption + phase 3 time consumption + phase 4 time

consumption

Service downtime = Service suspension -> Last incremental backup -
> Uploading to OBS -> Creating a DRS task for restoration
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The following uses an example to describe the time required for backing up and
migrating data. You can estimate the migration time in advance. The actual time
required depends on the network and database configurations on the client. The
time listed in the following table is for reference only.

Example

Table 3-2 Backup migration example

Phase Name Backup File Size Time Required (h)
(GB)

1 Export the backup files. | 283 55

2 Upload the backup file | 283 8.95
to an OBS bucket.

3 Download the backup 283 0.61
file by through DRS.

4 Restore the backup files | 283 2.24
to the destination
database.

Total Duration 17.3

3.1.3 Exporting Backup Files

Step 1

This section describes how to export the full backup files and incremental backup
files of a database.

Check the parameter settings of the local database.

(11 NOTE

This operation is mandatory for full and incremental migration. If you only perform the full
migration, skip this step.

The database has log truncation and shrinking configurations. Therefore, before
exporting full backup files, you must set the database recovery model to Full until
the entire database and services are migrated to the DB instance on the current
cloud.

1. Log in to the local database center through Microsoft SQL Server
Management Studio.

2. Right-click the database to be migrated and choose Properties from the
shortcut menu. In the displayed dialog box, select Options from the left list.

3. Select Full for Recovery model. Then, click OK.
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Figure 3-5 Configuring the recovery model
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Step 2 (Optional) Set backup file compression parameter.

If the bandwidth of your local data center is low and uploading data to OBS
Browser takes a long time, you are advised to configure the backup file
compression parameters.

1. Log in to the database center through Microsoft SQL Server Management
Studio as the database administrator.
In Object Explorer, right-click the server and choose Properties.

3. Click Database Settings.

4. In the Backup and restore area, select Compress backup.

This setting determines the server-level default setting for compression
backup, as detailed below:

- If Compress backup is not selected, the new backup will not be
compressed by default.

- If Compress backup is selected, the new backup file is compressed by
default.
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Figure 3-6 Configuring compression parameter
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Step 3 Export the full backup file.

1. Log in to the local database center through Microsoft SQL Server
Management Studio.

2. Right-click the database whose data needs to be exported and choose Tasks >
Back Up.
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3.

Figure 3-7 Back Up
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Set Backup type to Full, click Add, and enter the path to which the backup
file is exported. The file name extension must be .bak.
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Figure 3-8 Setting the full backup file
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e |t is recommended that the backup file name be the same as the database name (case

sensitive), and the suffix .bak be added to the backup file name.

e You are advised to back up all the databases in a .bak file or a few .bak files. This
reduces the frequency of uploading and restoring the database.

Step 4 Export the incremental backup file.

1.

2.

Log in to the local database center through Microsoft SQL Server
Management Studio.

Right-click the database whose data needs to be exported and choose Tasks >

Back Up.
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Figure 3-9 Back Up
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Select Transaction Log for Backup type, click Add, and enter the path to

which the backup file is exported. The suffix is .bak.
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Figure 3-10 Setting the incremental backup file
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(11 NOTE

e |t is recommended that the backup file name be the same as the database name (case
sensitive), with the time stamp and .bak suffix. For example: [Database name] _Incr_
[ Timestamp] .bak.

e You are advised to back up all the databases in a .bak file or a few .bak files. This
reduces the frequency of uploading and restoring the database. For example, you can
back up the A, B, and C databases to a .bak file, and then compress, upload, and restore
the three databases in a batch. This helps to improve the success rate of data
restoration.

--—-End

3.1.4 Uploading Backup Files
This section describes how to upload backup files.

Step 1 Create an OBS bucket and upload the backup file to the OBS bucket.
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(11 NOTE

1.
2.
3.

If the size of the file uploaded at a time does not exceed 5 GB, select Standard for
Storage Class and Public Read for Bucket Policy on the OBS console.

If you want to upload multiple files in batches (up to 100 files can be uploaded at a
time and the total size of the files cannot exceed 5 GB) or upload files greater than 5
GB at a time, download and install the OBS Browser+ client. For details, see Object
Storage Service Client Guide.

You are advised to store backup files in independent OBS buckets in the same region to
distinguish the backup files from other public files.

Before uploading the backup file, create access keys (AK and SK) in the OBS console.
When uploading backup files, select Standard for Storage Class.

Microsoft SQL Server supports only .bak files and does not support restoration from a
newer version to an older version.

You are advised to store backup files in independent OBS buckets in the same region to
distinguish the backup files from other public files.

Log in to OBS Console. For details, see Logging In to OBS Console.
For details about how to add an OBS bucket, see Creating a Bucket.
For details about how to upload files to an OBS bucket, see Uploading a File.

--—-End

3.1.5 Scenario 1: Full Backup Migration

In this scenario, you need to stop services, upload the exported full backup file of
the Microsoft SQL Server database to OBS, and then restore the backup data to
the destination database.

This section describes how to migrate a full backup.

Migration Diagram

Figure 3-11 Full migration
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Migration Process

Figure 3-12 Migration process
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End

Procedure

Step 1 Export the full backup file of the database. For details, see Exporting Backup
Files.

Step 2 Upload files to an OBS bucket. For details, see Uploading Backup Files.
Step 3 Log in to the DRS console.

Step 4 Click 9 in the upper left corner and select a region and a project.
Step 5 Choose Service List > Databases > Data Replication Service.

Step 6 In the navigation pane on the left, choose Backup Migration Management. Then,
click Create Migration Task.

Step 7 Enter the information about the migration task and backup file, and click Next.
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Figure 3-13 Migration task information
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Table 3-3 Migration task information

Parameter Description

Task Name The task name consists of 4 to 64 characters, starts
with a letter, and can contain only letters (case-
insensitive), digits, hyphens (-), and underscores (_).

Description The description consists of a maximum of 256

characters and cannot contain the following special
characters: |=<>'&"

Database Type

Select Microsoft SQL Server.

Backup File Source

Select OBS bucket.

Bucket Name

Select the bucket where the backup file is stored and
the full backup file.

NOTE

e The backup file of the Microsoft SQL Server must be in
the .bak format. Multiple backup files can be selected at
the same time.

e A database cannot be split into different files for upload.

e The bucket name, backup file name, or path cannot
contain Chinese characters.

e |f the number of data records in a bucket exceeds 500,
data overflow may occur. As a result, some data cannot be
displayed. You can use an independent standard bucket
with the public-read permission.

Step 8 On the Select Destination page, specify database information and click Next.
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Figure 3-14 Full migration database information
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Table 3-4 Microsoft SQL Server database information

Parameter

Description

Destination RDS
DB Instance
Name

Select a destination RDS DB instance.

Backup File
Format

Select Full.

Full: indicates full backup files.

NOTE
To migrate databases at a time, you need to stop services first and
upload full backups for restoration.

Last Backup

Select Yes if you perform a one-time full migration.

Overwrite Data

You can determine whether to overwrite data in the
destination database during the restoration if the
destination DB instance contains a database with the same
name as the backup database.
NOTE

If you select this option, the destination databases with the same

names as the backup databases will be overwritten. Exercise caution
when performing this operation.

Perform Pre-
verification

Specifies whether to perform pre-verification on the backup
migration task. The default value is Yes.

e Yes: To ensure successful migration and identify potential
problems in advance, verify the validity, integrity,
continuity, and version compatibility of backup files
before restoration.

e No: If pre-verification is not performed, the migration
speed is faster, but you need to check the validity,
integrity, continuity, and version compatibility of backup
files on your own.
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Parameter

Description

Restore Database

You can restore all or some of databases.

e AlL Restores all databases in the backup file. You do not
need to enter the names of the databases to be restored.
By default, all databases in the backup file are restored.

e Custom: Restore specified databases from the backup
file. You need to enter the names of the databases to be
restored.

The databases to be restored must be consistent with
those for which the full or incremental backups are
created.

Reset Database
Name

If Restore Database is set to All, you can reset database
names. If you enable Reset Database Name, the original
database names in the backup file will be reset to new
database names.

Prerequisites:

e The backup file contains only one database.

e The backup file is a full backup file and is the last backup
file. Select Full for Backup File and Yes for Last Backup
Type.

NOTE

The database name can be reset only when Backup Type is set to
Full and Restore Database is set to All.

Backup Database
Name

If Restore Database is set to Custom, specify Backup
Database Name.

The backup database name is case sensitive and must be
the same as that in the backup file. The backup database
name can contain a maximum of 256 bytes, and the new
database name can contain a maximum of 128 bytes. Only
letters, digits, hyphens (-), and underscores (_) are allowed.

DRS also allows you to set an alias for the database to be
restored.

Step 9 On the Confirm Task page, check the configuration details, read and agree to the
agreement, and click Next.

Step 10 In the task list on the Backup Migration Management page, check whether the

task is in the Restori
becomes Successful.

----End

ng status. If the migration is successful, the task status

3.1.6 Scenario 2: Full+Incremental Backup Migration

In this scenario, data
is complete, you can

is migrated continuously. After a full backup and restoration
perform incremental migrations for several times to minimize

service interruption. A complete restoration process involves restoring several
incremental backup files. The destination DB instance will not be available until
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the last backup file is restored. You can determine whether the selected backup

file is the last one.

This section uses a full+incremental migration as an example to describe how to
perform a migration while minimizing service interruption.

Migration Diagram

Figure 3-15 Full+incremental migration
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First Full Migration

Step 1 Export the full backup file of the database. For details, see Exporting Backup
Files.

Step 2 Upload files to an OBS bucket. For details, see Uploading Backup Files.
Step 3 Log in to the DRS console.

Step 4 Click 9 in the upper left corner and select a region and a project.
Step 5 Choose Service List > Databases > Data Replication Service.

Step 6 In the navigation pane on the left, choose Backup Migration Management. Then,
click Create Migration Task.

Step 7 Enter the information about the migration task and backup file, and click Next.

Figure 3-17 Migration task information

Backup File Information

Backup File Source RDS full backup @

Bucket Name ‘ M ‘ co

Tags View predefined tags

Backup Name Size Last Modified Time

13920MB Jul 02,2019 11:56:51 GMT+08:00

Table 3-5 Migration task information

Parameter Description

Task Name The task name consists of 4 to 64 characters, starts
with a letter, and can contain only letters (case-
insensitive), digits, hyphens (-), and underscores (_).

Description The description consists of a maximum of 256
characters and cannot contain the following special
characters: !=<>'&"

Database Type Select Microsoft SQL Server.

Backup File Source Select OBS bucket.
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Parameter

Description

Bucket Name

Select the bucket where the backup file is stored and
the full backup file.

NOTE

e The backup file of the Microsoft SQL Server must be in
the .bak format. Multiple backup files can be selected at
the same time.

e A database cannot be split into different files for upload.

e The bucket name, backup file name, or path cannot
contain Chinese characters.

e |f the number of data records in a bucket exceeds 500,
data overflow may occur. As a result, some data cannot be
displayed. You can use an independent standard bucket
with the public-read permission.

Step 8 On the Select Destination page, specify database information and click Next.

Figure 3-18 Full migration database information
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Table 3-6 Microsoft SQL Server database information

Parameter

Description

Destination RDS
DB Instance
Name

Select a destination RDS DB instance.

Backup Type

Select Full.
Full: indicates full backup files.
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Parameter

Description

Last Backup File

A complete restoration process involves restoring several
incremental backup files. The destination DB instance will
not be available until the last backup file is restored. You
can determine whether the selected backup file is the last
one. Select Yes in either of the following scenarios:

e Perform a one-time full migration.
e The selected backup file is the last one to be restored.

Select No in the scenario where you continue to restore
databases using incremental backup files after a full backup
restoration is performed. In this case, the destination
database is in the restoring state and cannot be read or
written.

Overwrite Data

You can determine whether to overwrite data in the
destination database during the restoration if the
destination DB instance contains a database with the same
name as the backup database.
NOTE

If you select this option, the destination databases with the same

names as the backup databases will be overwritten. Exercise caution
when performing this operation.

Perform Pre-
verification

Specifies whether to perform pre-verification on the backup
migration task. The default value is Yes.

e Yes: To ensure successful migration and identify potential
problems in advance, verify the validity, integrity,
continuity, and version compatibility of backup files
before restoration.

e No: If pre-verification is not performed, the migration
speed is faster, but you need to check the validity,
integrity, continuity, and version compatibility of backup
files on your own.

Restore Database

You can restore all or some of databases.

e All: Restores all databases in the backup file. You do not
need to enter the names of the databases to be restored.
By default, all databases in the backup file are restored.

e Custom: Restore specified databases from the backup
file. You need to enter the names of the databases to be
restored.

The databases to be restored must be consistent with
those for which the full or incremental backups are
created.
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Parameter

Description

Reset Database
Name

If Restore Database is set to All, you can reset database
names. If you enable Reset Database Name, the original
database names in the backup file will be reset to new
database names.

Prerequisites:

e The backup file contains only one database.

e The backup file is a full backup file and is the last backup
file. Select Full for Backup File and Yes for Last Backup
Type.

NOTE

The database name can be reset only when Backup Type is set to
Full and Restore Database is set to All

Backup Database
Name

If Restore Database is set to Custom, specify Backup
Database Name.

The backup database name is case sensitive and must be
the same as that in the backup file. The backup database
name can contain a maximum of 256 bytes, and the new
database name can contain a maximum of 128 bytes. Only
letters, digits, hyphens (-), and underscores (_) are allowed.

DRS also allows you to set an alias for the database to be
restored.

Step 9 On the Confirm Task page, check the configuration details, read and agree to the
agreement, and click Next.

Step 10 In the task list on the Backup Migration Management page, check whether the
task is in the Restoring status. If the migration is successful, the task status

becomes Successful.

--—-End

First Incremental Migration

Step 1 Export the first incremental backup file of the database. For details, see Exporting

Backup Files.

Step 2 Upload files to an OBS bucket. For details, see Uploading Backup Files.

Step 3 Log in to the DRS console.

Step 4 In the navigation pane on the left, choose Backup Migration Management. Then,
click Create Migration Task.

Step 5 Enter the information about the migration task and backup file, and click Next.
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Figure 3-19 Incremental backup

Backup File Information

Backup File Source RDS full backup @
Bucket Name drs ~lc®

Tags View predefined tags

Backup Name Size Last Modified Time

transfer_test] bak 277MB Jul 25,2019 11:15:21 GMT+08:00
_transfer_test2 bak 277MB Jul 25,2019 11:15:21 GMT+08:00

transfer_test3 bak 27IMB Jul 25,2019 11:15:22 GMT+08:00

transfer_test1 bak 149 50 KB Jul 25, 2019 11:17:00 GMT+08:00

Table 3-7 Migration task information

Parameter Description

Task Name The task name consists of 4 to 64 characters, starts
with a letter, and can contain only letters (case-
insensitive), digits, hyphens (-), and underscores (_).

Description The description consists of a maximum of 256
characters and cannot contain the following special
characters: I=<>'&"

Database Type Select Microsoft SQL Server.

Backup File Source Select OBS bucket.

Bucket Name Select the bucket where the backup file is stored and
the first incremental backup file.
NOTE

e The backup file of the Microsoft SQL Server must be in
the .bak format. Multiple backup files can be selected at
the same time.

e A database cannot be split into different files for upload.

e The bucket name, backup file name, or path cannot
contain Chinese characters.

Step 6 On the Select Destination page, specify database information and click Next.
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Figure 3-20 Incremental migration database information

Database Information

Backup Type

Last Backup File (®

Perform Pre-verification

Restore Database

Destination RDS DB Instance Name

Select Destination RDS DB Instance
-
EEEE - o

Table 3-8 Microsoft SQL Server database information

Parameter

Description

Destination RDS
DB Instance
Name

Select a destination RDS DB instance.

The destination RDS DB instance must be the same as the
DB instance selected during full backup and restoration.

Backup Type

Select Incremental.
Incremental: indicates log backup files.

Last Backup File

A complete restoration process involves restoring several
incremental backup files. The destination DB instance will
not be available until the last backup file is restored. You
can determine whether the selected backup file is the last
one. Select Yes in either of the following scenarios:

e Perform a one-time full migration.
e The selected backup file is the last one to be restored.

Select No if the incremental backup is performed for the
first time. In this case, the destination database is in the
restoring state and cannot be read or written.

Perform Pre-
verification

Specifies whether to perform pre-verification on the backup
migration task. The default value is Yes.

e Yes: To ensure successful migration and identify potential
problems in advance, verify the validity, integrity,
continuity, and version compatibility of backup files
before restoration.

e No: If pre-verification is not performed, the migration
speed is faster, but you need to check the validity,
integrity, continuity, and version compatibility of backup
files on your own.
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Parameter Description

Restore Database | You can restore all or some of databases.

e AlL Restores all databases in the backup file. You do not
need to enter the names of the databases to be restored.
By default, all databases in the backup file are restored.

e Custom: Restore specified databases from the backup
file. You need to enter the names of the databases to be
restored.

Step 7 On the Confirm Task page, check the configuration details, read and agree to the
agreement, and click Next.

Step 8 In the task list on the Backup Migration Management page, check whether the
task is in the Restoring status. If the migration is successful, the task status
becomes Successful.

--—-End

Second Incremental Migration

To minimize the service interruption caused by migration, you need to back up,
upload, and restore transaction logs before service migration. These operations
will restore historical data to the destination database, which greatly reduces the
time for uploading and restoring the last transaction log backup during the
migration.

Step 1 Before service migration, export new incremental backup files. For details, see
Exporting Backup Files.

Step 2 Perform Step 2 to Step 4.

Step 3 Enter the information about the migration task and backup file, and click Next.

Figure 3-21 Incremental backup

Backup File Information

Backup Fils Surce ST o
Bucket Name drs -lc®
Tags
Q c

Backup Name size Last Modified Time

_transfer_test] bak 277MB Jul 25,2019 11:15:21 GMT+08:00

<]

2.77MB Jul 25,2019 11:15:21 GMT+08:00

_transfer_test3 bak 277MB Jul 25,2019 11:15:22 GMT+08:00

_transfer_test] bak 14950 KB Jul 25,2019 11:17:00 GMT+08:00
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Table 3-9 Migration task information

Parameter Description

Task Name The task name consists of 4 to 64 characters, starts
with a letter, and can contain only letters (case-
insensitive), digits, hyphens (-), and underscores (_).

Description The description consists of a maximum of 256

characters and cannot contain the following special
characters: !<>&'\"

Database Type

Select Microsoft SQL Server.

Backup File Source

Select OBS bucket.

Bucket Name

Select the bucket where the backup file is stored and
the new incremental backup file.

NOTE

e The backup file of the Microsoft SQL Server must be in
the .bak format. Multiple backup files can be selected at
the same time.

e A database cannot be split into different files for upload.

e The bucket name, backup file name, or path cannot
contain Chinese characters.

Step 4 On the Select Destination page, specify database information and click Next.

Figure 3-22 Incremental migration database information

Database Information

Destination RDS DB Instance Name

Backup Type

Last Backup File ()

Perform Pre-verification

Restore Database

No

Yes

Select Destination RDS DB Instance

Incremental

Custom ®

Table 3-10 Microsoft SQL Server database information

Parameter Description

Destination RDS
DB Instance
Name during full backup and restoration.

Select a destination RDS DB instance. The destination RDS
DB instance must be the same as the DB instance selected

Issue 17 (2025-09-05)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 184



Data Replication Service
Best Practices

3 Backup Migration

Parameter

Description

Backup Type

Select Incremental.
Incremental: indicates log backup files.

Last Backup File

A complete restoration process involves restoring several
incremental backup files. The destination DB instance will
not be available until the last backup file is restored. You
can determine whether the selected backup file is the last
one. Select Yes in either of the following scenarios:

e Perform a one-time full migration.
e The selected backup file is the last one to be restored.

Select No if the incremental backup is performed before
migration. In this case, the destination database is in the
restoring state and cannot be read or written.

Perform Pre-
verification

Specifies whether to perform pre-verification on the backup
migration task. The default value is Yes.

e Yes: To ensure successful migration and identify potential
problems in advance, verify the validity, integrity,
continuity, and version compatibility of backup files
before restoration.

e No: If pre-verification is not performed, the migration
speed is faster, but you need to check the validity,
integrity, continuity, and version compatibility of backup
files on your own.

Restore Database

You can restore all or some of databases.

e All: Restores all databases in the backup file. You do not
need to enter the names of the databases to be restored.
By default, all databases in the backup file are restored.

e Custom: Restore specified databases from the backup
file. You need to enter the names of the databases to be
restored.

Step 5 On the Confirm Task page, check the configuration details, read and agree to the
agreement, and click Next.

Step 6 In the task list on the Backup Migration Management page, check whether the
task is in the Restoring status. If the migration is successful, the task status

becomes Successful.

--—-End

Checking Database Transactions

Before service migration, stop services and ensure that no unfinished transaction
exists in the database. Otherwise, data may be lost during migration.

Step 1 Run the following statement to check whether the IP addresses of the service
system are disconnected:
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Step 2

Step 3

select * from sys.dm_exec_connections;

e If yes, all service system IP addresses are disconnected and the last
incremental backup can be migrated.

e If no, go to Step 2.

If an IP address is not disconnected, run the following statement to query the
sessions that are not closed:

select * from sys.dm_exec_sessions;
Run the following statement to view the transactions that are being executed:
select * from sys.dm_tran_session_transactions;

If the query result contains unclosed sessions and transactions that are being
executed, go to Step 3.

The last incremental backup can be migrated only after the transaction is
complete, the session is closed, and the service system is disconnected.

--—-End

Last Incremental Migration

Step 1

Step 2
Step 3

After several incremental migrations, the two databases are almost consistent.
During the transaction checks, services are stopped and no data will be generated.
Then, you need to perform the last incremental migration to ensure the data
consistency.

Export the new incremental backup file of the database. For details, see Exporting
Backup Files.

Perform Step 2 to Step 4.

Enter the information about the migration task and backup file, and click Next.

Figure 3-23 Incremental backup

Backup File Information

Database Type

Backup File Source RDS full backup @

Bucket Name drs: ~Cc®

Tags View predefined tags

Q C
Backup Name Size Last Modified Time

transfer_test1 bak 277MB Jul 25,2019 11:15:21 GMT+08:00
transfer_test2 bak 277 MB Jul 25,2019 11:15:21 GMT+08:00

transfer_test3bak 277MB Jul 25,2019 11:15:22 GMT+08:00
transfer_test1 bak 149.50 KB Jul 25,2019 11:17:00 GMT+08:00
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Table 3-11 Migration task information

Parameter Description

Task Name The task name consists of 4 to 64 characters, starts
with a letter, and can contain only letters (case-
insensitive), digits, hyphens (-), and underscores (_).

Description The description consists of a maximum of 256
characters and cannot contain the following special
characters: |=<>'&"

Database Type Select Microsoft SQL Server.

Backup File Source Select OBS bucket.

Bucket Name Select the bucket where the backup file is stored and
the new incremental backup file.
NOTE

e The backup file of the Microsoft SQL Server must be in
the .bak format. Multiple backup files can be selected at
the same time.

e A database cannot be split into different files for upload.

e The bucket name, backup file name, or path cannot
contain Chinese characters.

Step 4 On the Select Destination page, specify database information and click Next.

Figure 3-24 Incremental migration database information

Database Information

Destination RDS DB Instance Name - Select Destination RDS DB Instance

Backup Type Full
Last Backup File () No

Perform Pre-verification No
Restore Datahase “ Custom ®

Table 3-12 Microsoft SQL Server database information

Parameter Description

Destination RDS | Select a destination RDS DB instance. The destination RDS
DB Instance DB instance must be the same as the DB instance selected
Name during full backup and restoration.
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Step 5

Step 6

Parameter Description

Backup Type Select Incremental.
Incremental: indicates log backup files.

Last Backup File | Select Yes because it is the last incremental migration after
services are stopped.

Perform Pre- Specifies whether to perform pre-verification on the backup
verification migration task. The default value is Yes.

e Yes: To ensure successful migration and identify potential
problems in advance, verify the validity, integrity,
continuity, and version compatibility of backup files
before restoration.

e No: If pre-verification is not performed, the migration
speed is faster, but you need to check the validity,
integrity, continuity, and version compatibility of backup
files on your own.

Restore Database | You can restore all or some of databases.

e All: Restores all databases in the backup file. You do not
need to enter the names of the databases to be restored.
By default, all databases in the backup file are restored.

e Custom: Restore specified databases from the backup
file. You need to enter the names of the databases to be
restored.

On the Confirm Task page, check the configuration details, read and agree to the
agreement, and click Next.

In the task list on the Backup Migration Management page, check whether the
task is in the Restoring status. If the migration is successful, the task status
becomes Successful.

--—-End

3.1.7 Manual Configuration

Scenarios

After data is migrated from the local host or VMs to the RDS for SQL Server DB
instance on the current cloud through DRS, the Login accounts, database links,
Agent Jobs, and key configurations of the source database also need to be
synchronized to the destination database.

Login Account

Login account is an instance-level account of Microsoft SQL Server and is used to
manage user server and database permissions. Generally, a user has multiple such
accounts. After the user is migrated to the RDS for SQL Server DB instance, you
need to manually create corresponding Login accounts on the DB instance. The
following describes how to create a Login account with the same name and
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Step 1

Step 2

Step 3

Step 4

password as those of your local Login account on the RDS for SQL Server DB
instance and grant permissions to the account.

Execute the following script to obtain the script for creating a Local account on
your local instance. The obtained script can be directly executed on the destinat
DB instance to create a Login account with the same name and password.

SELECT 'IF (SUSER_ID('"+QUOTENAME(SP.name,"")+') IS NULL) BEGIN CREATE LOGIN '
+QUOTENAME(SP.name)+

CASE

WHEN SP.type_desc = 'SQL_LOGIN' THEN ' WITH PASSWORD ="'
+CONVERT(NVARCHAR(MAX),SL.password_hash,1)+ ' HASHED,SID="
+CONVERT(NVARCHAR(MAX),SPSID,1)+',CHECK_EXPIRATION ="'

+ CASE WHEN SL.is_expiration_checked = 1 THEN 'ON' ELSE 'OFF' END +', CHECK_POLICY ="'
+CASE WHEN SL.is_policy_checked = 1 THEN 'ON,' ELSE 'OFF' END

ELSE ' FROM WINDOWS WITH'

END

+' DEFAULT_DATABASE=["' +SP.default_database_name+ '], DEFAULT_LANGUAGE=['
+SP.default_language_name+ '] END;' as CreateLogin

FROM sys.server_principals AS SP LEFT JOIN sys.sqgl_logins AS SL

ON SP.principal_id = SL.principal_id

WHERE SP.type ='S'

AND SP.name NOT LIKE '##%##'

AND SP.name NOT LIKE 'NT AUTHORITY%'

AND SP.name NOT LIKE 'NT SERVICE%'

AND SP.name NOT IN ('rdsadmin’,'rdsbackup','rdsuser’,'rdsmirror','public')

Execute the script in Step 1:

Figure 3-25 Obtaining the script

Createlogin

1 IF (SUSER_ID( za’) 15 BULL) EECIN CREATE LOGIN lsal WITH PASSWORD = Cx0l0039BF ZEFADGASDE4EZAEES41EBEDIZES] BMA4BETST. . .

IF (SUsEs_10( rdsuser?’) IS WULL) BEGIK CREATE LOGIN [rdsuser?] WITH PASSWORD = Ox i RO 4EE TEADS
GIN [czidbo] WITH PASSYORD =
E LOGIN [Testlogin?] VWITH PASSWORD

IF (& QL Oy

TIDASATSEGATTESA

IN CREATE LOGIN [Tesr2] H PASSWORD = Dx0L0013

10( Test4') 15 NULL) CREAT ]
)" Test5') 15 NULL) BECIN CEEATE LOCIN [TestS] ¥I

Copy and execute the script obtain in Step 2 on the destination instance. The
created Login account is the same as the original one.

ion

IR CREATE LOGIR [rdsuser3] WITH PASSWORD = Ox BC SZOTEOZBCND, . .
AFBSFBAEBCAMSS. . .

Map the newly created Login account to the database user permissions that have

been migrated to the RDS for SQL Server DB instance to ensure permission
consistency.

declare @DBName nvarchar(200)

declare @Login_name nvarchar(200)

declare @SQL nvarchar(MAX)

set @Login_name = 'TestLogin7' //Enter the login name one by one.

declare DBName_Cursor cursor for

select quotename(name)from sys.databases where database_id > 4 and state = 0
and name not like '%$%'

and name <> 'rdsadmin’

open DBName_Cursor

fetch next from DBName_Cursor into @DBName
WHILE @@FETCH_STATUS= 0

begin

SET @SQL=" USE '+ (@DBName)+ '

if exists(select top 1 1 from sys.sysusers where name =
begin

+ @Login_name +"")
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ALTER USER '+@Login_name+' with login = '+@Login_name+';
end

print @SQL

EXEC (@SQL)

fetch next from DBName_Cursor into @DBName

end

close DBName_Cursor

deallocate DBName_Cursor

L] NOTE
After the preceding script is executed, you can view the Login account with the same name
on the new instance, and the password and permission are the same as those on your local
host.

--—-End

Database Link

Step 1

Step 2

SQL Server allows you to create database links to interact with databases on
external DB instances. Therefore you can query, synchronize, and compare
databases of different types or on different DB instances. However, these links
cannot be automatically synchronized to the DB instance on cloud so you need to
synchronize them manually.

Connect the local DB instance and cloud DB instance through Microsoft SQL
Server Management Studio. Choose Server Objects > Linked Servers and locate
the DBLink of the current DB instance.

Figure 3-26 Viewing database links

© 3 SQL Server Agent

Select the linked server and press F7. The Object Explore page is displayed. On
this page, you can quickly create a script.
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Figure 3-27 Creating the script
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Step 3 In the displayed window, view all the scripts for creating DBLinks of the current DB
instance. You only need to copy the scripts to the destination DB instance and
change the password on @rmtpassword.

USE [master]
GO

[****** Object: LinkedServer [DRS_TEST_REMOTE] Script Date: 2019/5/25 17:51:50 ******/
EXEC master.dbo.sp_addlinkedserver @server = N'DRS_TEST_REMOTE', @srvproduct=N",
@provider=N'SQLNCLI', @datasrc=N'DESKTOP-B18JH5T\SQLSERVER2016EE'

/* For security reasons the linked server remote logins password is changed with ######## */
EXEC master.dbo.sp_addlinkedsrvlogin

@rmtsrvname=N'DRS_TEST_REMOTE' @useself=N'False',@locallogin=NULL,@rmtuser=N'sa',@r
mtpassword="########'

GO

(11 NOTE

The preceding script is an example. The created script may contain a large number of
default system configuration items. You need to retain only the following two key scripts for
each DBLink. In addition, you need to enter the account and password again.

--—-End

Agent JOB

Agent Job is the agent service of Microsoft SQL Server. It helps you quickly create
scheduled tasks on DB instances, perform routine O&M, and process data. You
need to manually migrate local Job scripts.

Step 1 Connect the local DB instance and cloud DB instance through Microsoft SQL
Server Management Studio. Choose SQL Server Agent > Jobs and locate all the
jobs of the current DB instance.
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Figure 3-28 Viewing Jobs

iConnecl' LT I ﬂj
(g
] Dtabases

[ Seaurty

[ Serer Objects

{1 Replaton

[ AbraysOn High Avalablty
[ Maragement

[ Inegratin Senvces Catalogs

& 501 eer Agen

rrrrr

@ Hugellbs Subglen 1
@i HugeDlbs Subglen 2

€ sypolcy purge oy

{§ b Aty Monitor
(2 Nerts
(1 Qperatrs
[ Provies
(3 Emor Logs

TSR (51 Sener 120200 -t

Step 2 Select a job and press F7. All jobs are displayed on the Object Explore page.
Select all jobs and create a script in the new window.

Figure 3-29 Creating a script
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Step 3 Copy the T-SQL script in the new window to the new DB instance, and then
modify the following key items to ensure that the creation is successful.
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Modify the owner account of each job.
Example:

@owner_login_name=N'rdsuser

Modify the DB instance name of each job.
Example:

@server=N' DB instance IP address'
@server_name = N'DB instance IP address'

(11 NOTE

The owner account of the new job is very important. On the RDS for SQL Server DB
instance, only the owner of the job can view the job of the DB instance. Therefore, it is
recommended that all job owners use the same account to facilitate job management.

--—-End

Key Configuration

After the database is restored to the RDS for SQL Server DB instance, some local
important configuration items need to be synchronized to keep service running

properly.

1.

tempdb: The file configuration of the temporary database needs to be
synchronized.

It is recommended that you set 8 temporary files and ensure that the files are
stored in D:\RDSDBDATA\Temp\.

Run the following script on the destination database to add the temporary
database file configuration:

USE [master]

GO

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdb1', FILENAME =
N'D:\RDSDBDATA\Temp\tempdb1.ndf' , SIZE = 65536KB , FILEGROWTH = 65536KB )
GO

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdb2', FILENAME =
N'D:\RDSDBDATA\Temp\tempdb2.ndf' , SIZE = 65536KB , FILEGROWTH = 65536KB )
GO

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdb3', FILENAME =
N'D:\RDSDBDATA\Temp\tempdb3.ndf' , SIZE = 65536KB , FILEGROWTH = 65536KB )
GO

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdb4', FILENAME =
N'D:\RDSDBDATA\Temp\tempdb4.ndf' , SIZE = 65536KB , FILEGROWTH = 65536KB )
GO

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdb5', FILENAME =
N'D:\RDSDBDATA\Temp\tempdb5.ndf' , SIZE = 65536KB , FILEGROWTH = 65536KB )
GO

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdb6', FILENAME =
N'D:\RDSDBDATA\Temp\tempdb6.ndf' , SIZE = 65536KB , FILEGROWTH = 65536KB )
GO

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdb7', FILENAME =
N'D:\RDSDBDATA\Temp\tempdb7.ndf' , SIZE = 65536KB , FILEGROWTH = 65536KB )
GO
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Figure 3-30 Checking temporary files
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Database isolation level: Check whether the database isolation level is
enabled on the source DB instance and synchronize the isolation level to the
RDS for SQL Server DB instance. There are two snapshot isolation parameters:

- Is Read Committed Snapshot On
- Allow Snapshot Isolation

If the database isolation level of the source DB instance is enabled, you can
run the following script on the destination database to enable the database
isolation level:

USE [DBName]

GO

ALTER DATABASE [DBName] SET READ_COMMITTED_SNAPSHOT ON WITH NO_WAIT
GO

ALTER DATABASE [DBName] SET ALLOW_SNAPSHOT_ISOLATION ON

GO

Max Degree of Parallelism: The maximum degree of parallelism is set to 0 by

default on the RDS for SQL Server instance. You can also set the value based
on the local settings to avoid exceptions in different service scenarios.

In Object Explorer, right-click a local server and select Properties. Click the
Advanced node. In the Max Degree of Parallelism box, view the value of the
local instance and change the max degree of parallelism value in the
parameter group of the destination RDS for SQL Server instance to the same.
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Figure 3-31 Max Degree of Parallelism
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Log in to the RDS console. On the Instance Management page, click the
target DB instance name. Choose Parameters, search for the max degree of
parallelism parameter, and change its value.

Figure 3-32 max degree of parallelism
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Check whether the database recovery model on the cloud is set to Full. If not,
change the mode.

Right-click the database and choose Properties from the shortcut menu. In
the displayed page, select Options. Then, verify that Recovery Model is set to
Full. Ensure that the database is highly available and the backup policy is
executable.

Figure 3-33 Checking the database recovery model
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Real-Time Synchronization

4.1 From Other Cloud PostgreSQL to RDS for
PostgreSQL

DRS helps you synchronize PostgreSQL instances from other cloud platforms to
the current cloud. DRS supports real-time synchronization to ensure real-time flow
of key service data.

This section describes how to use DRS to synchronize data from a PostgreSQL
instance on another cloud to the current cloud. Synchronization scenarios include:

e Synchronizing PostgreSQL databases from another cloud to the current cloud.
e Synchronizing PostgreSQL databases from other cloud servers to the current

cloud in real time.

Diagram

Figure 4-1 Real-time synchronization of other cloud PostgreSQL databases
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Figure 4-2 PostgreSQL databases on other cloud servers
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Synchronization Process

Figure 4-3 Flowchart
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Synchronization Suggestions (Important)

e Database synchronization is closely impacted by a wide range of
environmental and operational factors. To ensure the synchronization goes
smoothly, you are advised to perform a test run before the actual
synchronization to help you detect and resolve any potential issues in
advance. Recommendations on how to minimize any potential impacts on
your data base are provided in this section.
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e It is strongly recommended that you start a task during off-peak hours. A less
active database is easier to synchronize successfully. If the data is fairly static,

there is less likely to be any severe performance impacts during the
synchronization.

Notes on Synchronization (Important)

NOTICE

Before creating a real-time synchronization task, read this section carefully.

For details, see Precautions in Real-Time Synchronization.

Synchronization Preparations

1. Permissions

Table 4-1 lists the permissions required for the source and destination
databases when you synchronize a PostgreSQL database from another cloud

to the current cloud.
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Table 4-1 Account permissions

Synchronization Type

Full

Full+Incremental

Source

The CONNECT
permission for
databases, the USAGE
permission for
schemas, the SELECT
permission for tables,
the SELECT permission
for sequences, and the
SELECT permission for
system table catalog
pg_catalog.pg_authid
(used for synchronizing
user passwords)

The CONNECT
permission for
databases, the USAGE
permission for
schemas, the SELECT
permission for tables,
the SELECT permission
for sequences, the
SELECT permission for
system table catalog
pg_catalog.pg_authid
(used for synchronizing
user passwords), the
UPDATE, DELETE, and
TRUNCATE permissions
for tables that do not
have primary keys, and
the permission to
create replication
connections

NOTE

e The UPDATE, DELETE,
and TRUNCATE
permissions for tables
that do not have
primary keys are only
used to temporarily
lock tables to ensure
data consistency after
the migration.

e To add the permission
to create replication
connections, perform
the following steps:

1. Add host
replication
<src_user_name>
<drs_instance_ip>
/32 md5 before
all configurations
in the
pg_hba.conf file
of the source
database.

2. Run select
pg_reload_conf();
in the source
database as user
SUPERUSER, or
restart the DB
instance to apply
the changes.
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Synchronization Type

Full

Full+Incremental

Destination

e Database-level: The CREATEDB permission is
required.

e Table-level:

To synchronize databases, the CREATEDB
permission is required.

To synchronize a schema, the CONNECT
and CREATE permissions for the database
that contains the schema are required.

To synchronize objects in a schema, the
CONNECT permission for the database that
contains the schema, and the USAGE and
CREATE permissions for the schema that
contain the objects are required.

e Synchronization user: The CREATEROLE
permission is required.

e Synchronization user permissions: The default
privilege cannot be modified. Otherwise, the
object permissions of the destination database
may be inconsistent with those of the source
database.

NOTE

To synchronize event triggers, text search parsers, and
text search templates, the destination database version
must be RDS for PostgreSQL 11.11 or later, and the
destination database user must be user root or a
member of user root.

- Source database permissions:

The source PostgreSQL database account must have all the required
permissions listed in Table 4-1. If the permissions are insufficient, create
a user that has all of the permissions on the source database.

- Destination database permissions:

If the destination database is a PostgreSQL database on the current
cloud, the initial account can be used.

Network settings

Enable public accessibility for the source database.

- Source database network settings:

Enable public accessibility for the source PostgreSQL database.

- Destination database network settings:

By default, the destination database and the DRS replication instance are
in the same VPC and can communicate with each other. No further
configuration is required.

Security rules
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- Source database security group settings:

The synchronization instance needs to be able to access the source
database, which means that the EIP of the replication instance must be
on the whitelist of the source PostgreSQL instance.

Before configuring the network whitelist, you need to obtain the EIP of
the synchronization instance.

After creating a synchronization instance on the DRS console, you can
find the EIP on the Configure Source and Destination Databases page,
as shown in Figure 4-4.

Figure 4-4 Synchronization Instance EIP

Cruats Svnchnontation conn
‘‘‘‘‘‘‘‘‘ o,

You can also add 0.0.0.0/0 to the source database whitelist to allow any
IP address to access the source database but this action may result in
security risks.

After the synchronization is complete, you can delete the rules.
- Destination database security group settings:

By default, the destination database and the DRS synchronization
instance are in the same VPC and can communicate with each other. No
further configuration is required.

4. Other

DRS can synchronize only some types of DDL statements of PostgreSQL. For
details, see related guides. Properly plan the source database services. Do not
perform DDL operations that are not supported during synchronization.

Procedure

Step 1 Create a synchronization task.

1. Log in to the management console and choose Databases > Data
Replication Service to go to the DRS console.

2. On the Data Synchronization Management page, click Create
Synchronization Task.

3. On the displayed page, specify the task name, description, and
synchronization instance details.

Figure 4-5 Synchronization instance information
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Table 4-2 Task settings

Parameter | Description

Region The region where the replication instance is deployed. You
can change the region. To reduce latency and improve access
speed, select the region closest to your workloads.

Project The project corresponds to the current region and can be
changed.

Task Name | The task name consists of 4 to 50 characters, starts with a
letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores (_).

Description | The description consists of a maximum of 256 characters and

cannot contain the following special characters: =<>&"\"

Table 4-3 Synchronization instance settings

Parameter Description

Data Flow To the cloud
Source DB Select PostgreSQL.
Engine

Engine

Destination DB | Select PostgreSQL.

Network Type

Select Public network. Enabling SSL is recommended. It
may slow down the synchronization by 20% to 30% but
it ensures data security.

Destination DB | The RDS for PostgreSQL instance you created.

Instance
Synchronization | - Full+Incremental
Mode This synchronization mode allows you to synchronize

data in real time. After a full synchronization
initializes the destination database, an incremental
synchronization parses logs to ensure data consistency
between the source and destination databases.

- Full
All objects and data in non-system databases are
synchronized to the destination database at a time.
This mode is applicable to scenarios where service
interruption is acceptable.

- Incremental

NOTE
If you select the Full+Incremental synchronization mode,
ongoing changes made to the data will be synchronized to the
destination database in real time, ensuring that the source
database remains accessible.
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4. On the Configure Source and Destination Databases page, wait until the
synchronization instance is created. Then, specify source and destination
database information and click Test Connection for both the source and
destination databases to check whether they have been connected to the
synchronization instance. After the connection tests are successful, select the
check box before the agreement and click Next.

Figure 4-6 Source and destination database details

Source Database

Destination Database

Table 4-4 Source database settings

Parameter

Description

IP Address or
Domain Name

The IP address or domain name of the source database.

Port

The port of the source database.
Range: 1 - 65535

Database
Username

A username for the source database.

Database
Password

The password for the database username.

SSL Connection

To improve data security during synchronization over a
public network, you are advised to enable SSL to encrypt
synchronization links and upload a CA certificate.

Table 4-5 Destination database settings

Parameter

Description

DB Instance
Name

The RDS for PostgreSQL instance you have selected
during the synchronization instance creation is displayed
by default and cannot be changed.
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5.

Parameter Description

Database The username for accessing the destination RDS for
Username PostgreSQL instance.

Database The password for the database username.

Password

On the Set Synchronization Task page, select the synchronization object and

user.

Figure 4-7 Synchronization mode

Table 4-6 Synchronization object

Parameter Description

Flow Control | You can choose whether to control the flow.
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Parameter Description

Incremental | The real-time synchronization function provides conflict
Conflict policies for you to choose from if the synchronized data
Policy conflicts with existing data (such as the source and

destination databases containing the same primary or
unique keys) in the destination database.

Select any of the following conflict policies:

- Ignore
The system will skip the conflicting data and continue
the subsequent synchronization process.

- Report error
The synchronization task will be stopped and fail.

- Overwrite
Conflicting data will be overwritten.

In the following scenarios, you can select Ignore or
Overwrite. In other scenarios, you are advised to select
Report error.

- Data already exists in the destination database.

- Multiple source databases are synchronized to one
destination database.

- Data in the destination database is updated manually.

Synchronize

Available options: Index, Incremental DDLs, and Populate
materialized views during the full synchronization phase

Populate materialized views during the full
synchronization phase: This option takes effect only for
materialized views that was populated in the source
database. This operation affects the full synchronization
performance. You perform this operation after the full
synchronization is complete.

Synchronizati
on Object

DRS supports database- and table-level synchronization.
You can select databases or tables for synchronization based
on your service requirements. A single task can synchronize
objects from only one database. Database name mapping is
supported.

- Database-level synchronization synchronizes all objects
in the source database to the destination database.

- Table-level synchronization synchronizes the selected
table objects to the destination database.

NOTE
If you select table-level synchronization, the selected table may
have dependencies on other objects in the database. If the
referenced objects are not selected and do not exist in the
destination database, the task will fail. Ensure that all referenced
objects are selected before synchronization or select database-
level synchronization.
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Parameter Description

Synchronize | During the synchronization, you can synchronize accounts
Account based on your service requirements.

There are two types of accounts: accounts that can be
synchronized and accounts that cannot be synchronized. For
accounts that cannot be synchronized, you can view details
in the Remarks column and determine whether to
synchronize accounts and permissions based on your service
requirements.

6. On the Check Task page, check the synchronization task.

- If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

For details about how to handle check failures, see Checking Whether
the Source Database Is Connected in Data Replication Service User
Guide.

- If all check items are successful, click Next.

Figure 4-8 Task Check

Check Again

Check success rate

Check Item Check Result
Whether the destination database has sufficient storage space passed
Whether the objects required for DDL synchronization are created in the source database Passed

Whether the source database contains tables whose Passed
Whether sssion Passed
Whether the sp Passed
Whether the PASSWO Passed
Whether the as: bjects are selected Passed
Whether the source database contains unlogged tables passed
Whether the source database name is valid Passed
Whether the test decodin Passed
Whether the MAX REPLIC correctly configured Passed
Whether the MAX_WAL_SENDERS value of the source database is correctly configured Passed
Whether the source database schema name is valid Passed

(10 NOTE

You can proceed to the next step only when all checks are successful. If there are
any items that require confirmation, view and confirm the details first before
proceeding to the next step.

7. On the Confirm Task page, specify Start Time and click Next.
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8.

(11 NOTE

- Set Start Time to Start upon task creation or Start at a specified time based on
site requirements.

- After a synchronization task is started, the performance of the source and
destination databases may be affected. You are advised to start a synchronization
task during off-peak hours.

After the task is submitted, go back to the Data Synchronization
Management page to view the task status.

Step 2 Manage the migration task.

The migration task contains two phases: full migration and incremental migration.
You can manage them in different phases.

Full synchronization

Viewing the synchronization progress: Click the target full synchronization
task, and on the Migration Progress tab, you can see the synchronization
progress of the structure, data, indexes, and synchronization objects. When
the progress reaches 100%, the synchronization is complete.

Incremental synchronization

Viewing the synchronization delay: After the full synchronization is
complete, an incremental synchronization starts. On the Data
Synchronization Management page, click the target synchronization
task. On the displayed page, click Synchronization Progress to view the
synchronization delay of the incremental synchronization. If the
synchronization delay is Os, the destination database is being
synchronized with the source database in real time. You can also view the
data consistency on the Synchronization Comparison tab.

Figure 4-9 Viewing the synchronization delay

Viewing the synchronization comparison results: To minimize service
downtime, click the name of an incremental synchronization task. On the
Synchronization Comparison page, create a comparison task.

For details, see Comparing Migration Items in Data Replication Service
User Guide.

Step 3 Cut over services.

You are advised to start the cutover process during off-peak hours. At least one
complete data comparison is performed during off-peak hours. To obtain accurate
comparison results, start data comparison at a specified time point during off-
peak hours. If it is needed, select Start at a specified time for Comparison Time.
Due to slight time difference and continuous operations on data, inconsistent
comparison results may be generated, reducing the reliability and validity of the

results.

1.

Interrupt services first. If the workload is not heavy, you may not need to
interrupt the services.
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Run the following statement on the source database and check whether any
new sessions execute SQL statements within the next 1 to 5 minutes. If there

are no new statements executed, the service has been stopped.
select * from pg_stat_activity;

(1] NOTE

The process list queried by the preceding statement includes the connection of the
DRS synchronization instance. If no additional session executes SQL statements, the
service has been stopped.

On the Synchronization Progress page, view the synchronization delay.
When the delay is displayed as Os and remains stable for a period, then you
can perform a data-level comparison between the source and destination
databases. For details about the time required, refer to the results of the
previous comparison.

- If there is enough time, compare all objects.

- If there is not enough time, use the data-level comparison to compare
the tables that are frequently used and that contain key business data or
inconsistent data.

Determine an appropriate time to cut the services over to the destination
database. After services are restored and available, the synchronization is
complete.

Step 4 Complete the synchronization.

1.

Stop the synchronization task. After databases and services are synchronized
to the destination database, to prevent operations on the source database
from being synchronized to the destination database to overwrite data, you
can stop the synchronization task. This operation only deletes the
synchronization instance, and the synchronization task is still displayed in the
task list. You can view or delete the task. You will not be charged for the
synchronization task after the task is stopped.

Delete the synchronization task. After the synchronization task is complete,
you can delete it. After the synchronization task is deleted, it will not be
displayed in the task list.

--—-End

4.2 From ECS-hosted PostgreSQL to RDS for PostgreSQL

DRS helps you synchronize data from PostgreSQL databases on ECSs to
PostgreSQL instances on the current cloud. With DRS, you can synchronize
databases online with zero downtime and your services and databases can remain
operational during migration.

This section describes how to use DRS to synchronize data from a PostgreSQL
database on an ECS to a PostgreSQL instance on the current cloud. The following
network scenarios are supported:

Source and destination databases are in the same VPC.
Source and destination databases are in different VPCs.
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Diagram

Figure 4-10 Source and destination databases in the same VPC
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Synchronization Process

Figure 4-12 Flowchart
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Synchronization Suggestions (Important)

e Database synchronization is closely impacted by a wide range of
environmental and operational factors. To ensure the synchronization goes
smoothly, you are advised to perform a test run before the actual
synchronization to help you detect and resolve any potential issues in
advance. Recommendations on how to minimize any potential impacts on

your data base are provided in this section.

e |t is strongly recommended that you start a task during off-peak hours. A less
active database is easier to synchronize successfully. If the data is fairly static,
there is less likely to be any severe performance impacts during the

synchronization.

Notes on Synchronization (Important)

NOTICE

Before creating a real-time synchronization task, read this section carefully.

For details, see Precautions in Real-Time Synchronization.
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Synchronization Preparations

1. Permissions
Table 4-7 lists the source and destination database user permissions required
in full and incremental synchronization from PostgreSQL databases on ECS to
the PostgreSQL DB instances on the current cloud.
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Table 4-7 Account permissions

Synchronization Type

Full

Full+Incremental

Source

The CONNECT
permission for
databases, the USAGE
permission for
schemas, the SELECT
permission for tables,
the SELECT permission
for sequences, and the
SELECT permission for
system table catalog
pg_catalog.pg_authid
(used for synchronizing
user passwords)

The CONNECT
permission for
databases, the USAGE
permission for
schemas, the SELECT
permission for tables,
the SELECT permission
for sequences, the
SELECT permission for
system table catalog
pg_catalog.pg_authid
(used for synchronizing
user passwords), the
UPDATE, DELETE, and
TRUNCATE permissions
for tables that do not
have primary keys, and
the permission to
create replication
connections

NOTE

e The UPDATE, DELETE,
and TRUNCATE
permissions for tables
that do not have
primary keys are only
used to temporarily
lock tables to ensure
data consistency after
the migration.

e To add the permission
to create replication
connections, perform
the following steps:

1. Add host
replication
<src_user_name>
<drs_instance_ip>
/32 md5 before
all configurations
in the
pg_hba.conf file
of the source
database.

2. Run select
pg_reload_conf();
in the source
database as user
SUPERUSER, or
restart the DB
instance to apply
the changes.
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2.

Synchronization Type

Full

Full+Incremental

Destination

e Database-level: The CREATEDB permission is
required.

e Table-level:

To synchronize databases, the CREATEDB
permission is required.

To synchronize a schema, the CONNECT
and CREATE permissions for the database
that contains the schema are required.

To synchronize objects in a schema, the
CONNECT permission for the database that
contains the schema, and the USAGE and
CREATE permissions for the schema that
contain the objects are required.

e Synchronization user: The CREATEROLE
permission is required.

e Synchronization user permissions: The default
privilege cannot be modified. Otherwise, the
object permissions of the destination database
may be inconsistent with those of the source
database.

NOTE

To synchronize event triggers, text search parsers, and
text search templates, the destination database version
must be RDS for PostgreSQL 11.11 or later, and the
destination database user must be user root or a
member of user root.

Source database permissions:

The source database user must have all the required permissions listed in
Table 4-7. If the permissions are insufficient, create a user that has all of
the permissions on the source database.

Destination database permissions:

If the destination database is a PostgreSQL database on the current
cloud, the initial account can be used.

Network settings

The source and destination databases must be in the same region.

The source and destination databases can be either in the same VPC or

different VPCs.

®  |f the source and destination databases are in different VPCs, the
subnets of the source and destination databases are required to be in
different CIDR blocks. You need to create a VPC peering connection
between the two VPCs. For details, see VPC Peering Connection
Creation Procedure.
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Procedure

®  |f the source and destination databases are in the same VPC, the
networks are interconnected by default.

Security rules

- In the same VPC, the network is connected by default. You do not need
to set a security group.

- In different VPCs, establish a VPC peering connection between the two
VPCs. You do not need to set a security group.

Other

DRS can synchronize only some types of DDL statements of PostgreSQL. For
details, see related guides. Properly plan the source database services. Do not
perform DDL operations that are not supported during synchronization.

Step 1 Create a synchronization task.

1.

Log in to the management console and choose Databases > Data
Replication Service to go to the DRS console.

On the Data Synchronization Management page, click Create
Synchronization Task.

On the displayed page, specify the task name, description, and
synchronization instance details.

Figure 4-13 Synchronization instance details

Synchronization Instance Details ©
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Table 4-8 Task settings
Parameter | Description
Region The region where the replication instance is deployed. You

can change the region. To reduce latency and improve access
speed, select the region closest to your workloads.

Project The project corresponds to the current region and can be
changed.

Task Name | The task name consists of 4 to 50 characters, starts with a
letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores ().

Description | The description consists of a maximum of 256 characters and

cannot contain the following special characters: =<>&"\"
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Table 4-9 Synchronization instance settings

Parameter Description

Data Flow To the cloud
Source DB Select PostgreSQL.
Engine

Destination DB
Engine

Select PostgreSQL.

Network Type

Select a VPC network. Enabling SSL is recommended. It
may slow down the synchronization by 20% to 30% but
it ensures data security.

Destination DB
Instance

The PostgreSQL instance you purchased.

Synchronization
Type

- Full+Incremental
This synchronization mode allows you to synchronize
data in real time. After a full synchronization
initializes the destination database, an incremental
synchronization parses logs to ensure data consistency
between the source and destination databases.

- Full
All objects and data in non-system databases are
synchronized to the destination database at a time.
This mode is applicable to scenarios where service
interruption is acceptable.

- Incremental

NOTE
If you select the Full+Incremental synchronization type, data
generated during the full synchronization will be synchronized
to the destination database with zero downtime, ensuring that
both the source and destination databases remain accessible.

On the Configure Source and Destination Databases page, wait until the
synchronization instance is created. Then, specify source and destination
database information. You are advised to click Test Connection for both the
source and destination databases to check whether they have been connected
to the synchronization instance. After the connection tests are successful,
select the check box before the agreement and click Next.

(10 NOTE

Source databases are classified into two types: self-built databases on ECSs and RDS
DB instances. Configure parameters based on different scenarios.

- Scenario 1: Self-built databases on ECS - source database configuration
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Figure 4-14 Self-build on ECS - source database information
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Table 4-10 Self-build on ECS - source database information

Parameter

Description

Source
Database Type

Select Self-built on ECS.

VPC A dedicated virtual network in which the source
database is located. It isolates networks for different
services. You can select an existing VPC or create a
VPC.

Subnet A subnet provides dedicated network resources that

are logically isolated from other networks, improving
network security. The subnet must be in the AZ where
the source database resides. You need to enable DHCP
for creating the source database subnet.

IP Address or
Domain Name

The IP address or domain name of the source
database.

Port Enter an integer ranging from 1 to 65535, which
indicates the port number of the source database.

Database A username for the source database.

Username

Database The password for the database username.

Password

SSL To improve data security during synchronization over

Connection a public network, you are advised to enable SSL to

encrypt synchronization links and upload a CA
certificate.

Scenario 2: RDS DB instance - source database configuration
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Figure 4-15 RDS DB instance - source database information

Source Database

Table 4-11 RDS DB instance - source database information

Parameter Description

Source Select an RDS DB instance.
Database Type

DB Instance Select the PostgreSQL instance to be synchronized as
Name the source DB instance.

Database A username for the source database.

Username

Database The password for the database username.

Password

Figure 4-16 Destination database settings
Destination Database

DB Instance Name

Database Password ©

Test Connection

Table 4-12 Destination database settings

Parameter Description

DB Instance The RDS for PostgreSQL instance you have selected

Name during the synchronization instance creation is displayed
by default and cannot be changed.

Database The username for accessing the destination PostgreSQL

Username DB instance.

Database The password for the database username.

Password

5. On the Set Synchronization Task page, select the synchronization object and
user.
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Figure 4-17 Synchronization mode

Table 4-13 Synchronization object

Parameter Description

- Ignore

- Report error

- Overwrite

Report error.

Incremental | The real-time synchronization function provides conflict
Conflict policies for you to choose from if the synchronized data
Policy conflicts with existing data (such as the source and
destination databases containing the same primary or
unique keys) in the destination database.

Select any of the following conflict policies:

The system will skip the conflicting data and continue
the subsequent synchronization process.

The synchronization task will be stopped and fail.

Conflicting data will be overwritten.

In the following scenarios, you can select Ignore or
Overwrite. In other scenarios, you are advised to select

- Data already exists in the destination database.

- Multiple source databases are synchronized to one
destination database.

- Data in the destination database is updated manually.

Synchronize Available options: Index, Incremental DDLs, and Populate
materialized views during the full synchronization phase

Populate materialized views during the full
synchronization phase: This option takes effect only for
materialized views that was populated in the source
database. This operation affects the full synchronization
performance. You perform this operation after the full
synchronization is complete.
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Parameter

Description

Synchronizati
on Object

Objects can be synchronized at the database or table level.
You can synchronize the entire database or some tables
based on service requirements. For a single task, you can
synchronize objects in only one database of an instance.
Database name mapping is supported.

- Database-level synchronization synchronizes all objects
in the source database to the destination database.

- Table-level synchronization synchronizes the selected
table objects to the destination database.

NOTE
If you select table-level synchronization, the selected table may
have dependencies on other objects in the database. If the
referenced objects are not selected and do not exist in the
destination database, the task will fail. Ensure that all referenced
objects are selected before synchronization or select database-
level synchronization.

Synchronize
Account

During the synchronization, you can synchronize accounts
based on your service requirements.

There are two types of accounts: accounts that can be
synchronized and accounts that cannot be synchronized. For
accounts that cannot be synchronized, you can view details
in the Remarks column and determine whether to
synchronize accounts and permissions based on your service
requirements.

On the Check Task page, check the synchronization task.
- If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

For details about how to handle check failures, see Checking Whether
the Source Database Is Connected in Data Replication Service User

Guide.

- If all check items are successful, click Next.
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Figure 4-18 Task Check

Check Again
Check success rate

Check Item Check Result

Whether the destination database has sufficient storage space Passed

Whether the objects required for DDL synchronization are created in the source database

Passed
Whether the source database contains tables wi full and that do not have primary keys Passed

Whether session_replication_role is set to replica in the destination Passed

Whether the specif sist inthe targe Passed

Whether the

RYPTION values of the source and destination databases are consistent. Passed

Whether the associates s are selected Passed

Whether the e database contains unlogged tables Passed

Whether the source database name is valid Passed

Whether the test_decoding plugin is installed in the s base Passed

Whether the MAX_REPLICATIO

ale of the s comectly configured Passed
Whether the MAX_WAL_SENDERS value of the source database is correctly configured Passed

Whether the source database schema name is valid Passed

{11 NOTE

You can proceed to the next step only when all checks are successful. If there are
any items that require confirmation, view and confirm the details first before
proceeding to the next step.

7. On the Confirm Task page, specify Start Time and click Next.
(11 NOTE

- Set Start Time to Start upon task creation or Start at a specified time based on
site requirements.

- After a synchronization task is started, the performance of the source and
destination databases may be affected. You are advised to start a synchronization
task during off-peak hours.

8. After the task is submitted, go back to the Data Synchronization
Management page to view the task status.

Step 2 Manage the migration task.

The migration task contains two phases: full migration and incremental migration.
You can manage them in different phases.

e  Full synchronization

Viewing the synchronization progress: Click the target full synchronization
task, and on the Migration Progress tab, you can see the synchronization
progress of the structure, data, indexes, and synchronization objects. When
the progress reaches 100%, the synchronization is complete.

e Incremental synchronization

- Viewing the synchronization delay: After the full synchronization is
complete, an incremental synchronization starts. On the Data
Synchronization Management page, click the target synchronization
task. On the displayed page, click Synchronization Progress to view the
synchronization delay of the incremental synchronization. If the
synchronization delay is 0Os, the destination database is being
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synchronized with the source database in real time. You can also view the
data consistency on the Synchronization Comparison tab.

Figure 4-19 Viewing the synchronization delay

- Viewing the synchronization comparison results: To minimize service
downtime, click the name of an incremental synchronization task. On the
Synchronization Comparison page, create a comparison task.

For details, see Comparing Migration Items in Data Replication Service
User Guide.

Step 3 Cut over services.

You are advised to start the cutover process during off-peak hours. At least one
complete data comparison is performed during off-peak hours. To obtain accurate
comparison results, start data comparison at a specified time point during off-
peak hours. If it is needed, select Start at a specified time for Comparison Time.
Due to slight time difference and continuous operations on data, inconsistent
comparison results may be generated, reducing the reliability and validity of the
results.

1. Interrupt services first. If the workload is not heavy, you may not need to
interrupt the services.

2.  Run the following statement on the source database and check whether any
new sessions execute SQL statements within the next 1 to 5 minutes. If there

are no new statements executed, the service has been stopped.
select * from pg_stat_activity;

(10 NOTE

The process list queried by the preceding statement includes the connection of the
DRS synchronization instance. If no additional session executes SQL statements, the
service has been stopped.

3. On the Synchronization Progress page, view the synchronization delay.
When the delay is displayed as Os and remains stable for a period, then you
can perform a data-level comparison between the source and destination
databases. For details about the time required, refer to the results of the
previous comparison.

- If there is enough time, compare all objects.

- If there is not enough time, use the data-level comparison to compare
the tables that are frequently used and that contain key business data or
inconsistent data.

4. Determine an appropriate time to cut the services over to the destination
database. After services are restored and available, the synchronization is
complete.

Step 4 Complete the synchronization.

1. Stop the synchronization task. After databases and services are synchronized
to the destination database, to prevent operations on the source database
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from being synchronized to the destination database to overwrite data, you
can stop the synchronization task. This operation only deletes the
synchronization instance, and the synchronization task is still displayed in the
task list. You can view or delete the task. You will not be charged for the
synchronization task after the task is stopped.

2. Delete the synchronization task. After the synchronization task is complete,
you can delete it. After the synchronization task is deleted, it will not be
displayed in the task list.

--—-End

4.3 From On-Premises PostgreSQL to RDS for
PostgreSQL

Diagram

DRS supports data synchronization from on-premises MySQL databases to RDS for
PostgreSQL instances. With DRS, you can synchronize databases online with zero
downtime and your services and databases can remain operational during
migration.

This section describes how to configure DRS to migrate data from an on-premises
PostgreSQL database to an RDS for PostgreSQL instance. The following network
types are supported:

e VPN
e Public network

Figure 4-20 VPN network
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Figure 4-21 Public network+SSL connection
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Figure 4-22 Flowchart
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Synchronization Suggestions (Important)

e Database synchronization is closely impacted by a wide range of
environmental and operational factors. To ensure the synchronization goes
smoothly, you are advised to perform a test run before the actual
synchronization to help you detect and resolve any potential issues in
advance. Recommendations on how to minimize any potential impacts on
your data base are provided in this section.

e It is strongly recommended that you start a task during off-peak hours. A less
active database is easier to synchronize successfully. If the data is fairly static,
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there is less likely to be any severe performance impacts during the
synchronization.

Notes on Synchronization (Important)

NOTICE

Before creating a real-time synchronization task, read this section carefully.

For details, see Precautions in Real-Time Synchronization.

Synchronization Preparations

1. Permissions

Table 4-14 lists the source and destination database user permissions
required in full and incremental synchronizations from on-premises

PostgreSQL databases to PostgreSQL DB instances on the current cloud.
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Table 4-14 Account permissions

Synchronization Type

Full

Full+Incremental

Source

The CONNECT
permission for
databases, the USAGE
permission for
schemas, the SELECT
permission for tables,
the SELECT permission
for sequences, and the
SELECT permission for
system table catalog
pg_catalog.pg_authid
(used for synchronizing
user passwords)

The CONNECT
permission for
databases, the USAGE
permission for
schemas, the SELECT
permission for tables,
the SELECT permission
for sequences, the
SELECT permission for
system table catalog
pg_catalog.pg_authid
(used for synchronizing
user passwords), the
UPDATE, DELETE, and
TRUNCATE permissions
for tables that do not
have primary keys, and
the permission to
create replication
connections

NOTE

e The UPDATE, DELETE,
and TRUNCATE
permissions for tables
that do not have
primary keys are only
used to temporarily
lock tables to ensure
data consistency after
the migration.

e To add the permission
to create replication
connections, perform
the following steps:

1. Add host
replication
<src_user_name>
<drs_instance_ip>
/32 md5 before
all configurations
in the
pg_hba.conf file
of the source
database.

2. Run select
pg_reload_conf();
in the source
database as user
SUPERUSER, or
restart the DB
instance to apply
the changes.
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2.

Synchronization Type

Full

Full+Incremental

Destination

e Database-level: The CREATEDB permission is
required.

e Table-level:

To synchronize databases, the CREATEDB
permission is required.

To synchronize a schema, the CONNECT
and CREATE permissions for the database
that contains the schema are required.

To synchronize objects in a schema, the
CONNECT permission for the database that
contains the schema, and the USAGE and
CREATE permissions for the schema that
contain the objects are required.

e Synchronization user: The CREATEROLE
permission is required.

e Synchronization user permissions: The default
privilege cannot be modified. Otherwise, the
object permissions of the destination database
may be inconsistent with those of the source
database.

NOTE

To synchronize event triggers, text search parsers, and
text search templates, the destination database version
must be RDS for PostgreSQL 11.11 or later, and the
destination database user must be user root or a
member of user root.

Source database permissions:

The source database user must have all the required permissions listed in
Table 4-14. If the permissions are insufficient, create a user that has all
of the permissions on the source database.

Destination database permissions:

If the destination database is an RDS for PostgreSQL instance, the initial

account can be used.

Network settings

Source database network settings:

You can synchronize data from on-premises PostgreSQL databases to RDS
for PostgreSQL databases on the current cloud through a VPN or public
network. Enable public accessibility or establish a VPN for the on-
premises PostgreSQL databases based on your service requirements. You
are advised to synchronize data through a public network, which is more
convenient and cost-effective.

Destination database network settings:
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3.

Procedure

If you want to access the destination databases through a VPN,
enable the VPN service first so that the source database can
communicate with the destination database.

If the source database attempts to access the destination database
through a public network, no further configuration is required.

Security rules

a. Source database security group settings:

If the synchronization is performed over a public network, add the
EIP of the DRS synchronization instance to the network whitelist of
the source PostgreSQL database to enable the source database to
communicate with the current cloud. Before configuring the network
whitelist, you need to obtain the EIP of the synchronization instance.

The IP address on the Configure Source and Destination Databases
page is the EIP of the synchronization instance.

Figure 4-23 Synchronization instance EIP

Synchronization instance created successfully. Its EIP is 10. Add this EIP to the destination database whitelist so that it can access the destination database.
hronization instance is 192. Add this IP to the source database whitelist so that it can access the source database

If the synchronization is performed over a VPN network, add the
private IP address of the DRS synchronization instance to the
network whitelist of the source database to enable the source
database to communicate with the destination database.

The IP address on the Configure Source and Destination Databases
page is the private IP address of the synchronization instance.

If you do take this step, then once the synchronization is complete, you
should delete this item from the whitelist or your system will insecure.

b. Destination database security group settings:

By default, the destination database and the DRS synchronization
instance are in the same VPC and can communicate with each other. No
further configuration is required.

Other

DRS can synchronize only some types of DDL statements of PostgreSQL. For
details, see related guides. Properly plan the source database services. Do not
perform DDL operations that are not supported during synchronization.

Step 1 Create a synchronization task.

1.

Log in to the management console and choose Databases > Data
Replication Service to go to the DRS console.

On the Data Synchronization Management page, click Create
Synchronization Task.

On the displayed page, specify the task name, description, and
synchronization instance details.
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Figure 4-24 Synchronization instance information

Synchronization Instance Details @

Table 4-15 Task settings

Parameter | Description

Region The region where the replication instance is deployed. You
can change the region. To reduce latency and improve access
speed, select the region closest to your workloads.

Project The project corresponds to the current region and can be
changed.

Task Name | The task name consists of 4 to 50 characters, starts with a
letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores (_).

Description | The description consists of a maximum of 256 characters and
cannot contain the following special characters: =<>&"\"

Table 4-16 Synchronization instance settings

Parameter Description

Data Flow To the cloud
Source DB Select PostgreSQL.
Engine

Destination DB | Select PostgreSQL.
Engine

Network Type Select Public network. Enabling SSL is recommended. It
may slow down the synchronization by 20% to 30% but
it ensures data security.

Destination DB | The RDS for PostgreSQL instance you created.
Instance

Issue 17 (2025-09-05) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 228



Data Replication Service

Best Practices 4 Real-Time Synchronization
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Synchronization | - Full+Incremental
Mode This synchronization mode allows you to synchronize

data in real time. After a full synchronization
initializes the destination database, an incremental
synchronization parses logs to ensure data consistency
between the source and destination databases.

- Ful
All objects and data in non-system databases are
synchronized to the destination database at a time.
This mode is applicable to scenarios where service
interruption is acceptable.

- Incremental

NOTE
If you select the Full+Incremental synchronization mode,
ongoing changes made to the data will be synchronized to the
destination database in real time, ensuring that the source
database remains accessible.

4. On the Configure Source and Destination Databases page, wait until the
synchronization instance is created. Then, specify source and destination
database information and click Test Connection for both the source and
destination databases to check whether they have been connected to the
synchronization instance. After the connection tests are successful, select the
check box before the agreement and click Next.

Figure 4-25 Source and destination database details

Source Database

Destination Database

DB Instance Name 0g-12-for-autotest

Table 4-17 Source database settings

Parameter Description

IP Address or The IP address or domain name of the source database.
Domain Name

Port The port of the source database.
Range: 1 - 65535
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5.

Parameter Description

Database A username for the source database.
Username

Database The password for the database username.
Password

SSL Connection

To improve data security during synchronization over a
public network, you are advised to enable SSL to encrypt
synchronization links and upload a CA certificate.

Table 4-18 Destination database settings

Parameter Description

DB Instance The RDS for PostgreSQL instance you have selected

Name during the synchronization instance creation is displayed
by default and cannot be changed.

Database The username for accessing the destination RDS for

Username PostgreSQL instance.

Database The password for the database username.

Password

On the Set Synchronization Task page, select the synchronization object and

user.

Figure 4-26 Synchronization mode

Table 4-19 Synchronization object

Parameter

Description

Flow Control

You can choose whether to control the flow.
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Parameter Description

Incremental | The real-time synchronization function provides conflict
Conflict policies for you to choose from if the synchronized data
Policy conflicts with existing data (such as the source and

destination databases containing the same primary or
unique keys) in the destination database.

Select any of the following conflict policies:

- Ignore
The system will skip the conflicting data and continue
the subsequent synchronization process.

- Report error
The synchronization task will be stopped and fail.

- Overwrite
Conflicting data will be overwritten.

In the following scenarios, you can select Ignore or
Overwrite. In other scenarios, you are advised to select
Report error.

- Data already exists in the destination database.

- Multiple source databases are synchronized to one
destination database.

- Data in the destination database is updated manually.

Synchronize

Available options: Index, Incremental DDLs, and Populate
materialized views during the full synchronization phase

Populate materialized views during the full
synchronization phase: This option takes effect only for
materialized views that was populated in the source
database. This operation affects the full synchronization
performance. You perform this operation after the full
synchronization is complete.

Synchronizati
on Object

DRS supports database- and table-level synchronization.
You can select databases or tables for synchronization based
on your service requirements. A single task can synchronize
objects from only one database. Database name mapping is
supported.

- Database-level synchronization synchronizes all objects
in the source database to the destination database.

- Table-level synchronization synchronizes the selected
table objects to the destination database.

NOTE
If you select table-level synchronization, the selected table may
have dependencies on other objects in the database. If the
referenced objects are not selected and do not exist in the
destination database, the task will fail. Ensure that all referenced
objects are selected before synchronization or select database-
level synchronization.
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Parameter Description

Synchronize | During the synchronization, you can synchronize accounts
Account based on your service requirements.

There are two types of accounts: accounts that can be
synchronized and accounts that cannot be synchronized. For
accounts that cannot be synchronized, you can view details
in the Remarks column and determine whether to
synchronize accounts and permissions based on your service
requirements.

6. On the Check Task page, check the synchronization task.

- If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

For details about how to handle check failures, see Checking Whether
the Source Database Is Connected in Data Replication Service User
Guide.

- If all check items are successful, click Next.

Figure 4-27 Task Check

Check success rate

Check Item Check Result
Whether the destination database has sufficient storage space passed
Whether the objects required for DDL synchronization are created in the source database Passed

Whether the source database contains tables whose Passed
Whether sssion Passed
Whether the sp Passed
Whether the PASSWO Passed
Whether the as: bjects are selected Passed
Whether the source database contains unlogged tables passed
Whether the source database name is valid Passed
Whether the test decodin Passed
Whether the MAX REPLIC correctly configured Passed
Whether the MAX_WAL_SENDERS value of the source database is correctly configured Passed
Whether the source database schema name is valid Passed

(10 NOTE

You can proceed to the next step only when all checks are successful. If there are
any items that require confirmation, view and confirm the details first before
proceeding to the next step.

7. On the Confirm Task page, specify Start Time and click Next.
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8.

(11 NOTE

- Set Start Time to Start upon task creation or Start at a specified time based on
site requirements.

- After a synchronization task is started, the performance of the source and
destination databases may be affected. You are advised to start a synchronization
task during off-peak hours.

After the task is submitted, go back to the Data Synchronization
Management page to view the task status.

Step 2 Manage the migration task.

The migration task contains two phases: full migration and incremental migration.
You can manage them in different phases.

Full synchronization

Viewing the synchronization progress: Click the target full synchronization
task, and on the Migration Progress tab, you can see the synchronization
progress of the structure, data, indexes, and synchronization objects. When
the progress reaches 100%, the synchronization is complete.

Incremental synchronization

Viewing the synchronization delay: After the full synchronization is
complete, an incremental synchronization starts. On the Data
Synchronization Management page, click the target synchronization
task. On the displayed page, click Synchronization Progress to view the
synchronization delay of the incremental synchronization. If the
synchronization delay is Os, the destination database is being
synchronized with the source database in real time. You can also view the
data consistency on the Synchronization Comparison tab.

Figure 4-28 Viewing the synchronization delay

Viewing the synchronization comparison results: To minimize service
downtime, click the name of an incremental synchronization task. On the
Synchronization Comparison page, create a comparison task.

For details, see Comparing Migration Items in Data Replication Service
User Guide.

Step 3 Cut over services.

You are advised to start the cutover process during off-peak hours. At least one
complete data comparison is performed during off-peak hours. To obtain accurate
comparison results, start data comparison at a specified time point during off-
peak hours. If it is needed, select Start at a specified time for Comparison Time.
Due to slight time difference and continuous operations on data, inconsistent
comparison results may be generated, reducing the reliability and validity of the

results.

1.

Interrupt services first. If the workload is not heavy, you may not need to
interrupt the services.
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Run the following statement on the source database and check whether any
new sessions execute SQL statements within the next 1 to 5 minutes. If there

are no new statements executed, the service has been stopped.
select * from pg_stat_activity;

(10 NOTE

The process list queried by the preceding statement includes the connection of the
DRS synchronization instance. If no additional session executes SQL statements, the
service has been stopped.
On the Synchronization Progress page, view the synchronization delay.
When the delay is displayed as Os and remains stable for a period, then you
can perform a data-level comparison between the source and destination
databases. For details about the time required, refer to the results of the
previous comparison.

- If there is enough time, compare all objects.

- If there is not enough time, use the data-level comparison to compare
the tables that are frequently used and that contain key business data or
inconsistent data.

Determine an appropriate time to cut the services over to the destination
database. After services are restored and available, the synchronization is
complete.

Step 4 Complete the synchronization.

1.

Stop the synchronization task. After databases and services are synchronized
to the destination database, to prevent operations on the source database
from being synchronized to the destination database to overwrite data, you
can stop the synchronization task. This operation only deletes the
synchronization instance, and the synchronization task is still displayed in the
task list. You can view or delete the task. You will not be charged for the
synchronization task after the task is stopped.

Delete the synchronization task. After the synchronization task is complete,
you can delete it. After the synchronization task is deleted, it will not be
displayed in the task list.

--—-End

4.4 From On-premises MySQL to GaussDB Distributed

Description

You can use real-time synchronization of DRS to synchronize on-premises MySQL
to Huawei Cloud GaussDB. Full+incremental synchronization can ensure that data
is always in sync between the source MySQL and the destination GaussDB.

Problems

Enterprise workloads have been growing and evolving fast, and traditional
databases lack the scalability needed to keep up. Enterprises need distributed
databases.

Building a traditional database means purchasing and installing servers,
systems, databases, and other software. The O&M is expensive and difficult.
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e Traditional databases are poor in complex queries.

e Itis hard for traditional databases to smoothly synchronize data with no
downtime.

Service architecture

App App

Data Data

exdraction playback -
-— JDBC EI JDBC -

. Data Replication Service
caonnection (DRS) connection
Source Destination
database database

Synchronization Principles
A full+incremental synchronization task includes the following operations:
1. In the full synchronization phase, tables, primary keys, and unique keys are
synchronized.

2. Incremental data extraction is started to ensure that the incremental data
generated during full data synchronization is completely extracted to the DRS
instance.

3. A full synchronization is started.

4. An incremental synchronization is automatically started after the full
synchronization is complete. The replay starts from the position where the full
synchronization starts.

5. A comparison task is started after the incremental replay is complete to check
the data consistency. Real-time comparison is supported.

6. Workloads synchronization is started if the data is consistent between the
source and destination databases.
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- ul migramn

H 1
Table structures E : :
Primary keys !
Unique keys i
Static data
comparison
Real-time data
comparison
7 & >
Start Ensure absolute Automatically Check data Migrate
task. data integrity perform consistency after data.
before full incremental incremental
synchronization or synchronization migration is
incremental data after full complete.
extraction is synchronization is
started. complete.

Service List

Notes on Usage

Prerequisites

Virtual Private Cloud (VPC)
GaussDB

Data Replication Service (DRS)
Data Admin Service (DAS)

The resource planning in this best practice is for demonstration only. Adjust it
as needed.

The end-to-end test data in this document is for reference only.

Full synchronization is used to synchronize data. Incremental synchronization
is used to synchronize data between the source and destination databases in
real time.

You have registered with Huawei Cloud and completed account
authentication.

Your account balance is greater than or equal to $0 USD.
You have set up an on-premises MySQL database for testing.

You have obtained the IP address, port number, account, and password of the
MySQL database to be synchronized.
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Resource Planning

Table 4-20 Resource planning

Categor | Subcat | Planned Value Remarks

y egory

VPC VPC vpc-src-172 Specify a name that is easy to
name identify.
Region | Test region For low network latency and

quick resource access, select the
region nearest to you.

AZ AZ 3 -
Subnet | 172.16.0.0/16 Select a subnet with sufficient
CIDR network resources.
block
Subnet | subnet-src-172 Specify a name that is easy to
name identify.

On- Databa | 5.7.38 -

premises | se
MySQL | version

(source - -
databas Databa | test_info Specify a database user. The
e) se user following minimum permissions
are required: SELECT, LOCK
TABLES, REPLICATION SLAVE
and REPLICATION CLIENT.
GaussDB | Instanc | Auto-drs-gaussdbv5- Specify a name that is easy to
e tar-1 identify.
name

Databa | GaussDB 1.3 Enterprise -
se Edition
version

Instanc | Distributed (1 CN, 3 DN | Select a distributed instance for
e type | shards, and 3 replicas) the test.

Deploy | Independent -
ment
model

Transa | Strong consistency -
ction
consist
ency

Shards | 3 -
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Categor | Subcat | Planned Value Remarks
y egory
Coordi |3 -
nator
nodes
Storag | Ultra-high I/O -
e type
AZ AZ 2 In this example, a single AZ is
select. You are advised to select
multiple AZs to improve
instance availability in actual
use.
Instanc | General-enhanced Il 8 Small specifications are selected
e vCPUs | 64 GB for this test instance. You are
specific advised to configure
ations specifications based on service
requirements in actual use.
Storag | 480 GB A small storage space is
e selected for this test instance.
space You are advised to configure the
storage space based on service
requirements in actual use.
Disk Disable In this example, disk encryption
encryp is disabled. Enabling disk
tion encryption improves the security
of data, but may slightly affect
the database read/write
performance.
Logging | DB GaussDB -
in to the | engine
databas
e Databa | GaussDB Select the GaussDB instance
through | S€ created in this example.
DAS source
Databa | postgres -
se
name
Userna | root -
me
Passwo | - Password of the root user of the
rd GaussDB instance created in this
example
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Categor | Subcat | Planned Value Remarks
y egory
DRS Task DRS-test-info Specify a name that is easy to
synchron | name identify.
ization
task Destin | test_database_info Specify a name that is easy to
ation identify. The name must be
databa compatible with the MySQL
se database name.
name
Source | MySQL -
DB
engine
Destin | GaussDB -
ation
DB
engine
Netwo | Public network Public network is used in this
rk type example.

Flowchart

Figure 4-29 shows the main operation flowchart.
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Figure 4-29 Flowchart

& User

Create a VPC and security group.

Create a distributed GaussDB
instance.

Create a DRS synchronization
task.

Creating a VPC

Create a VPC to prepare network resources for creating a GaussDB instance.

Step 1 Log in to the management console.

Step 2

Step 3
Cloud.

The VPC console is displayed.

Click 9 in the upper left corner and select a region.

Click the service list icon on the left and choose Networking > Virtual Private

= Service List >
= [ Enter a service or function name
>  Elastic Cloud Server Recently Visited Services: Virtual Private Cloud
&  Relational Database Service Compute
. Elastic Cloud St
[0 Auto Scaling astic Cloud Server X
Bare Metal Server ) 1
Bare Metal Ser
are Mstal Server Cloud Phone
[  Elastic Volume Service Image Management Service
FunctionGraph
O Volume Backup Service HneHenGrap!
Auto Scaling I
Virtual Private Cloud
@ Virtual Private Clous Dedicated Cloud
. Elastic Load Balance Dedicated Host
)  Domain Redistration

Distributed Database Middleware | GaussDB
Storage
Elastic Volume Service x

Dedicated Distributed Storage Service
Storage Disaster Recovery Service

Cloud Server Backup Service

Cloud Backup and Recovery

Volume Backup Service ) 3
Object Storage Service

Data Express Service

Scalable File Service

Document Database Service Relational Datat
Networking
Virtual Private Cloud X

Elastic Load Balance 'y
Direct Connect

Virtual Private Network

Domain Name Service

NAT Gateway

Elastic IP X
Cloud Connect

VPC Endpoint

Issue 17 (2025-09-05)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

240


https://console-intl.huaweicloud.com/?locale=en-us

Data Replication Service

Best Practices

4 Real-Time Synchronization

Step 4 Click Create VPC.

Step 5
Step 6

< | Create VFC (&

Basic Information

Region Q v
HName vpc-9aac
IPv4 CIDR Block 192 1638 / 18 v

© . Recommended: 10.0.0.0/8-24 Select | 172.16.0.0/12-24 Select | 192.168.0.0/16-24 Select
« Toenable communications between VPCs or between a VPC and an on-premises data center, ensure their CIDR blocks do net overlap. Learn more about network planning

Enterprise Project —Select- v | @ (Q Create Enterprise Project (2

v Advanced Settings (Optional)

Tag: - Description: —

Subnet Setting1
Subnet Name subnet-9ab7
AZ m AZ2 AZ3 AZ 7
IPv4 CIDR Block - 0 - 24 v Available IP Addresses: 251
The CIDR block cannet be modified after the subnet is creafed. Before creating a subnet, plan subnet CIDR blocks as required.
IPv6 CIDR Block (Optional) Enable ()
Associated Route Table Default (3)

v Advanced Seftings {Optional)

Gateway: 192.168.0.1 DNS Server Address: 100.125.1.250,100.125.129.... Domain Mame: - NTP Server Address: —

Configure parameters as needed and click Create Now.
Return to the VPC list and check whether the VPC is created.

If the VPC status becomes available, the VPC has been created.

--—-End

Creating a Security Group

Step 1

Step 2
Step 3

Create a security group for creating a GaussDB instance.

Log in to the management console.

Click ¥ in the upper left corner and select a region.

Click the service list icon on the left and choose Networking > Virtual Private
Cloud.

The VPC console is displayed.
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= Service List >

Q

>  Elastic Cloud Server Recently Visited Services: Virtual Private Cloud Distributed Database Middleware GaussDB Document Database Service Relational Datat
& Relational Database Service Compute Storage Networking
o Elastic Cloud Server X Elastic Volume Service ) Virtual Private Cloud x
A\ Auto Scaling -
Bare Metal Server b | Dedicated Distributed Storage Service Elastic Load Balance

&>  Bare Metal Server .
Cloud Phone

[E  Elastic Volume Service Image Management Service

FunctionGraph
Bl Volume Backup Service HnetentrEe

Auto Scaling X
&> Virtual Private Cloud
o Viral Private Clou Dedicated Cloud

J-  Elastic Load Balance Dedicated Host

3  Domain Redistration

Storage Disaster Recovery Service
Cloud Server Backup Service
Cloud Backup and Recovery
Volume Backup Service

Object Storage Service

Data Express Service

Scalable File Service

Direct Connect
Virtual Private Network

Domain Name Service

NAT Gateway

Elastic IP x
Cloud Connect

VPC Endpoint

Step 4
Step 5
Step 6

Choose Access Control > Security Groups.
Click Create Security Group.

Specify a security group name and other information.

¢ | Create Security Group

Summary
Region { v
Regions are geographic areas isolated from each ofher. Resources are region-specific and cannot be used across regions through infemal network connections. For low network lafency and quick resource access, select fhe nearest region
Name 5g-faeh
Enterprise Project ~Select- v | @ Q Creale Enerpise Project (7
Tag (Optiondl) TMS's predefined tags are recommendsd for adding the same tag o cifferent cloud resources. Create predefinedtags (7 (0

4 Add Tag

You can add 20 more fags

Description (Opfional)

Step 7 Click OK.

Step 8
example).

Step 9

Step 10
OK.

Click the Inbound Rules tab and then click Add Rule.

Return to the security group list and click the security group name (sg-01 in this

Configure an inbound rule, add the IP address of the source database, and click

Inbound Rules. Qutbound Rules
Add Rule Fasi-Add Rule
Priority Action Type Protocol & Port Source Description Operation
1 Alow v 1P v Protosals./ TCP (Custom ports) v IP address v Repliate  Delete
Example: 22 00000 x

Delele

Delele
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--—-End

Creating a Distributed GaussDB Instance

This section describes how to create a distributed GaussDB instance as the
destination database.

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region.
Step 3 Under the service list, choose Databases > GaussDB.
Step 4 Click Buy DB Instance.

Step 5 Configure basic information for the instance.

Billrg Mode Yeary/Montly s ()

fygin

Pigect

D3 Insarce Name. gauss-Fea) 0]

Ediion ype Enterpie edtion Bese eftion

DB Ercine Version V208203 08 V208201 V20820 V208t V20110 20812 V2048101 1IN 2045
Vi1 2080 V3330 am 1326 3m 32 20320 13m 20207
VO3 1203200 V20318 20310 VI8 a7 2014

Treaurent

D3 Instance Type: Centrazed
DeplymentNogel m @

Log Neces Suppartad &

Transaction Consitzncy Brentel osteny )
Felver Frorty Aalabilty

Rl 3 ]
Shart 3ot
CoordincrNodks 140

Time Ine (UTC+0B00) Befjng, Crongging, Hong K. v/

Step 6 Configure instance specifications.
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Instance Specifications Dedicated(1:8) 0]

Flavor Name
4vCPUs|32GB  Unavailable for production environment

8VCPUs | 64 GB

16 vCPUs | 128 GB

32vCPUs | 256 GB

64VCPUs | 512 GB

DB Instance Specifcations  Dedicated(18) | 8 vCPUs | 64 GB
Storage Type (RS NVOR 1< more about storage types
Storage Space (GB) 480
Q 480
120 14480 43200
GaussDB provides free backup storage equal to the amount of your purchase e After the free backup space Is used up,charges are applied based on the backup space pricing detals

Disk Encryption Disable Enable

Select small specifications for this test instance. You are advised to configure
specifications based on service requirements in actual use.

Step 7 Select a VPC and security group (created in Creating a VPC and Creating a
Security Group) for the instance and configure the database port.

<)
o)
Q

Step 8 Configure password and other information.

Q

wt @ v | C Create Enterprise Projec

Step 9 Click Next, confirm the information, and click Submit.
Step 10 Go to the instance list.
If the instance status becomes available, the instance has been created.

--—-End

Constructing Test Data

Before the synchronization, prepare some data types in the source database for
verification after the synchronization is complete.

For details about the data types supported by DRS, see MySQL->GaussDB.

Perform the following steps to construct data in the source database:
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Step 1 Use a database connection tool to connect to the source MySQL database based
on its IP address.

Step 2 Construct data in the source database based on data types supported by DRS.

1. Create a test user.
create user test_info identified by xxx;

test info indicates the user created for the test, and xxx indicates the
password of the user.

2. Create a database named test_info under the user.
CREATE DATABASE test_info;

3. Create a table in the test_info database.
CREATE TABLE ‘test_info . test_table™ (
id” int NOT NULL,

“c1” char(10) DEFAULT NULL,

“c2" varchar(10) DEFAULT NULL,
*c3” binary(10) DEFAULT NULL,

“c4” varbinary(10) DEFAULT NULL,
*c5” tinyblob,

“c6” mediumblob,

“c7” longblob,

c8 tinytext,

"9 text,

“c10” mediumtext,

*c11” longtext,

*c12” enum('1','2','3") DEFAULT NULL,
“c13 set('1','2",'3") DEFAULT NULL,
*c14 tinyint DEFAULT NULL,

“c15” smallint DEFAULT NULL,

“c16” mediumint DEFAULT NULL,
*c17" bigint DEFAULT NULL,

“c18" float DEFAULT NULL,

*c19° double DEFAULT NULL,

*c20" date DEFAULT NULL,

“c21" datetime DEFAULT NULL,
*c22" timestamp,

“c23" time DEFAULT NULL,

“c24" year DEFAULT NULL,

“c25° bit(10) DEFAULT NULL,

*c26" json DEFAULT NULL,

*c27" decimal(10,0) DEFAULT NULL,
*c28 decimal(10,0) DEFAULT NULL,
PRIMARY KEY (Cid’)

Issue 17 (2025-09-05) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 245



Data Replication Service

Best Practices

4 Real-Time Synchronization

)

Assign permissions to the user.

GRANT SELECT, LOCK TABLES ON <database>.<table> to test_info;
GRANT REPLICATION SLAVE, REPLICATION CLIENT ON *.* to test_info;

In the preceding command, test info indicates the user created for this test,
<database> indicates the name of the database to be synchronized, and
<table>indicates the name of the table to be synchronized. Replace them
based on the site requirements.

Insert two rows of data into the table.

insert into test_info.test_table values
(1,'a','b','111,'"111",'tinyblob’','mediumblob’,'longblob’, 'tinytext','text','med
iumtext','longtext’','1','3",1,2,3,4,1.123,1.1234,'2024-03-08','2024-03-08
08:00:00','2024-03-08
08:00:00','08:00:00','2024','1010','{"a":"b"}',1.23,1.234);

insert into test_info.test_table values
(2,'a','b','111','"111','tinyblob’','mediumblob’,'longblob’,'tinytext’,'text','med
iumtext','longtext’,'1','3',1,2,3,4,1.123,1.1234,'2024-03-08','2024-03-08
08:00:00','2024-03-08
08:00:00','08:00:00','2024','1010','{"a":"b"}",1.23,1.234);

Step 3 Create a database in the destination GaussDB instance.

1.
2.

Log in to the management console.

Click 0 in the upper left corner and select a region.

Click E in the upper left corner of the page and choose Databases > Data
Admin Service.

In the navigation pane on the left, click Development Tool to go to the login
list page.
Click Add Login.

On the displayed page, select the DB engine, source database, and target DB
instance, enter the login username, password, and description (optional), and
enable Collect Metadata Periodically and Show Executed SQL Statements.

If Collect Metadata Periodically is enabled, select Remember Password.

Click Test Connection to check whether the connection is successful.

If a message is displayed indicating connection successful, continue with the
operation. If a message is displayed indicating connection failed and the
failure cause is provided, make modifications according to the error message.

Click OK.
Locate the added instance, click Log In in the Operation column.
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10. Choose SQL Operations > SQL Window on the top menu bar.

S0 Operaons

Home  SQLHistry SGL Window ,_ LAI SCL Windai X

:'0’:wmc.a:a;;set_aulo_dh i At NN | Ce ST | Teelne T

11. Run the following statement to create a database compatible with MySQL:

test_database_info indicates the database name. Replace it based on the site

requirements.
CREATE DATABASE test_database_info DBCOMPATIBILITY 'mysql’;

--—-End

Performing a Pre-Check

Before creating a task, check whether synchronization conditions are met.

Before synchronization, refer to Precautions.

Creating a DRS Synchronization Task

Step 1

Step 2

Step 3

Step 4

Step 5

This section describes how to create a DRS instance and synchronize data from the
test_info database in the on-premises MySQL database to the test_database_info
database in the GaussDB instance.

Log in to the management console.

click 9 in the upper left corner and select a region.
Select the region where the destination instance is deployed.

Click the service list icon on the left and choose Databases > Data Replication
Service.

In the navigation pane on the left, choose Data Synchronization Management.
On the displayed page, click Create Synchronization Task.

Configure synchronization instance information.

1. Select a region, and project, and enter a task name.

P —
i

Reglons are geographc areas soate from each othr. Resources

e o

2. Specify Data Flow, Source DB Engine, Destination DB Engine, Network

Type, DRS Task Type, Destination DB Instance, Synchronization Instance
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Subnet (optional), Synchronization Mode, Specifications, AZ, and Tags

(optional).

Click Create Now.

3.
Step 6 Configure the source and destination database information.
Enter the IP address, port number, username, and password of the source

1.
database.

Click Test Connection.

Source Database

e o manualy mportusers ancjobs o the 2stiton cetabace and conigur paramates i patametr fmplle cfthe dasineton deabase

s, ceramelers, and cbs il not b3 migrated. Yo

System databases, Lser

P Address cr Domain Nams
ot
Dtekase Userame
Daigkase Passwerd

5L Conrection

(et Comeatin )

Enter the username and password of the destination database.

Click Test Connection.

Destination Database
Auto-drs-gaussdbv5-tar-1 (172.16.24.234:8000)

root
=

Click Next. In the displayed box, read the message carefully and click Agree.
bt

3.
Notice
I acknowledge that the IP addresses, domain names, ports, usernames, and
passwords of invalved databases will be temporarily collected and used in this
d after the task is deleted.

be deleted

Step 7 Configure the synchronization task.
Select the object type for full synchronization. If the table structure to be
synchronized has not been created in the destination database, select Table
248

task. These items w

1.
Copyright © Huawei Cloud Computing Technologies Co., Ltd.
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4.

5.

structure (the table structure contains primary keys and unique keys) for
Synchronization Object Type. Otherwise, deselect Table structure. Select
Index for Synchronization Object Type based on the site requirements.

Synchronization Object Type Talle structure

\hen you manually create a table siructure in the destination database, for details about the data type, see Mg

Specify Incremental Conflict Policy.

- Ignore: The system will ignore the conflicting data and continue the
subsequent synchronization process. If you select Ignore, data in the
source database may be inconsistent with that in the destination
database.

- Report error: The synchronization task will be stopped and fail. You can
view the details in synchronization logs.

- Overwrite: Conflicting data will be overwritten.

Incremenel Confct Py i m 0
v ed data conficts with e 2 soUrte and destinalion dalahases

Select the databases and tables of the source database to be synchronized. In
this test, select the test_table table from the test_info database.

Synchrenization Object Import object file

i any data in the source database changes, click the refresh bution belo

Move objects to be migrated from list of unselected abjects on left side to the list of selected objects on right side.

C

TESTL database

\ database
db1_sync_new__full_pause_001 database
dbi_sync_new_lincr_pause_002 database D

#) db_testl database
[#) ] db_test12 database
(#) [ ] sbtest database
[#) | sbtest123 database

Locate the database and table, respectively, and click Edit to change the
database name and table name.

@ Select All (& Select All
Q Q
® jrhoo3 database =) | test_database_info X (@ database
jrhoo4 database =] [ test_info] Edit
jrh00s database (GSL
jrh006 database
jrhoo7 database
jrh009 database
jrhi database
® jrh10 database
® [ 52 database
jrh3 database
® O ey database

On the displayed box, enter a new name, for example, DATATYPELIST_After.
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The name cannot include special characters. Otherwise, an error will be
reported during SQL statement execution after the synchronization.

New Table Name

@ The new table will be used in the destination database. X

Edit Table Name | DATATYPELIST_Afte] | @

6. Confirm the settings and click Next.

Select All @ Select All
Q Q
jrho03 database (=) | test_database_info X (@ database
Jrh0o4 database (=) [ test_info edit
jrhoos database test_table [New name: DATATYPELIST After)| Edit

§rh006 database
jrho07 database
1009 database
jrhi database
jrh10 database
jrh2 database

jrh3 database

FEEIEBEEEC

lzy database -

Step 8 Confirm advanced settings.

The information on the Advanced Settings page is for confirmation only and
cannot be modified. After confirming the information, click Next.

Full Synchronization Settings

Incremental Data Capture Settings

Incremental Replay Settings

@

Step 9 Process data.

On the Processing Columns tab, select the column to be synchronized and
change its name, for example, change ¢1 to new-line.
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1. Click Edit next to the table to be processed.

@ Select All & Select All
test_info X Q Q

[=) [ TesT_miFo Edit

DATATYPELIST [New name: DATATYPELIST_After)| Edit

2. Edit the ¢1 column.

Name: testinfo Table Name: test_table Q C
olumn Name Column Nare Type Constraint Type
4 Vi int(11) Primary Key “
1 char(10)
10 mediumtext
1 longtext
12 enum('1''2 ')
13 sel(1'2''3)
14 tinyint(4)
- v

3. Enter the new name new-line and click Confirm.
4. Click Next.

Step 10 Perform a pre-check.

1. After all settings are complete, perform a pre-check to ensure that the
synchronization is successful.

2. If any check item fails, review the cause and rectify the fault. Then, click
Check Again.
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3.

Check success rate 100% Al

If all check items pass the pre-check, click Next.

Check Again

Check Item

Database parameters

Whether the source database contains unsupported table field types
Whether the destination database is compatible with the source database
Whether the character set of the source database matches that of the destination database
Whether the destination database has sufficient available connections
Whether the selected objects exist in the destination database

Whether the destination database contains the configured databases
Whether there are source database foreign keys

Whether tables to be migrated contain primary keys

Whether existing data meets the constraints

Whether the source database character setis supported

Whether the source database has sufficient available connections
Whether the source database container type is correct

Whether archive logs are enabled on the source database

Whether the source database name is valid

Whether the supplementary log is enabled for the source database.
Whether 0GG log reading is enabled on the source database

Whether the source database table name is valid

Step 11 Confirm the task.

1.

Check that all configured information is correct.

Details

oo Nme Cnigatin

Task Informtion

Check Result

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

Passed

ceeding to the next

Click Submit. In the display box, select | have read the precautions.
Click Submit.
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Notice

During the synchronization, do not perform any operations on the
destination DB instance through the management console. To ensure
migration success, we strongly recommend that you read the
migration precautions carefully before starting migration tasks and
follow the instructions to ensure migration stability.

f the task status is abnormal for more than 14 days, the task
automatically stops. Pay attention to the alarms you received and

handle the task in time to resume the download and avoid task retry
failure.

I have read the precautions. Submit

Step 12 After the task is submitted, view and manage it.

After the task is created, return to the task list to view the status of the created
task.

--—-End

Verifying Data After Synchronization

When the task status changes to Incremental, the full synchronization is
complete. You can log in GaussDB and view the data synchronization result.

Step 1 Wait until the synchronization task status becomes Incremental.

Incremental Tothe cl

Step 2 Click the task name to go to the Basic Information page.

Step 3 Verify data consistency.

1. Choose Synchronization Comparison > Object-Level Comparison to view
the database and table synchronization results.

Data-Level Comparison

In the many-to-one synchronization scenario, the numbers of objects In the source and destination databases and comparison result displayed are based on the actual ¢

Item Source Database Destination Database

No data available

2. Choose Synchronization Comparison > Data-Level Comparison, click Create
Comparison Task, and view the synchronization results of the rows in the
table.
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Step 4

Step 5

Step 6

Step 7

Create Comparison Task

Compartson Time L — Start at a specified time
(@] select All (¢ select All
Q Q
[ [ Test_inFo database
DATATYPELIST (New name: DATATY. table
Kl -

Connect to test_database_info in GaussDB using DAS.

For details about how to connect to an instance through DAS, see Adding Login
Information.

Run the following statement to query the full synchronization result:
SELECT * FROM test_info.datatypelist_after;

After the schema in MySQL is synchronized, it will be used as the schema in
GaussDB. Therefore, it is required to add the schema in the query statement for
exact query.

All data types in the table were successfully synchronized and the data is correct.
Verify incremental synchronization.

In full+incremental synchronization, after the full synchronization is complete, the
data that is written to the source database after the task is created can still be
synchronized to the destination database until the task is stopped. The following
describes how to synchronize incremental data from the source database to the
destination database:

1. Use a database connection tool to connect to the source MySQL database
based on its IP address.

2. Run the following statement to insert a data record into the source database:
Insert a data record whose ID is 3.

insert into test_info.test_table values

(3,'a",'b','"111",'"111",'tinyblob','mediumblob','longblob', 'tinytext','text','mediumtext','longtext','1",'3',1,2,3,4,
1.123,1.1234,'2024-03-08','2024-03-08 08:00:00','2024-03-08
08:00:00','08:00:00','2024','1010','{"a":"b"}',1.23,1.234);

3.  Run the following statement in the destination database to query the result:
SELECT * FROM test_info.datatypelist_after;

The new data in the source database has been synchronized to the
destination database in real time.

Stop the synchronization task.

After data is completely synchronized to the destination database, stop the
synchronization task.

1. Locate the task and click Stop in the Operation column.
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2. In the display box, click Yes.

--—-End

4.5 From On-premises Oracle to GaussDB Distributed

4.5.1 Purpose

Description
You can use real-time synchronization of DRS to synchronize on-premises Oracle
to Huawei Cloud GaussDB. Full+incremental synchronization can ensure that data
is always in sync between the source Oracle and the destination GaussDB.
Problems

e With the rapid increase of enterprise workloads, traditional databases have
poor scalability and distributed databases are required.

e Building traditional databases require purchasing and install servers, systems,
databases, and other software. Its O&M is expensive and difficult.

e The performance of complex queries for traditional databases is poor.

e Itis hard for traditional databases to smoothly migrate data without
interrupting services.

Migration Architecture

App App’
Diata Data
= exdraction, _playback,
‘JDBC_ Data Replication Sarice JDEC
connection (DRS) connection
Source Destination
database database

Migration Principles

Perform the following operations to complete full and incremental
synchronization:

1. In the full synchronization phase, migrate tables, primary keys, and unique
keys.
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Service List

Notes on Usage

Prerequisites

Start incremental data extraction to ensure that the incremental data
generated during full data synchronization is completely extracted to the DRS
instance.

Start the full migration task.

Automatically perform incremental synchronization after the full migration is
complete. The playback starts from the location where the full migration
starts.

Start the comparison task after the incremental replay is complete to check
the data consistency. Real-time comparison is supported.

Start migration if the data is consistent.

_ Full migration _
1

Table structures :
Primary keys
Unique keys

Static data
comparison
Real-time data
comparison
] >
Start Ensure absolute Automatically Check data Migrate
task. data integrity perform consistency after data.
before full incremental incremental
synchronization or synchronization migration is
incremental data after full complete
extraction is synchronization is
started. complete.

Virtual Private Cloud (VPC)
GaussDB

Data Replication Service (DRS)
Data Admin Service (DAS)

The resource planning in this document is for demonstration only. Adjust it as
needed.

The end-to-end test data in this document is for reference only.

Full synchronization is used to migrate data. Incremental synchronization is
used to synchronize data between the source and destination databases in
real time.

You have registered with Huawei Cloud and completed account
authentication.

Your account balance is greater than or equal to $0 USD.
You have set up an on-premises Oracle database for testing.

You have obtained the IP address, port number, account, and password of the
Oracle database to be migrated.
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4.5.2 Resource Planning

Table 4-21 Resource planning

Categor | Subcat | Planned Value Remarks

y egory

VPC VPC vpc-src-172 Customize a name for easy
name identification.
Region | Test region For low network latency and

quick resource access, select the
region nearest to you.

AZ AZ3 -
Subnet | 172.16.0.0/16 Select a subnet with sufficient
network resources.
Subnet | subnet-src-172 Customize a name for easy
name identification.
Oracle Name | orcl Customize a name for easy

identification.

Specifi | 16 vCPUs | 32 GB -
cations

Databa | 11.2.0.1 -

se
version
Databa | test_info Customize a user. However, the
se user user must have the following
permissions during migration:
CREATE SESSION, SELECT ANY
TRANSACTION, SELECT ANY
TABLE, SELECT ANY
DICTIONARY, and
EXECUTE_CATALOG_ROLE.
GaussDB | Instanc | Auto-drs-gaussdbv5- Customize a name for easy
e tar-1 identification.
name

Databa | GaussDB 1.3 Enterprise -
se Edition
version

Instanc | Distributed (1 CN, 3 DN | Select a distributed instance for
e type | shards, and 3 replicas) the test.

Deploy | Independent -
ment
model
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Categor | Subcat | Planned Value Remarks
y egory

Transa | Strong consistency -
ction
consist
ency

Shards | 3 -

Coordi | 3 -
nator
nodes

Storag | Ultra-high I/O -

e type
AZ AZ2 Select a single AZ for the test.
You are advised to select
multiple AZs to improve
instance availability in actual
use.
Instanc | General-enhanced Il 8 Select small specifications for
e vCPUs | 64 GB the test. You are advised to
specific configure specifications based
ations on service requirements in
actual use.
Storag | 480G Select a small storage space for
e the test. You are advised to
space configure storage space based
on service requirements in
actual use.
Disk Disable In this example, disk encryption
encryp is disabled. Enabling disk
tion encryption improves data
security, but slightly affects the
read and write performance of
the database.
Logging | DB GaussDB -
in to the | engine
databas ]
e Databa | GaussDB Select the GaussDB instance
through | S€ created in this example.
DAS source

Databa | postgres -
se
name

Userna | root -
me
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Categor | Subcat | Planned Value Remarks
y egory
Passwo | - Password of the root user of the
rd GaussDB instance created in this
example
DRS Migrati | DRS-test-info Customize a name for easy
migratio | on task identification.
n task name
Destin | test_database_info Customize a name for easy
ation identification, but the name
databa must be compatible with the
se Oracle database name.
name
Source | Oracle -
DB
engine
Destin | GaussDB -
ation
DB
engine
Netwo | Public Select the public network for
rk type the test.

4.5.3 Operation Process

Figure 4-30 shows the main operation flowchart.
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Figure 4-30 Operation flowchart

User

Prepare a destination
database.

Prepare a source database.

Construct data in the source
database.

Create a migration task.

Verify data after migration.

4.5.4 Creating a VPC and Security Group

Create a VPC and security group for a GaussDB instance.

Creating a VPC

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private

Cloud.
The VPC console is displayed.
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= Service List >
&>  Elastic Cloud Server

&  Relational Database Service

U\ Auto Scaling

&> Bare Metal Server

[  Elastic Volume Service

= Volume Backup Service

> Virtual Private Cloud

> Elastic Load Balance

3  Domain Reaistration

Step 4 Click Create VPC.

Basic Information

Recently Visited Services: Virtual Private Cloud Distributed Database Middleware GaussDB Document Database Service Relational Datat
Compute Storage Networking

Elastic Cloud Server X Elastic Volume Service x Virtual Private Cloud X
Bare Metal Server ) 1 Dedicated Distributed Storage Service Elastic Load Balance

Cloud Phone Storage Disaster Recovery Service

Image Management Service Cloud Server Backup Service
FunctionGraph Cloud Backup and Recovery
Auto Scaling ) 3 Volume Backup Service
Dedicated Cloud Object Storage Service
Dedicated Host Data Express Service

Scalable File Service

Region © N North-Beijing1 v
Reglons are geographic areas isolated fi her. Resources are region-specific and cannot be used a
latency and quick resource ac ct the st region.

Name vpe-01

CIDR Block 192 168 |- : /16 -

Recommended: 10.0.0.0/8-24 (Select)

17216.00/12-24 (Select) 192

0.0/16-24 (Select)

Direct Connect
Virtual Private Network
Domain Name Service

NAT Gateway
Elastic IP X
Cloud Connect

VPC Endpoint

regions through internal network connections. For low network

The CIDR block 192.168.0.0/16 overlaps with a CIDR block of another VPC in the current region. If you intend to enable communication between VPCs or between a

Enterprise Project

Advanced Settings +  Tag | Description
Default Subnet
AZ AZ3 > ®
Name subnet-1dde
CIDR Block -0 /|24
The CIDR b cannot be modified after the subnet ha

Associated Route Table

Advanced Settings

@ Add Subnet

Step 5
Step 6

w | C Create Enterprise Project ®

Default @

Gateway | DNS Server Address

Configure parameters as needed and click Create Now.

5

DHCP Lease Time

v | (@) Available IP Addresses: 251

Description

[
[t=]

Return to the VPC list and check whether the VPC is created.

If the VPC status becomes available, the VPC has been created.

--—-End
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Creating a Security Group

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private
Cloud.

The VPC console is displayed.

= Service List > Q
@  Elastic Cloud Server Recently Visited Services: Virtual Private Cloud Distributed Database Middleware GaussDB Document Database Service Relational Datat
¢ Relational Database Service Compute Storage
\  Auto Scaling Elastic Cloud Server x x X
Bare Metal Server X ) §
&> Bare Metal Server -
Cloud Phone Storage Disaster Recovery Service
[E  Elastic Volume Service Image Management Service Cloud Server Backup Service Virtual Private Network
] Volume Backup Service Funct ph Cloud Backup and Dom. me Service
Auto Scal b 1 Volume Backup Sery 1 NAT Gateway
@& Virtual Private Cloud Dedicated Cloud Elastic 1P x
> Elastic Load Balance Dedicated Host Data Express Se Cloud Connect
= Domain Redistration Scalable File Service VPC Endpoint
Step 4 Choose Access Control > Security Groups.
Step 5 Click Create Security Group.
Step 6 Configure parameters as needed.
X
Create Security Group
* Mame sg-01
# Enterprise Project default v | C Create Enterprise Project (%)
* Template General-purpose web server  w
Description

Show Default Rule

Step 7 Click OK.
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Step 8

Step 9

Step 10

Return to the security group list and click the security group name (sg-01 in this
example).

Click the Inbound Rules tab, and then click Add Rule.
summary Outbound Rules Associated Instances

Add Rule Fast-Add Rule Allow Commen Ports bound Rules: 3 Learn more

Configure an inbound rule, add the IP address of the source database, and click
OK.

Add Inbound Rule

ﬂ If you select IP address for Source, you can enter multiple IP addresses in the same IP address box. Each IP address represents a different security group rule

Security Group  defined_security_group

mport mulfiple rules
Type Protocol & Port @ Source -:?) Description Operation
Protocols/TCP (Custo... v IP address v
IPv4 v Replicate
0.0.0.0/0
(P AddRule
Lo
---—-End

4.5.5 Creating a GaussDB Instance

Step 1

Step 2
Step 3
Step 4
Step 5

This section describes how to create a GaussDB instance as the destination
database.

Log in to the management console.

click 9 in the upper left corner and select a region.
Under the service list, choose Databases > GaussDB.
Click Buy DB Instance.

Configure the instance name and basic information.
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Blrg Nede YearyMontly g ()

Reginn

comectons. Forlow nework atency and quich rescurceacces seec e e

Project

D3 Instence Name: Jausea) 0]

EdiinType Entepie edtion Basic edition
DB Ercine Version e V32 208100 Va2 20110 031G UAEA 208101 VRI0 12045

Vi031 12080 V20330 0 VI35 im 03 132 20320 Uikyi:} 20207
Vi3 203200 1318 V203100 VI8 a7 /lwE) 1014

Tha urent engine ses Hunei Cloud 03 by defl. A R reatonsn camnotbe eatec b=veen ntances usng thisengizarc hse runing EuerO5

D8 Ingtance Type Disrbuted Centraized
Deployment Wecel e NG
Log Ncces Supportzd e

Transacton Consiany Bl onsisengy )
FeicverFriary Relably Aalabiliy

Ryl -3 6}
Sharks -3 4
CoondingerNodzs -3 10

A ‘ a il

Orlycreor e Alsca

Time Zne (UTCHOB00) Bejing Chongging Hong . v

Step 6 Configure instance specifications.

Instance Specifications (7) General-enhanced Il

Flavor Name

8 VCPUs | 64 GB Unavailable for production environment

16 wCPUs | 128 GB

32 wCPUs | 25

ecifications  General-enhanced Il 8 wCPUs 64 GB

Storage Type Ultra-high I/O Learn more about storage types.

Storage Space (GB) 480 + @

9,950 19,450 28,950 48,000

Disk Encryption

Enable @

Select small specifications for the test. You are advised to configure specifications
based on service requirements in actual use.
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Step 7 Select a VPC and security group (created in Creating a VPC and Security Group)
for the instance and configure the database port.

®

[}

Step 8 Configure password and other information.

Step 9
Step 10

Go to the instance list.

Click Next, confirm the information, and click Submit.

If the instance status becomes available, the instance has been created.

--—-End

4.5.6 Generating Test Data

Before the synchronization, prepare some data types in the source database for
verification after the synchronization is complete.

The following table lists data types supported by DRS.

Table 4-22 Data type mapping

Source | Destinati | Sync Sync Comparis | Comparis | Remarks
Data on Data (Sourc | (Source | on on
Type Type e Data | Data (Source (Source
Type Type as | Data Type | Data Type
as Non- as as Non-
Primar | Primary | Primary Primary
y Key) | Key) Key) Key)
CHAR character | Suppor | Supporte | Supported | Supported. | -
ted d . The The
spaces spaces
before before and
and after | after the
the character
character | are
are ignored.
ignored.
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Source | Destinati | Sync Sync Comparis | Comparis | Remarks
Data on Data (Sourc | (Source | on on
Type Type e Data | Data (Source (Source
Type Type as | Data Type | Data Type
as Non- as as Non-
Primar | Primary | Primary Primary
y Key) | Key) Key) Key)
VARCH | character | Suppor | Supporte | Supported | Supported | The
AR varying ted d precision
ranges of
the source
and
destination
databases
are
different,
causing
precision
loss.
VARCH | character | Suppor | Supporte | Supported | Supported | -
AR2 varying ted d
NCHAR | character | Suppor | Supporte | Supported | Supported. | -
ted d . The The
spaces spaces
before before and
and after | after the
the character
character | are
are ignored.
ignored.
NVARC | nvarchar2 | Suppor | Supporte | Supported | Supported | -
HAR2 ted d
NUMBE | numeric | Suppor | Supporte | Supported | Supported | -
R ted d
NUMBE | numeric( | Suppor | Supporte | Supported | Supported | -
R(6,3) |6,3) ted d
NUMBE | Integer Suppor | Supporte | Supported | Supported | -
R (6,0) ted d
NUMBE | smallint | Suppor | Supporte | Supported | Supported | -
R (3) ted d
NUMBE | integer Suppor | Supporte | Supported | Supported | -
R (6,-2) ted d
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Source
Data

Type

Destinati
on Data

Type

Sync
(Sourc
e Data
Type
as
Primar

y Key)

Sync
(Source
Data
Type as
Non-
Primary
Key)

Comparis
on
(Source
Data Type
as
Primary

Key)

Comparis
on
(Source
Data Type
as Non-
Primary
Key)

Remarks

BINARY
_FLOAT

real

Unsup
ported
(The
destin
ation
databa
se
does
not
suppor
t
creatin
g
tables
using
the
primar
y key.)

Supporte
d

Unsupport
ed

Supported

The
precision
ranges of
the source
and
destination
databases
are
different,
causing
precision
loss.

BINARY
_DOuB
LE

double
precision

Unsup
ported
(The
destin
ation
databa
se
does
not
suppor
t
creatin
g
tables
using
the
primar
y key.)

Supporte
d

Unsupport
ed

Supported
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Source | Destinati | Sync Sync Comparis | Comparis | Remarks

Data on Data (Sourc | (Source | on on

Type Type e Data | Data (Source (Source
Type Type as | Data Type | Data Type
as Non- as as Non-
Primar | Primary | Primary Primary
y Key) | Key) Key) Key)

FLOAT | real Unsup | Supporte | Unsupport | Supported | The
ported | d ed precision
(The ranges of
destin the source
ation and
databa destination
se databases
does are
not different,
suppor causing
t precision
creatin loss.
g
tables
using
the
primar
y key.)

INT numeric | Suppor | Supporte | Supported | Supported | -
ted d

INTEGE | numeric | Suppor | Supporte | Supported | Supported | -

R ted d
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Source
Data

Type

Destinati
on Data

Type

Sync
(Sourc
e Data
Type
as
Primar

y Key)

Sync
(Source
Data
Type as
Non-
Primary
Key)

Comparis
on
(Source
Data Type
as
Primary

Key)

Comparis
on
(Source
Data Type
as Non-
Primary
Key)

Remarks

DATE

date

Suppor
ted

Supporte
d

Unsupport
ed

Supported

If a table
with date
type is
created in
the
destination
database,
the data
type
precision
range in
the source
database is
different
from that
in the
destination
database,
causing
precision
loss.
Therefore,
compariso
n is not
supported.

TIMEST
AMP

timestam
p(6)
without
time zone

Suppor
ted

Supporte
d

Unsupport
ed

The value
is accurate
to six
decimal
places.

The
maximum
precision
supported
by the
source
database is
6.
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Source
Data

Type

Destinati
on Data

Type

Sync
(Sourc
e Data
Type
as
Primar

y Key)

Sync
(Source
Data
Type as
Non-
Primary
Key)

Comparis
on
(Source
Data Type
as
Primary

Key)

Comparis
on
(Source
Data Type
as Non-
Primary
Key)

Remarks

TIMEST
AMP_T
z

timestam
p(6) with
time zone

Unsup
ported
(The
source
databa
se
does
not
suppor
t
creatin
g
tables
using
the
primar
y key.)

Supporte
d

Unsupport
ed

Filter this
column.

TIMEST
AMP_LT
z

timestam
p(6) with
time zone

Unsup
ported
(The
destin
ation
databa
se
does
not
suppor
t
creatin
g
tables
using
the
primar
y key.)

Supporte
d

Unsupport
ed

Filter this
column.

INTERV
AL_YM

interval
year to
month

Suppor
ted

Supporte
d

Unsupport
ed

Unsupport
ed

Incrementa
[
synchroniz
ation does
not
support
this type.
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Source | Destinati | Sync Sync Comparis | Comparis | Remarks
Data on Data (Sourc | (Source | on on
Type Type e Data | Data (Source (Source
Type Type as | Data Type | Data Type
as Non- as as Non-
Primar | Primary | Primary Primary
y Key) | Key) Key) Key)
INTERV | interval Suppor | Supporte | Unsupport | Unsupport | Incrementa
AL DS day to ted d ed ed [
second synchroniz
ation does
not
support
this type.
The
maximum
precision
supported
by the
source
database is
6.
BLOB bytea Unsup | Supporte | Unsupport | Filter this | -
ported | d ed column.
(The
source
databa
se
does
not
suppor
t
creatin
g
tables
using
the
primar
y key.)
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Source
Data

Type

Destinati
on Data

Type

Sync
(Sourc
e Data
Type
as
Primar

y Key)

Sync
(Source
Data
Type as
Non-
Primary
Key)

Comparis
on
(Source
Data Type
as
Primary

Key)

Comparis
on
(Source
Data Type
as Non-
Primary
Key)

Remarks

CLOB

text

Unsup
ported
(The
source
databa
se
does
not
suppor
t
creatin
g
tables
using
the
primar
y key.)

Supporte
d

Unsupport
ed

Filter this
column.

NCLOB

text

Unsup
ported
(The
source
databa
se
does
not
suppor
t
creatin
g
tables
using
the
primar
y key.)

Supporte
d

Unsupport
ed

Filter this
column.
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Source
Data

Type

Destinati
on Data

Type

Sync
(Sourc
e Data
Type
as
Primar

y Key)

Sync
(Source
Data
Type as
Non-
Primary
Key)

Comparis
on
(Source
Data Type
as
Primary

Key)

Comparis
on
(Source
Data Type
as Non-
Primary
Key)

Remarks

LONG

text

Unsup
ported
(The
source
databa
se
does
not
suppor
t
creatin
g
tables
using
the
primar
y key.)

Supporte
d

Unsupport
ed

Filter this
column.

LONG_
RAW

bytea

Unsup
ported
(The
source
databa
se
does
not
suppor
t
creatin
g
tables
using
the
primar
y key.)

Supporte
d

Unsupport
ed

Filter this
column.
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Source | Destinati | Sync Sync Comparis | Comparis | Remarks
Data on Data (Sourc | (Source | on on
Type Type e Data | Data (Source (Source
Type Type as | Data Type | Data Type
as Non- as as Non-
Primar | Primary | Primary Primary
y Key) | Key) Key) Key)
RAW bytea Unsup | Supporte | Unsupport | Supported | -
ported | d ed
(The
destin
ation
databa
se
does
not
suppor
t
creatin
g
tables
using
the
primar
y key.)
RowlD | character | Suppor | Supporte | Supported | Supported | -
varying(1 | ted d
8)
BFILE - Unsup | Unsuppo | Unsupport | Unsupport | Restriction
ported | rted ed ed s on the
source
database:
The bfile
type is not
supported.
XMLTYP | - Unsup | Unsuppo | Unsupport | Unsupport | Restriction
E ported | rted ed ed s on the
source
database:
The
xmltype
type is not
supported.
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Source | Destinati | Sync Sync Comparis | Comparis | Remarks
Data on Data (Sourc | (Source | on on
Type Type e Data | Data (Source (Source
Type Type as | Data Type | Data Type
as Non- as as Non-
Primar | Primary | Primary Primary
y Key) | Key) Key) Key)
UROWI | - Unsup | Unsuppo | Unsupport | Unsupport | Full and
D ported | rted ed ed incrementa
l
synchroniz
ations are
not
supported.
sdo_ge |- Unsup | Unsuppo | Unsupport | Unsupport | Restriction
ometry ported | rted ed ed s on the
source
database:
The
sdo_geome
try type is
not
supported.
NUMBE | numeric | Suppor | Supporte | Supported | Supported | -
R(*, 0) ted d

Perform the following steps to generate data in the source database:

Step 1 Use a database connection tool to connect to the source Oracle database based
on its IP address.

Step 2 Construct data in the source database based on data types supported by DRS.

1.

create user test _info identified by xxx;

Create a test user.

test info indicates the user created for the test, and xxx indicates the
password of the user.

grant dba to test info;

Assign permissions to the user.

Create a data table under the user.

CREATE TABLE test _info.DATATYPELIST(

ID INT,

COL_01_CHAR_____E CHAR(100),
COL_02_NCHAR____E NCHAR(100),
COL_03_VARCHAR___E VARCHAR(1000),
COL_04_VARCHAR2__E VARCHAR2(1000),
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COL_05_NVARCHAR2_E NVARCHAR2(1000),
COL_06_NUMBER___E NUMBER(38,0),
COL_07_FLOAT____E FLOAT(126),
COL_08_BFLOAT___ E BINARY_FLOAT,

COL_09 BDOUBLE__E BINARY_DOUBLE,
COL_10_DATE_ __ E DATE DEFAULT SYSTIMESTAMP,
COL_11_TS E TIMESTAMP(6),
COL_12_TSTZ___ E TIMESTAMP(6) WITH TIME ZONE,
COL_13_TSLTZ_____E TIMESTAMP(6) WITH LOCAL TIME ZONE,
COL_14_CLOB____E CLOB DEFAULT EMPTY_CLOB(),
COL_15_BLOB___ E BLOB DEFAULT EMPTY_BLOB(),
COL_16_NCLOB_____E NCLOB DEFAULT EMPTY_CLOB(),
COL_17_RAW E RAW(1000),

COL_19_ LONGRAW ___E LONG RAW,

COL_24 ROWID____E ROWID,

PRIMARY KEY(ID)

)

Insert two rows of data.

insert into test_info.DATATYPELIST
values(4,'huawei','xian','Shannxi','’zhongguo’,'shijie’,
666,12.321,1.123,2.123,sysdate,sysdate,sysdate,sysdate,'"hw','cb’,'df','FF','FF
''AAAYEVAAJAAAACrAAA');

insert into test_info.DATATYPELIST values(2,'Migrate-
test','test1’,'test2’,'test3’,'test4’,
666,12.321,1.123,2.123,sysdate,sysdate,sysdate,sysdate,'"hw','cb’,'df','FF','FF
''AAAYEVAAJAAAACrAAA');

Make the above statements take effect.
commit;

Step 3 Create a database at the destination server.

1.

2.

Log in to the management console.

Click in the upper left corner and select a region.

Click E in the upper left corner of the page and choose Databases > Data
Admin Service.

In the navigation pane on the left, click Development Tool to go to the login
list page.

Click Add Login.

On the displayed page, select the DB engine, source database, and target DB
instance, enter the login username, password, and description (optional), and
enable Collect Metadata Periodically and Show Executed SQL Statements.

If Collect Metadata Periodically is enabled, select Remember Password.

Click Test Connection to check whether the connection is successful.
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If a message is displayed indicating connection successful, continue with the
operation. If a message is displayed indicating connection failed and the
failure cause is provided, make modifications according to the error message.

8. Click OK.
9. Locate the added instance, click Log In in the Operation column.

NI

I oo |
10. Choose SQL Operations > SQL Window on the top menu bar.

Home  SOL History ¥ SCL Window ;_ LA SO Window X

H

-'0 ottt gl g 0 i
i - e

MR | TVIBTMA00 | Chafacer Sel UTFR | TemeJoné: ERCGHITS

11. Run the following statement to create a database compatible with Oracle:

test_database_info indicates the database name. Replace it based on the site

requirements.
CREATE DATABASE test_database_info DBCOMPATIBILITY 'ORA’;

--—-End

4.5.7 Synchronizing Databases

Pre-Check

This section describes how to create a DRS instance and synchronize data from the
test_info database on the local Oracle to the test_database_info database on
GaussDB instance.

Before creating a task, check the synchronization conditions.

Before synchronization, refer to Precautions.

Creating a Synchronization Task

Step 1

Step 2

Step 3

Log in to the management console.

Click 9 in the upper left corner and select a region.
Select the region where the destination instance is deployed.

Click the service list icon on the left and choose Databases > Data Replication
Service.
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Step 4 In the navigation pane on the left, choose Data Synchronization Management.
On the displayed page, click Create Synchronization Task.

Step 5 Configure synchronization instance information.

1. Select a region, and project, and enter a task name.

2. Specify Data Flow, Source DB Engine, Destination DB Engine, Network
Type, DRS Task Type, Destination DB Instance, Synchronization Instance
Subnet (optional), Synchronization Mode, Specifications, AZ, and Tags
(optional).

Figure 4-31 Synchronization instance details

Synchronization Instance Details ®

MongoDe Posigesal Single ode or MasterStandoy Reds Rt cuter

3. Click Create Now.

Step 6 Configure the source and destination database information.

1. Enter the IP address, port number, username, and password of the source
database.

Click Test Connection.

The synchronization instance is being created. This operation takes about 5 to 10 minutes to complete.

Database Service Narme orcl Service Name | ®

PDB Name ®

5SL Connection

2. Enter the username and password of the destination database.
Click Test Connection.
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Destination Database

DE Instance Name Auto-drs-gaussdbv5-tar-1 (172.16.24.234:8000)
Database Username root
Database Password [ =

3. Click Next. In the displayed box, read the message carefully and click Agree.

ot
Notice

| acknowledge that the IP addresses, domain names, ports, usernames, and
passwords of involved databases will be temporarily collected and used in this
task. These items will be deleted after the task is deleted.

Step 7 Configure the synchronization task.

1. Select the databases and tables of the source database to be migrated. For
example, select the DATATYPELIST table from the test_info database.

Basic Information
Task ID 5599e983-f78a-42c9-aa73-bad21d1jb20r Task Narme DRS-test-info

Created Dec 30, 2021 16:50:36 GMT+08:00

10.154.219.69

Aulo-drs-gaussdbys-Lar-1 Des 172.16.24.2348000

- T o

Suncvnization O import et e
,

left side to the list of selected objects on right side.
Select Al C Select All

< x af Q

darahase

5| ©

dalabase
database
database
database
database
database

database

HEPEEE®E

database

2. Locate the database and table, respectively, and click Edit to change the
database name and table name.

@ Select All @ Select All
test_info x| Q Q
E] @ database
= TEST_INFO  Edit
DATATYPELIST
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3. On the displayed box, enter a new name, for example, DATATYPELIST_After.

The name cannot include special characters. Otherwise, an error will be
reported during SQL statement execution after the migration.

New Table Name

@ The new table will be used in the destination database. X

Edit Table Name | DATATYPELIST_Afte] | @

4. Confirm the settings and click Next.

@ select All C Select All
test_info x Q Q
= (@) database

= TEST_INFO  Edit

DATATYPELIST kNE'.'.' name: DATATYPELIST_After) Edit]

Step 8 Confirm advanced settings.

The information on the Advanced Settings page is for confirmation only and
cannot be modified. After confirming the information, click Next.

© rvaced scings

Basic Information

Full Synchronization Settings

Incremental Data Capture Settings

Incremental Replay Settings

@
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Step 9 Process data.

On this page, you can process the table to be migrated. Select the column to be
migrated and change its name, for example, change COL_01_CHAR E to
new-line.

1.

Select the table to be processed.

@ Select All G Select All
Q Q
(=) B4 TesT_InFo database
DATATYPELIST (New name: DATATY. table
Edit the COL_01_CHAR E column.
Database Name: SYNC_FULL_INCR_VPC_001 Table Name: COMMON Q
Column Name New Column Name Type Constraint Type
D MUMBER Primary Key
COL 03 new_line MUMBER
oL 04 Edit Column Name
| new_lind
COL_06
CoL_07 NUMBER

Enter the new name new-line and click Confirm.
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Database Name: SYNC_FULL_INCR_VPC_001 Table Name: COMMON Q C
Column Name New Column Name Type Constraint Type
D NUMBER Primary Key

CoL_02 new_line NUMBER

CoL 04 NUMBER

COL 06 NUMBER

coL_07 NUMBER

CoL_09 FLOAT

coL_10 NUMBER

m0m - Total Records: 20 n 2 2

4. Click Next.
Step 10 Perform a pre-check.

1. After all settings are complete, perform a pre-check to ensure that the
migration is successful.

Basic Information

Task 1D 5b99e983-f78a-42c9-aa73-ba921d1jb20r Task Name DRS-test-info
Created Dec 30, 2021 16:50:36 GMT+08:00 Source Database IP 10.154.219.69
Destination Database Name Auto-drs-gaussdbvs-tar-1 Destination Database IP Port 172.16.24.234:8000

Comron ]

Check success rate Il 4% [All checks must pass before you can continue. If any check requires confirmation, check and confirm the results beft

eding to the next step.

Check Item Check Result

Database parameters

Whether the source database contains unsupported table field types Checking
Whether the destination database is compatible with the source database Checking
Whether the character set of the source database matches that of the destination database Checking
Whether the destination database has sufficient available connections Checking
Whether the selected objects exist in the destination database Checking
Whether the destination database contains the configured databases Checking
Whether there are source database foreign keys Checking
Whether tables to be migrated contain primary keys Checking

2. If any check fails, review the cause and rectify the fault. Then, click Check
Again.
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Check Again

Check success rate NG 100% Al st pass inue. If any check rec nd confirm the res ceeding to the next step.
Check Item Check Result
Database parameters
Whether the source database contains unsupported table field types Passed
Whether the destination database is compatible with the source database Passed
Whether the character set of the source database matches that of the destination database Passed
Whether the destination database has sufficient available connections Passed
Whether the selected objects exist in the destination database Passed
Whether the destination database contains the configured databases Passed
Whether there are source database foreign keys Passed
Whether tables to be migrated contain primary keys Passed
Whether existing data meets the constraints Passed
Whether the source database character setis supported Passed
Whether the source database has sufficient available connections Passed
Whether the source database container type is correct Passed
Whether archive logs are enabled on the source database Passed
Whether the source database name is valid Passed
Whether the supplementary log is enabled for the source database. Passed
Whether 0GG log reading is enabled on the source database Passed
Whether the source database table name is valid Passed

3. If all check items pass the pre-check, click Next.

Step 11 Confirm the task.

1. Check whether all configured information is correct.

Star upon task cration sutataspeciedtime ()

Details

Product Name Configuaton
Task Information
DRS-estinfo

Source Database IP Address or Domain Name:

Fullsincremental synchronization

To the cloud

2. Click Start Task. In the display box, select | have read the precautions.
3. Click Submit.
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Notice

During the synchronization, do not perform any operations on the
destination DB instance through the management console. To ensure
migration success, we strongly recommend that you read the
migration precautions carefully before starting migration tasks and
follow the instructions to ensure migration stability.

f the task status is abnormal for more than 14 days, the task
automatically stops. Pay attention to the alarms you received and
handle the task in time to resume the download and avoid task retry
failure.

I have read the precautions. Submit

Step 12 After the task is submitted, view and manage it.
After the task is created, return to the task list to view the status of the created
task.

--—-End

4.5.8 Verifying Data

When the task status changes to Incremental, the full synchronization is
complete. You can log in GaussDB and view the data migration result.

Step 1 Wait until the migration task status becomes Incremental.
N‘“:ﬂ e E Thbednd Oacelasd. Fademets D3NS, b Ia,:”r( S it Sop Sy

Step 2 Click the task name to go to the Basic Information page.
Step 3 On the Synchronization Progress page, view the full synchronization result.

As shown in the following figure, the DATATYPELIST table in the TEST_INFO
database has been migrated to shard_0. Two rows were migrated successfully.

u can edit this task.

mes, passwords, and permissions of source and destination database users before the task has completed.

Last Updated Dec 30, 2021 17:25:58 GMT+08:00

Full Synchronization Completed Incremental synchronization in progress
= -
= T00% :
S .
Source Database Destination Database

Dec 30, 2021 17:18:45 GMT+08.00

Database Name Table Name Shard/Partition Name Exported Rows {= Imported Rows {= Synchronized Last Updated Shard Start Value ‘Shard End Valu,

TEST INFO DATATYPELIST shard D0 2 2 Dec 30,2021 17:2439 GM...  Dec 30, 2021 17:2443 GM.
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Step 4 Verify data consistency.

1. Choose Synchronization Comparison > Object-Level Comparison to view
the database and table migration results.

Basi

You can edit this task.

Data-Level Comparison

Object-Level Comparison

In the many-to-one synchronization scenario, the numbers of objects in the source and destination databases and comparison result displayed are based on the actual ¢

Item Source Database Destination Database

synchronization Logs

Abn

L Records

g No data available

2. Choose Synchronization Comparison > Data-Level Comparison, click Create
Comparison Task, and view the migration results of the rows in the table.

x
Create Comparison Task

®@ select All (¢ select All

(=] TEST_INFO database

DATATYPELIST (New name: DATATY.. table

Step 5 Connect to the destination database test_database_info through DAS.

For details about how to connect to an instance through DAS, see Adding Login
Information.

Step 6 Query the full synchronization result.
SELECT * FROM test_info.datatypelist_after;

After the schema in Oracle is migrated, it will be used as the schema in GaussDB.
Therefore, it is required to add the schema in the query statement for exact query.

As shown in the following figure, all data types in the table were successfully
migrated and the data is correct.

SQLHistory X  SQLWindow X Database X saL Window x

..............

test2 ezt
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Step 7 Verify incremental synchronization.

In the migration type of full and incremental synchronization, after the full
synchronization is complete, the data that is written to the source database after
the task is created can still be synchronized to the destination database until the
task is complete. The following describes how to synchronize incremental data
from the source database to the destination database.

1. Use a database connection tool to connect to the source Oracle database
based on its IP address.

2. Run the following statement to insert a data record into the source database:

Insert a data record whose ID is 1.

insert into test_info.DATATYPELIST values(1,'Migrate-test','test1','test2','test3','test4',
666,12.321,1.123,2.123,sysdate,sysdate,sysdate,sysdate,'hw','cb','df",'FF','FF', AAAYEVAAJAAAACrAAA');
commit;

3.  Run the following statement in the destination database to query the result:
SELECT * FROM test_info.datatypelist_after;

As shown in the following figure, the new data inserted in the source
database has been synchronized to the destination database in real time.

Step 8 Stop the migration task.

After data is completely migrated to the destination database, stop the migration
task.

1. Locate the task and click Stop in the Operation column.
Tohedond  OeGaD.  Flbemental  Dec 20,2001 16503 o SOt T
2. In the display box, click Yes.
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Stop Task

Are you sure you want to stop this task?

Name Status
DRS-test-info Incremental
If you forcibly stop a task, the migration task will be stopped first

Force stop task

-

--—-End

4.6 From On-premises Oracle to GaussDB Centralized

4.6.1 Purpose

Description

This practice uses UGO syntax migration and DRS real-time synchronization to
synchronize on-premises Oracle to Huawei Cloud GaussDB. You can create a full
+incremental synchronization task to synchronize data from the source Oracle to
the destination GaussDB.

Problems

e With the rapid increase of enterprise workloads, traditional databases have
poor scalability and distributed databases are required.

e Building traditional databases require purchasing and install servers, systems,
databases, and other software. Its O&M is expensive and difficult.

e The performance of complex queries for traditional databases is poor.
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e Itis hard for traditional databases to smoothly synchronize data with no
downtime.

Migration Principles

In this practice, UGO is used to migrate heterogeneous database schemas, and
DRS is used to only synchronize data. The principles are as follows:

UGO is used to synchronize basic objects.

2. DRSis used to perform full synchronization and suspend the task after the
task enters the incremental phase.

3. UGO is used to synchronize common indexes.

DRS is used to resume incremental synchronization. After data is
synchronized, stop services on the source end for data comparison to ensure
data consistency. Then, you need to stop the DRS task.

5.  Finally, UGO is used to migrate triggers, events, jobs, foreign keys, and
sequences, and services are migrated to GaussDB.

1 Users, roles, |
| permissions, tables, | i ' |
| primary keys, ! H ! | Triggers,

uGo | _unigue keys, | ! Common ! H events, jobs, |
1 SRS Pt
! unigue indexes, ' | indexes ! foreign keys, |
| types, type bodies, | ! i ; and |
| functions, 1 i 1 1 sequences
| procedures, | | |
| package bodies,
i and views
DRS ' [Full o ! Incremental :—’
i [synchronizatién synchronization _
! Incremental al camDpaalraison
(Paused) E (Consistent) I
) |
sl Stop the DRS task. |
) H |
£
Ef
g
1 % Synchronization complete
Applications i i 2 H
! Connect to Oracle. ' Stop applications. ' Connect to GaussDB

Service List
e Virtual Private Cloud (VPC)
e GaussDB
e Database and Application Migration UGO (UGO)
e Data Replication Service (DRS)
e Data Admin Service (DAS)

Notes on Usage

e The resource planning in this document is for demonstration only. Adjust it as
needed.

e The end-to-end test data in this document is for reference only.

e  Full synchronization is used to migrate data. Incremental synchronization is
used to synchronize data between the source and destination databases in
real time.
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Prerequisites

e You have registered with Huawei Cloud and completed account

authentication.

e  Your account balance is greater than or equal to $0 USD.

e You have set up an on-premises Oracle database for testing.

e You have obtained the IP address, port number, account, and password of the

Oracle database to be migrated.

4.6.2 Resource Planning

Table 4-23 Resource planning

Categor | Subcat | Planned Value Remarks

y eégory

VPC VPC vpc-src-172 Customize a name for easy
name identification.

Region | Test region

For low network latency and
quick resource access, select the
region nearest to you.

AZ AZ3

Subnet | 172.16.0.0/16

Select a subnet with sufficient
network resources.

Subnet | subnet-src-172
name

Customize a name for easy
identification.

Oracle Name | orcl

Customize a name for easy
identification.

Specifi | 16 vCPUs | 32 GB
cations

Databa | 11.2.0.1
se
version

Databa | test_info
se user

Customize a user. However, the
user must have the following
permissions during migration:
CREATE SESSION, SELECT ANY
TRANSACTION, SELECT ANY
TABLE, SELECT ANY
DICTIONARY, and
EXECUTE_CATALOG_ROLE.

GaussDB | Instanc | gauss-b193-cent
e
name

Customize a name for easy
identification.
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Categor | Subcat | Planned Value Remarks
y egory
Databa | GaussDB 2.7 Enterprise -
se Edition
version
Instanc | Primary/Standby In this example, a primary/
e type standby instance is used.
Deploy | Independent -
ment
model
Transa | Strong consistency -
ction
consist
ency
Storag | Ultra-high I/O -
e type
AZ AZ2 Select a single AZ for the test.
You are advised to select
multiple AZs to improve
instance availability in actual
use.
Instanc | General-enhanced Il 8 Select small specifications for
e vCPUs | 64 GB the test. You are advised to
specific configure specifications based
ations on service requirements in
actual use.
Storag | 480G Select a small storage space for
e the test. You are advised to
space configure storage space based
on service requirements in
actual use.
Disk Disable In this example, disk encryption
encryp is disabled. Enabling disk
tion encryption improves data
security, but slightly affects the
read and write performance of
the database.
Logging | DB GaussDB -
in to the | engine
databas
e Databa | GaussDB Select the GaussDB instance
through | S€ created in this example.
DAS source
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Categor
y

Subcat
egory

Planned Value

Remarks

Databa
se
name

postgres

Userna
me

root

Passwo
rd

Password of the root user of the
GaussDB instance created in this
example

UGO
migratio
n task

Databa
se
evaluat
ion
project

Oracle-Centralized

Customize a name for easy
identification.

Object
migrati
on

project

Oracle-GaussDB-
Centralized

Customize a name for easy
identification.

Source
DB
engine

Oracle 11g

Target
DB
engine

GaussDB Primary/
Standby - 2.8

Netwo
rk type

Public Network

Select the public network for
the test.

DRS
migratio
n task

Migrati
on task
name

DRS-test-info

Customize a name for easy
identification.

Destin
ation
databa
se
name

test_database_info

Customize a name for easy
identification, but the name
must be compatible with the
Oracle database name.

Source
DB
engine

Oracle

Destin
ation
DB
engine

GaussDB Centralized
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Categor | Subcat | Planned Value Remarks

y egory
Netwo | Public Select the public network for
rk type the test.

4.6.3 Operation Process

Figure 4-32 shows the main operation flowchart.

Figure 4-32 Flowchart

Create a pnimary/standby
GaussDB instance.

Create a UGO task.

Create a DRS
synchronization task.

Start synchronization.
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4.6.4 Preparations

Permissions Required for UGO

e The permission check for the source database must be passed. Table 4-24
lists the permissions that need to be checked when the source database type
is Oracle.

Table 4-24 Required checks

Checked Item

Description

Mandatory

DBMS_METADATA

Permission to retrieve
metadata from the
Oracle database
dictionary. This
permission is used to
obtain the DDL of
schema objects.

Yes

Dynamic View

Permission to access
various dynamic
performance views.
This permission is used
to obtain basic
database information.

Yes

Schema Objects

Permission to check
schema objects to be
evaluated. At least one
object needs to be
evaluated.

Yes

DBA

DBA permission
required for subsequent
operations.

No

If Check Result is
Alarm, some objects
could not be collected
because of permissions,
but the evaluation
project can still be
created successfully.

e When connecting to the target database, you must have the permissions
needed to create, delete, and modify databases objects, such as schemas,
tables, programs, indexes, users, functions, and views.

e  You have the permissions needed to create an evaluation project. For details,
see Permission Management.

For more information about permissions required for UGO, see Here.

Permissions Required for DRS

e The permissions required by DRS for connecting to the Oracle database must
meet the following requirements to ensure smooth data synchronization:
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Full synchronization requires the following permissions: CREATE SESSION,
SELECT ANY DICTIONARY, and SELECT for a single table (GRANT SELECT
ON <userName.tbName> to drsUser).

Full+incremental synchronization and incremental synchronization:

®  Qracle 12c or later in tenant mode:

To synchronize a container database (CDB) of Oracle 12c or later,
you must have the following permissions: CREATE SESSION, SELECT
ANY DICTIONARY, SELECT for a single table (GRANT SELECT ON
<userName.tbName> to drsUser), EXECUTE_CATALOG_ROLE, SELECT
ANY TRANSACTION, and LOGMINING.

To synchronize a pluggable database (PDB) of Oracle 12c or later,
you must have the following permissions: CREATE SESSION, SELECT
ANY DICTIONARY, SELECT for a single table (GRANT SELECT ON
<userName.tbName> to drsUser), EXECUTE_CATALOG_ROLE, SELECT
ANY TRANSACTION, LOGMINING, and CREATE SESSION, SELECT
ANY DICTIONARY, EXECUTE_CATALOG_ROLE, SELECT ANY
TRANSACTION, LOGMINING and SET CONTAINER (GRANT SET
CONTAINER TO <userName> CONTAINER=ALL) permissions for a
CDB.

®  QOracle 12c or later in non-tenant mode:

You must have the following permissions: CREATE SESSION, SELECT
ANY DICTIONARY, SELECT for a single table (GRANT SELECT ON
<userName.tbName> to drsUser), EXECUTE_CATALOG_ROLE, SELECT
ANY TRANSACTION, and LOGMINING.

"  To synchronize a database of Oracle 11g or earlier, you must have
the following permissions: CREATE SESSION, SELECT ANY
DICTIONARY, SELECT for a single table (GRANT SELECT ON
<userName.tbName> to drsUser), EXECUTE_CATALOG_ROLE, and
SELECT ANY TRANSACTION.

During incremental synchronization, enable PK, Ul, or ALL supplemental
logging for the source Oracle database at the database level or table
level. If supplemental logging is enabled at table level, enable
supplemental logging again after you rebuild or rename tables. During
the synchronization, ensure that the preceding settings are always
enabled.

Oracle 12c or later does not support incremental synchronization using
accounts whose ORACLE_MAINTAINED is Y (except system/sys), because
accounts with this attribute do not have the permission to parse logs.

The permissions required by DRS for connecting to the GaussDB database
must meet the following requirements to ensure smooth data
synchronization:

Database-level permissions: Log in to the postgres base database as user
root or user DATABASE with the Sysadmin role, and grant the CREATE
and CONNECT permissions to user DATABASE.

Statement: GRANT CREATE, CONNECT ON DATABASE <database> TO
<user>
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- Schema-level permissions: Log in to the database as user root or user
DATABASE with the Sysadmin role, or the owner of the database, and
grant the CREATE and USAGE permissions of the schema to the user.

Statement: GRANT CREATE, USAGE ON SCHEMA <schema> TO <user>

- Table-level permissions: Log in to the database as user root or user
DATABASE with the Sysadmin role, or the owner of the database, and
grant the DML permission for tables in the schema to the user. (The
SELECT permission is required only for tables without primary keys.)

Statement for granting the DML permission on all tables in the schema:
GRANT SELECT, UPDATE, INSERT, DELETE, INDEX, ALTER ON ALL
TABLES IN SCHEMA <schema> TO <user>

Statement for granting the DML permission on a specified table in the
schema: GRANT SELECT, UPDATE, INSERT, DELETE, INDEX, ALTER ON
TABLE <schema.table> TO <user>

For more information about permissions required for DRS, see Here.

Network Settings

Plan the network properly to ensure that the source Oracle database can be
accessed by UGO and DRS.

4.6.5 Creating a VPC and Security Group

Create a VPC and security group for a GaussDB instance.

Creating a VPC

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private
Cloud.

The VPC console is displayed.
Step 4 Click Create VPC.

Basic Information

Name vpe-168a

Pv4 CIDR Bloc 192 |- 168 |- . VAR 4

v | C Create Enterprise Project ®

Advanced Setlings
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Default Subnet
Az AZ3 v 0
Name subnet-1dde
CIDR Block . S0 - P @ Available IP Addresses; 251

Associated Route Table Default @
Advanced Settings v Gateway | DNS Server Address | DHCP Lease Time

Step 5 Configure parameters as needed and click Create Now.
Step 6 Return to the VPC list and check whether the VPC is created.
When its status becomes available, the VPC is created.

--—-End

Creating a Security Group

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private
Cloud.

The VPC console is displayed.
Step 4 In the navigation pane, choose Access Control > Security Groups.
Step 5 Click Create Security Group.

Step 6 Configure parameters as needed.
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Step 7
Step 8

Step 9

Step 10

Create Security Group

* Name sg-DRS01
* Enterprise Project default v | C Create Enterprise Project ()
# Template General-purpose web server =

Description

Show Default Rule -

Click OK.

Return to the security group list and click the security group name (sg-01 in this
example).

Click the Inbound Rules tab, and then click Add Rule.
summary Qutbound Rules Associated Instances

Fast-Add Rule Allow Commeon Ports nbound Rules: 9 Learn more about security group configuration.

Configure an inbound rule, add the IP address of the source database, and click
OK.
Add Inbound Rule

© 7you select IP address for Source, you can enter multiple IP addresses in the same IP address box. Each IP address represents a different security group rule

Security Group  defined_security_group

You can import mulfiple rules in a batch
Type Protocol & Port @ Source ® Description Operation
ProtocolsiTCP (Custo A |P address v
IPvd v Replicate
0.00.0/0
(®) Add Rule
---—-End
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4.6.6 Creating a GaussDB Instance

This section describes how to create a GaussDB instance as the destination
database.

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region.

Step 3 Under the service list, choose Databases > GaussDB.

Step 4 In the navigation pane on the left, choose GaussDB > Instances.
Step 5 Click Buy DB Instance.

Step 6 Configure the instance name and basic information.

Step 7 Configure instance specifications.

Instance Specifications @ General-enhanced I

Flavor Name
(®) 8vCPUs| 64 GB Unavailable for production environment

16vCPUs | 128 GB

General-enhanced Il 8vCPUs 64 GB

Storage Type Ultra-high 1/0 Leam more about storage types
480 GB

Storage Space (GB) {1It] 80 |+ ®
450 9950 19450 28950 43,000

Disk Encryption Enable ®
Select small specifications for the test. You are advised to configure specifications
based on service requirements in actual use.

Step 8 Select a VPC and security group (created in Creating a VPC and Security Group)
for the instance and configure the database port.
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Step 9

Step 10
Step 11

Step 12

=}
«
<«

the DB instance s craated, re subret carmot be changed. Avalable p

e for ‘Uture scale-ups. AT

Make sure there are enough private

Security Group @

o -
Y | U Ve Security Group

Database Port

Configure password and other information.

et @ v | C Create Enterprise Projec

Click Next, confirm the information, and click Submit.
Go to the instance list.
If the instance status becomes available, the instance has been created.

Create a database in the destination GaussDB instance.

1. In the GaussDB instance list, locate the DB instance and click Log In in the
Operation column.

2. In the displayed dialog box, enter the password and click Test Connection.
3. After the connection test is successful, click Log In.

Instance Login Information

DB Instance Name  gauss-c1b3 DB Engine Version ~ GaussDB §
Login Username
Database Na
Password & Test Connection
Remember Password Your password will be encrypted and stored secure
Desr]
Collect Metadata Periodically @
E d SQL Sta nts @
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4. After the login is successful, click Create Database, enter required
information as needed, and click OK.

Home

@ DE Instance Name: @USS-c1b3 DB Engine Version: GaussDB

Database List

+ Create Database

Database Mame Tahle Quantity

Create Database

* Name

Character Set UTF8
Template @ template0
Collation @

Ctype @

DBCOMPATIBILITY & Oracle

a Cancel

5. Prepare permissions for logging in to GaussDB by referring to Preparations.

--—-End

4.6.7 Creating a UGO Task

4.6.7.1 Creating a Database Evaluation Project

Step 1 Log in to the UGO console.

Step 2 In the navigation pane on the left, choose Schema Migration > DB Evaluation.
Step 3 Click Create Project in the upper right corner.

Step 4 Read Source Database Preparation and Authorization Tips and click Create.
Step 5 Configure the basic information.

After the basic information is configured, the Test button next to Test Connection
is available.
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Step 6

Step 7

Step 8

Step 9

Step 10

Project Name Orack-Centraized
Exception Noffzation Hode SMN Topic

Pleas select v | C Craate SWN Topic

Specify the start time and end time for the collecion of DB vl i losed atthe end f
Targe! DB Analysis Siip Target OB Evaluatio

t fop pors. Desel

Source DB Type Oracle-10g Oracie-11g Oracle-12c Orace-18c Oracie19¢ MySCL56 WSaL57 MySQL-80
Netwerk Type Pubic Network

he source DB retvork s resiicted by the IP address rustist, add the IP address (10.63.1.241) o he source DB network ustitto ensure thetthe UGG can conrectto the source DB
S—— R—

Comecttothe Scurce DB with Sevice Nams, 17 and Por
Source DB hame
Host Type Hostname Host IP Address
Host IP Address
Host Port
User Name
Password Q
®
Ade Fil
0 KS fyp

O et S e |

GO collects data from objects in the enfire source DE instarce.
Tas I1is recommended trat you use THIS's predefined iag ‘unciion toad tre seme tag to

diferent cloud resources. View predeined tags
To zdd atag, enter atag key and a taj value beloy

Click Test next to the Test Connection field.

If the connection test succeeds, the Next button will be available.

If the connection test fails, the message "Unable to connect to DB" is displayed.

(Optional) Click Test next to Network Stability. A successful network stability
test only means that there is little network latency or packet loss, or no packet
loss at the current time. It takes 10s to 15s to complete.

Click Next to go to the Precheck page.

The check result of each check item is displayed. You can also click Recheck to
check the permissions again.

Go to the next step to create an evaluation task

After all check items are passed, click Next to go to the Evaluation Scope
Selection page.

Select the object types to be collected, target database versions, and source
database schemas.
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Step 11 Click Next to go to the Confirmation page.

Basic Information

::::::

Success

Selected Target Databases

Selected Schemas

Step 12 Confirm the settings and click Create. A message is displayed, indicating that the
project is created successfully.

Step 13 Click OK to go to the DB Evaluation page. View the evaluation project you
created in the list.

Step 14 When Project Status is In progress. Confirm Target DB Pending, click Confirm
Target DB Pending.

Step 15 On the Target DB Analysis page, select GaussDB Primary/Standby-2.7 (select
target database as needed) as the target database, and click Confirm DB
Selection.

Step 16 In the displayed dialog box, click Confirm.

Step 17 After the target database is confirmed, a dialog box is displayed. Click:

Create Now to go to the page for migration project creation.
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Create Later to stay on the current page.
----End

4.6.7.2 Creating an Object Migration Project
Step 1 Log in to the UGO console.

Step 2 In the navigation pane on the left, choose Schema Migration > Object
Migration.

Step 3 Click Create Project in the upper right corner.
Step 4 Configure required information.

o Basic Information

Project Name Oracle-GaussDB-Centralized
Evaluation Project Oracle-Centralized v
Target DB

Target DB Version

Host IP Address @

Host Port 4000

DB Name ugo @

Usemame root @

Password ©

Schemas to Migrate Select all

SSLType No SSL SS5L without authentication One-way SSL

If you do not select SSL, there may be potential security risks

Test Connection Test Connection

Connected

GaussDB Primary/Standby 8.0 Enterprise Edition

Step 5 Click Test Connection.
If the connection test is successful, the Create button is available.
If the connection test fails, an error message is displayed.

Step 6 Click Next to go to the Precheck page.
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Start the migration.

Step 7 After the pre-check items are passed, click Next in the lower right corner to
confirm the settings.

| B
5

Step 8 Confirm the settings and click Create. On the object migration list page, view that
the Project Status of the project is Ready.

--—-End

4.6.8 Creating a DRS Task

This section describes how to create a DRS task. Before creating a DRS task, you
need to understand the prerequisites, suggestions, and precautions. For details, see
Precautions.

Procedure

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region.
Select the region where the destination instance is deployed.
Step 3 Under the service list, choose Databases > Data Replication Service.

Step 4 In the navigation pane on the left, choose Data Synchronization Management.
On the displayed page, click Create Synchronization Task.

Step 5 Configure synchronization instance information.
1. Select a region, and project, and enter a task name.

BinNode Yezrly/Monthly

Regin

Regions e geographic zreas icolated from each efher. Resources are ragior-speciic and cannof be used acress regions fhvough inferma: nefwork connecians. For ow nefiwork atancy and quick resource accass, select b nearest region
Prejec:
TackNare DRS-8315 @

Descriatcn @
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Specify Data Flow, Source DB Engine, Destination DB Engine, Network
Type, Destination DB Instance, Synchronization Instance Subnet
(optional), Synchronization Mode, Specifications, AZ, and Tags (optional).

Figure 4-33 Synchronization instance details

Synchronization Instance Details ®

TourusB

3. Click Create Now and wait until the task status changes to Configuring.

--—-End

4.6.9 Starting Synchronization

4.6.9.1 UGO Schema Migration Phase 1: Tables, Primary Keys, Unique Keys/
Indexes

Step 1 On the Object Migration page, locate the project that you created in Creating an
Object Migration Project and click Migrate in the Operation column.

Step 2 On the Conversion Plan page, the collection objects and types for the project are
displayed.

,,,,,,,,,,

rrrrrr

rrrrrr

Step 3 Click Next to go to the Conversion Config page. Locate a feature and click Edit in
the Operation column.
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) Conversion P 3) Syntax Conversion ) Oect Correcton 5) Migration & Verfication
Tablespace Mapping
Feature Configuration
Perameter Confguraion | Defaul value v | [ mportsoL

Step 5 Click Next to go to the Object Correction page. Select the objects to be skipped.
In this phase, users, roles, permissions, tables, primary keys, unique keys, unique
indexes, types, type bodies, functions, procedures, package bodies, and views can
be migrated. You need to select objects that are not migrated and click Skip
Migration.

© ovict Cocion

() irson s ertaten

Bulk Statement Update:

_ Skip Migration

o [ siop wigrat
B B soee@ [[Q seaent
[ SEQUENCE () ovB ™ Iox _eBB8E INDEX

BB meem @ g [0 ~] wre ']

Pendng View Detais ()
£5 CREATE TABLE (1)

Schema Object Name Obiect Type

£5 FOREIGN KEY (0) El - Pendng

B oex (1) - R _ Pending View Detais ()
B svonvm ()
B 1ve©) 0 TesTi2 TesT2 USER s
BB cxe

B vewo)

() MATERIALIZED_VIEW (0)

[B) TRIGGER 0)

B TvpE_B0DY )

[B) PROCEDURE (0

B FuncTion (@)

[®) PACKAGE (0)

[B) PACKAGE_BODY (0)

[) DIRECTORY (0

B oBLnK ()

) B Joo Obects (0) @

For example, if the target database supports foreign keys, you can skip migrating
them. In the object tree on the left, click FOREIGN KEY, select the FOREIGN KEY
objects on the right, and click Skip Migration.
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c
=@
. . . x
Skip Migration
Schema Object Name Object Type Conversion Status Migration Status
TEST12 IDX_BEBEEB FOREIGN KEY Success Pending
i - Total Records: 1 n
Rerun Conversion Export SaL
[¢]
© schema Object Name Gbject Type conve Migration Sta on
1es12 bBEEE 1ABLE Pending
TesTi2 ix_eseBR FOREIGN KEV lgnore
TesTi2 TesTi2 user Success Fenang v Deta

Step 6 Click Next to go to the Migration & Verification page. Click Start on the right to
start the migration. Ensure that all objects except ignored objects are successfully
migrated.

(11 NOTE

Do not click Finish in the lower right corner because other objects need to be migrated
later.

< | Oracie-GaussDB-Centralzed

@) camerson Plan @) Convrson cany @) syisxcamerson @) OnectCorecton © Vioraion s vesticaton

Migration Succeeded Start

M AMeM AR RRRRRRRRRRRwwwwwwuwuwuwwuwwwwwww 100, T D AR
Ends Dec20 203 114655 GMT-0810

SQL Code Lines Vi etais

Migrated Stored Procedure
Total SQL Lines: Total Stored Procedure Lines Migrated SQL Lines Lines

Download Reports c
—_ s
----End

4.6.9.2 DRS Synchronization Phase 1: Full Synchronization

Step 1 Select the full+incremental task created in section Creating a DRS Task and
configure source and destination database information.

1. Enter the IP address, port number, username, and password of the source
database.
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Click Test Connection.

Source Database

System databases, users, paramsters, and jobs wil not be migrated. You nesd to manually import users and jobs to the dsstination atabase and configure parameters in paramster templates of the destination database

Database Type Self-built on ECS

VPG wpesie! +| ¢ vewvee
Subnet subnet- v | @ View Subnets

1P Address or Domain Name

For a RAC cluster, use  Scan IP address and specify Service Name to improve access performance

Port
Database Service Name orel sevceNeme v | (3)
PDB Name ®

Database Usemame

Database Password ©

$3L Connection

Test Connection

2. Enter the username and password of the destination database.
Click Test Connection.

Destination Database

DB Instance Mame

Database Username
Database Password [

Test Connection Test successiul

3. Click Next. In the displayed box, read the message carefully and click Agree.

>
Notice

| acknowledge that the IP addresses, domain names, poris, usernames, and
passwords of involved databases will be temporarily collected and used in this
task. These items will be deleted after the task is deleted

Agree

Step 2 Set the synchronization task.

1. Select the databases and tables of the source database to be synchronized. In
this practice, all tables in test are selected.

- BN o

0 b 6
synchronization Object Import object e
i In RealTime Synchronizaton > Before You Start
ove objects on et sice to the s o selected objects on right sice
@ Select All C Select All
AUTO_DDM20RACLE_RETRY database N Q
(& (] AUTO_DRS_MULTITABLES01000 database .
AUTO_DRS_MULTITABLES05000 database = @ e
AUTO_DRS_MULTITABLES 10000 database AUTO_DRS_STRESS it
(&) [[] AUTO_DRS_MULTITABLESS0000 database
AUTO_DRS_NCBLOB databsse
([ [] AUTO_DRS_ORA database
AUTO_ORACLE20DM_DB_1 database
AUTO_ORACLEZ0DM_NORMAL database
(8] (] AUTO_RESTART_BUG2023011203312  database
A_SYNC_FULL_RESET_001 datsbsse
A_SYNC_FULL_RETRY_001 database
BAICHAO database o
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2. Locate the database and table, respectively, and click Edit to change the

database name and table name.

@ Select Al @ Select All
Q Q
5 22
C#£AMA database S| dotset X | (@ database
C#£TESTCF database =] C##7L  Edit
TB1 Edit

3. Click Next.

Step 3 On the Advanced Settings page, in the Full Synchronization Settings area, only

select Data for Synchronization Object Type.

Full Synchronization Settings

* Synchronization Object Type Table structure Index(Normal index, cannot contain primary keys, unigue keys or foreign keys)

Check this if you need to migrate the table structure.

% Stream Mode (} @

# Concurrent Task Configuration () @

# Concurrent Export Tasks - 8 + ®

# Concurrent Import Tasks - 8 + @

% Import Mode m INSERT

#* Rows per Shard 520000 @

* Character Adapt for Structure Migration () Auto adapt the character length Keep the character length in the original database

Incremental Data Capture Settings

% Concurrent Log Capture Tasks - 2 + @)

Incremental Replay Settings

% Concurrent Replay Tasks

@

- 64
% Replay Policy Automated Manual

% Conflict Policy Repart error Ignore

Step 4 (Optional) Process data based on the site requirements.
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Processing Columns Data Filtering

[#] czzzL database

Step 5 After all settings are complete, perform a pre-check to ensure that the
synchronization is successful. If any check fails, review the cause and rectify the
fault. Then, click Check Again.

If all check items are successful, click Next.

Check Again

Check success rate 100% All checks must pass before you can continue. If any d es confirmation, check s before proceeding to the next step.
Check Item Check Result

Database parameters

Whether the source database contains unsupported table field types Passed
Whether the destination database is compatible with the source database Passed
Whether the character set of the source database matches that of the destination database Passed
Whether the destination database has sufficient available connections Passed
Whether the selected objects exist in the destination database Passed
Whether the destination database contains the configured databases Passed
Whether there are source database foreign keys Passed
Whether tables to be migrated contain primary keys Passed
Whether existing data meets the constraints Passed
Whether the source database character set is supported Passed
Whether the source database has sufficient avallable connections Passed
Whether the source database container type is corect Passed
Whether archive logs are enabled on the source database Passed
Whether the source database name is valid Passed
Whether the supplementary log is enabled for the source database. Passed
Whether OGG log reading is enabled on the source database Passed
Whether the source database table name is valid Passed

Step 6 Confirm the task.

1. Check whether all configured information is correct.
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S Satdagdidine ()

Detls
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2. Click Submit. In the display box, select | have read the precautions.
3. Click Submit.

Notice

During the synchronization, do not perform any operations on the
destination DB instance through the management console. To ensure
migration success, we strongly recommend that you read the
migration precautions carefully before starting migration tasks and
follow the instructions to ensure migration stability.

If the task status is abnormal for more than 14 days, the task
automatically stops. Pay attention to the alarms you received and
handle the task in time to resume the download and avoid task retry
failure.

| have read the precautions. Submit

Step 7 After the task is submitted, view and manage it.

1. After the task is created, return to the task list to view the task status. After
the status changes to Incremental, click Pause.

2. In the displayed dialog box, deselect Pause log capturing and click Yes.
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Pause Task

Are you sure you want to pause this task?

Name Status
= Incremental
Pausing a task will stop connections between the DRS instance and the

destination database. If you select Pause log capturing, the DRS instance will no
longer communicate with the source database.

If the task is paused for too long, it may not be able to be resumed because the
logs required by the source database can expire. It is recommended that the
task be paused no more than 24 hours

Pause log capturing

3. The DRS task enters the Paused state.

--—-End

4.6.9.3 UGO Schema Migration Phase 2: Common Indexes

Step 1 Select the task in UGO Schema Migration Phase 1: Tables, Primary Keys,
Unique Keys/Indexes. On the Object Correction page, select the indexes to be
migrated (or click INDEX in the object tree on the left and select displayed indexes
on the right), and click Undo Skip. Migration Status of the selected indexes
changes to Manual.

v §ihem (fjt e (et Type Comersion St Higaion St (et
IESW i THLE @Manua\ @Manua\ Vel ‘a@
T (X feeee 13} @Manua\ @Manua\ Ve \a@

TET e (3R S S Vi el

Step 2 Click Next to go to the Migration & Verification page. Click Start to migrate
indexes.

Ensure that all indexes are successfully migrated.
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L] NOTE
Do not click Finish in the lower right corner because other objects need to be migrated
later.
Otject Type Total Count Migration Succeeced Migration Failed Remaining. ‘gnored s (%) e
TOTL 1 10 ] 0 1 —— 0515
FUNCTION 1 1 ] 0 0 — 100 () Defais
INDEX 2 2 0 0 ] — 100 () Detale
FROCEDURE 1 1 ] 0 0 — 00 10 Detis
~ THELE 5 H ] 0 ] — 00 ()% Detals
Ot Type Total Count Migaton Succeeded Wigraton Faed Remaining lonored Suceass (%)
CREATE T83LE 5 5 0 [ [ —— 00 0%
FORE G KEY 1 1] 0 ] 1 000%
TRIGGER 1 ) ] 0 1 100% Defaig
VIEW 1 1 ] 0 0 — 100 () Detais
----End

4.6.9.4 DRS Synchronization Phase 2: Incremental Synchronization

Step 1 Locate the task paused in DRS Synchronization Phase 1: Full Synchronization
and click Resume in the Operation column.

Paused - Totecl. OraceGeau. Fulncrem. Dec25 2023145.. VPN..  Payperise T Resume | Reset  Stop

Step 2 The task enters the incremental synchronization phase. If the incremental
synchronization delay is less than 30s, all data is about to be synchronized.
Disconnect the service system of the source Oracle database to ensure that no
data is written to the source Oracle database. Wait for about 1 minute after the
disconnection.

neremental Totnedl..  Oracle-Gau Fullsincrem..  Dec25,2023145.. VPN Paj-per-ise 7 Edit | Stop | More v

Step 3 Compare data. Click the task name and choose Synchronization Comparison.

1.  On the Object-Level Comparison tab, click Compare to compare
synchronization objects in the source Oracle database and destination
GaussDB database.

2.  On the Data-Level Comparison tab, click Create Comparison Task, select
the tables whose rows to be compared, and click OK.
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Create Comparison Task

3. After the comparison task is complete, click View Results to view the row
comparison details.

Step 4 After confirming that the data is consistent in the source and destination
databases, locate the task and click Stop in the Operation column to stop the
DRS task.

--—-End

4.6.9.5 UGO Schema Migration Phase 3: Triggers, Events, Tasks, Foreign Keys,
and Sequences

Step 1 Select the task in UGO Schema Migration Phase 2: Common Indexes. On the
Object Correction page, select TRIGGER, EVENT, TASK, and FOREIGN KEY objects
and click Undo Skip. Migration Status of the selected objects changes to

Bulk Staement Update
Fierun Conversion B SoL
(=) 3 0B Objacts (1456)
() 3 strage 1014 C
[ sequence (14 v Schema Object Name Object Type Conversion Status. Migation Status Operation
-] B e
g8 o 2ny_fine FECO23_KEEP_US2032110401061 PROCEDURE @ nena @ venal View Deteils ()
£5 CREATETABLE 742
B5 FREIBN KEY (26) ny_ofine FEC923 KEEP_US20Z2112500932 PROCEDURE Suceess Success ViewCetls ()
[ moex 213
any_ofine FEC923 KEEP_US2022112600892 PROCEDURE Success Success ViewCeells ()
B snonvm (1)
ERUSEE any_cfine FECO23 KEEP_US2IZ2112601001 PROCEDURE Success Suscess ViewDetzls (3)
() 3 code (285)
B vewan XUELEL PERSON_TVPE TVPE Suceess Success View Cetis ()
XUELEI SF_ORG_PACK PACKAGE Suceess Success View Lzl (3)

[ TRIGBER (32)

For FOREIGN KEY objects, select FOREIGN KEY in the object tree on the left and
select displayed foreign keys on the right.
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a
- =xn
ﬂ v Schema (Object Name (bject Type Conversion Status Nigration Status Operation
U0 AAAAARARAARA FOREIGN KEY @ Manual @ Wanug! View Defalk

Step 2 Click Next to go to the Migration & Verification page. Click Start to migrate the
selected objects.

Object Type. Total Count Wigration Succeeced Wigrator Failed Remainng onored Success (%) Operaton

o 1 1 » 0 1 — 5T
FUNCTION 1 1 ) 0 0 — 100 () Deaiz
INDEX 1 2 » 0 0 — 100 ()% Deale
PROCEDURE 1 1 ’ 0 0 — 100 (0 Detic
A TAELE § B ) 0 0 — 00 10 Defaic
it Ty TolCout. Migaion Suceeded Wigiion Faled Remaiing Ignoed Suceass %)
CREATETA3LE 5 5 0 t t — 10 0%

FORE GNKEY 1 ] » ! — 1001

TRGGER 1 1 0 0 0 — 1 (1 Deic

VIEW 1 1 ! 0 0 — 100 ) Defaic

Step 3 After the migration is successful, connect the service system to the target
database GaussDB for data writing.

--—-End

4.7 From On-Premises Oracle to DDM

4.7.1 Overview

Description
You can use real-time synchronization of DRS to synchronize data from on-
premises Oracle databases to Huawei Cloud DDM. Full+incremental
synchronization can ensure that data is always in sync between the source Oracle
database and the destination DDM instance.

Prerequisites

e  You have registered with Huawei Cloud.

Your account balance is greater than or equal to $0 USD.

Service List

Virtual Private Cloud (VPC)
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e Distributed Database Middleware (DDM)
e Data Replication Service (DRS)
e Data Admin Service (DAS)

Deployment Architecture

In this example, the source database is an on-premises Oracle database, and the
destination database is a Distributed Database Middleware (DDM) instance on
Huawei Cloud. DRS synchronizes data from the source database to the destination
database through the public network. For details about the deployment
architecture, see Figure 4-34.

Figure 4-34 Synchronizing data through the public network

On-premises Huawei Cloud

Region
Virtual Private Cloud
(VPC)
Mutually accessible in the same
Adding to whitelist security group by default
S -@+—@
Database Elastic IP Elastic IP Data Replication Distributed Database

services (EIP) (EIP) Service Middleware

(DRS) (DDM)

Before You Start

e The resource planning in this best practice is for demonstration only. Adjust it
as needed.

e The test data is for reference only. For more information about DRS, click
here.

4.7.2 Resource Planning

Table 4-25 Resource planning

Categor | Subcategor | Plan Description
y y
VPC VPC name vpc-DRStar Specify a name that is easy to
identify.
Region Test region To achieve lower network

latency, select the region
nearest to you.

AZ AZ 3 -
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Categor | Subcategor | Plan Description
y y
Subnet 192.168.0.0/24 Select a subnet with sufficient
network resources.
Subnet subnet-drs01 Specify a name that is easy to
name identify.

Oracle Name orcl Specify a name that is easy to

(source identify.

databas .

e) Specificatio | 16 vCPUs | 32 GB -

ns

Database 11.2.0.1 -

version

Database test_info You can customize a user with

user the minimum permissions. For
details, see here.

DDM DDM ddm-DRS- Specify a name that is easy to

(destinat | instance AUTOTEST-001 identify.

ion name

databas i ) )

e) Region Test region To achieve lower network
latency, select the region
nearest to you.

AZ AZ 3 You can select one or more AZs.
You are advised to create the
instance across different AZs to
improve service reliability.

Node General-enhanced | -

specification | 4 vCPUs | 8 GB

s

Nodes 1 A single node has high
availability risks. In practice, you
are advised to create at least
two nodes.

RDS RDS rds_ddmO1 Specify a name that is easy to

instance | instance identify.

associat | name

ed with i i )

the Region Test region To achieve lower network

DDM latency, select the region

instance nearest to you.

Database MySQL 5.7 -

version
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Categor | Subcategor | Plan Description
y y
Instance Single A single instance is used in this
type example.
To improve service reliability,
select a primary/standby
instance.
Storage SSD -
type
AZ AZ 3 A single instance is used in this
example.
To improve service reliability,
create a primary/standby RDS
instance and then deploy them
in different AZs.
Specificatio | General-purpose 4 | -
ns vCPUs | 8 GB
DRS Synchroniza | DRS-OracleToDDM | Specify a name that is easy to
synchron | tion task identify.
ization name
task .
Source DB Oracle In this example, the source
engine database is an Oracle database.
Destination | DDM In this example, the destination
DB engine database is a DDM instance.
Network Public network Public network is used in this
type example.

4.7.3 Operation Process

Figure 4-35 shows the process of creating a DDM instance and synchronizing data
from an Oracle database to DDM.
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Figure 4-35 Flowchart

ser

Prepare the source
database.

Construct data at the

Create a VPC and a security
group for the destination end.

Create a DDM instance.

Create the table structure
of the destination database.

Create a DRS
synchronization task.

Confirm the task execution
results.

Preparing an on-|
premises Oracle
database

e

Preparing a DDM |
instance on!
Huawei [er::-u::lI

e

Creating a/
synchronization :
task and |
confirming the
results:

4.7.4 Preparing for the Source Oracle Database

Before the synchronization, prepare some data types in the source database for

verification after the synchronization is complete.

The following table lists data types supported by DRS.
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Table 4-26 Data type mapping

Data Type Condition Data Type (DDM) Whether to
(Oracle) Support
Mapping

CHAR(n) n < 255 CHAR(n) Yes

CHAR(n) n > 255 VARCHAR(N) Yes

VARCHAR(Size) | Length (row VARCHAR(N) Yes
size) < 65535

VARCHAR(Size) | Length (row TEXT Yes
size) > 65535

VARCHAR2(n) - VARCHAR(N) Yes

NCHAR(n) n < 255 NCHAR(n) Yes

NCHAR(n) n > 255 NVARCHAR(n) Yes

NVARCHAR2(n) | - NVARCHAR(n) Yes

NUMBER(p,s) s>0 NUMBER(p,s) Yes

NUMBER(p,s) s<0 NUMBER(p-s,0) Yes

BINARY_FLOAT | - FLOAT Yes

BINARY_DOUBL | - DOUBLE Yes

E

FLOAT(b) b <99 DECIMAL(b*0.30103*2, | Yes

b*0.30103)

FLOAT(b) b>99 DOUBLE Yes

DATE - DATETIME Yes

TIMESTAMP - TIMESTAMP Yes

TIMESTAMP - TIMESTAMP Yes

WITH LOCAL

TIME ZONE

TIMESTAMP - TIMESTAMP Yes

WITH TIME

ZONE

INTERVAL Incremental VARCHAR(30) No

INTERVAL Full; 6 digit VARCHAR(30) Yes
precision

BLOB - LONGBLOB Yes

CLOB - LONGTEXT Yes

NCLOB - LONGTEXT Yes
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Data Type Condition Data Type (DDM) Whether to

(Oracle) Support
Mapping

LONG - LONGTEXT Yes

LONG_RAW - LONGBLOB Yes

RAW - VARBINARY Yes

ROWID - VARCHAR(18) Yes

Perform the following steps to generate data in the source database:

Step 1 Use a database connection tool to connect to the source Oracle database based
on its IP address.

Step 2 Construct data in the source database based on its supported data types.

1. Create a test user.
create user fest /nfo identified by xxx;

test info indicates the user created for the test, and xxx indicates the
password of the user.

2. Assign permissions to the user.
grant dba to test info;

3. Create a data table under the user.
CREATE TABLE test _info.table3(
ID INT,
COL01 CHAR(100),
COL02 NCHAR(100),
PRIMARY KEY(ID)
);

4. Insert two rows of data.
insert into test_info.table3 values(4,'huawei','xian"');
insert into test_info.table3 values(2,'DRS-test’,'test1');
insert into test_info.table3 values(1,'huawei','xian"');
5. Make the above statements take effect.
commit;

--—-End

4.7.5 Preparing for the Destination DDM Instance

4.7.5.1 Creating a VPC and Security Group

Create a VPC and security group to prepare for the destination DDM instance.

Creating a VPC

Step 1 Log in to the management console.
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Step 2 Click 0 in the upper left corner and select a region and project.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private

Cloud.
The VPC console is displayed.
Step 4 Click Create VPC.

Basic Information

Region °

Name vpc-DRStar

Pv4 CIDR Block 192 |-| 188 |-| o |- fl2a ~

Default Subnet

Name | subnetars01

Pv4 CIDR Block (2) . - . /s o«

Advanced Settings « Galeway | DNS Server Address | DHCP Lease Time

Step 5 Configure parameters as needed and click Create Now.

Step 6 Return to the VPC list and check whether the VPC is created.

When its status becomes available, the VPC is created.

--—-End

Creating a Security Group

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and project.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private

Cloud.

The VPC console is displayed.

Step 4 In the navigation pane, choose Access Control > Security Groups.

Step 5 Click Create Security Group.

Step 6 Specify the security group name and other information, and click OK.
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Create Security Group

Mame sg-DRS02
Enterprise Project default
Template

Description

Show Default Rule

--—-End

4.7.5.2 Creating a DDM Instance

General-purpose web ser.

v | C Create Enterprise Project (7)

Cancel

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner and select a region and project.

Step 3 Click the service list icon on the left and choose Databases > Distributed

Database Middleware.

Step 4 On the displayed page, in the upper right corner, click Buy DDM Instance.

Step 5 Specify the instance information and specifications as required.

Billing Mode Yearly/Monthly @
Region CN North-Ulangab1 - @
AZ [ az1 AZ2 AZZ (D)
Instance Name ddm-DRS-AUTOTEST-001 @
Time Zone UTC+08.00 Beijing, Chong.. v
Node Class General-enhanced Kunpeng general computing-plus @
CPU/Memory
(®) 8vCPUs|16GB
16 vCPUs | 32 GB
32 vCPUs | 64 GB
Instance Nades 1 +

Selecting at least 2 nodes is recommended because a single node cannot provide

the same level

of availab

ty

Step 6 Select a VPC and security group for the instance and configure the database port.

The VPC and security group have been created in Creating a VPC and Security

Group.
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Step 7
Step 8

Step 9

=@

After the configuration is complete, click Next at the bottom of the page.

Confirm your settings.
e To modify your settings, click Previous.
e If you do not need to modify your settings, click Submit.

Go to the Instances page to view and manage the instance.

The default database port is 5066 and can be changed after a DDM instance is
created. If the status of the instance is Running, the instance has been created.

--—-End

4.7.5.3 Creating an RDS for MySQL Instance

Procedure
Step 1

Step 2
Step 3

Step 4
Step 5

Step 6

Create an RDS for MySQL instance associated with the DDM instance.

Log in to the management console.

Click 9 i the upper left corner and select a region and project.

Click the service list icon on the left and choose Databases > Relational
Database Service.

Click Buy DB Instance.

Configure the instance name and basic information.

Configure instance specifications.

VCPU | Memory Recommended Connecti TPS/QPS D IPV6
2vCPUs |4 GB 1,500 33416673 Not supported
2vePUs |8 GB 0 55211039 Not supported
® 4vcPus|sGE 2500 756115122 Not supported
4VCPUS| 16 GB 0 1062 21,249 Not supported
8VCPUs |16 GB 0 13382675 Not supported
D General-purpose | 4 VCPUs | 8 GE, Recommended Connections: 2500, TPS/QPS: 756 | 15122
Storage Space (GB) (o) 0 |+ @
@ 520 2410
8BS, pricing detai
Enable g @ Trig ge Drop: g Limit GB
Disk Encryption Enable ®
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Step 7 Select a VPC and security group for the instance and configure the database port.

Step 8

Step 9
Step 10

Step 11

The VPC and security group have been created in Creating a VPC and Security

Group.

/A\ CAUTION

The RDS for MySQL instance must be in the same VPC and subnet as your DDM

instance.

Configure the instance password.
Password m Skip
Administrator root
Administrator Password

Confirm Password

Click Next.

Confirm your settings.

e To modify your settings, click Previous.

e If you do not need to modify your settings, click Submit.

Return to the instance list.

If the instance status becomes available, the instance has been created.

--—-End

4.7.5.4 Creating a Schema and Associating It with the RDS for MySQL

Instance

Step 1 Log in to the management console.

Step 2
Step 3

Step 4

Step 5

click 9 in the upper left corner and select a region and project.

Click the service list icon on the left and choose Databases > Distributed

Database Middleware.

On the Instances page, locate the required DDM instance and click Create

Schema in the Operation column.

On the displayed page, specify a sharding method, enter a schema name, set the
number of shards, select the required DDM accounts, and click Next.

In this example, the schema is unsharded, and the schema name is db_test.
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/A\ CAUTION

Currently, only data can be synchronized from Oracle to DDM. To synchronize
table structures and other objects, you need to create schemas in the destination
DDM instance based on table structures of the source Oracle database.

Data Nodes

RDS for MySQL 5.7 RDS for MySQL 8.0 GaussDB(for MySQL)

Selected nodes: 1| DB instance name M Ql|c

Instance Name stas Connection Address 08 Engine

rds_ddmo1

Running 1921680.86:3306 wysaL 57

----End

4.7.5.5 Creating a DDM Account

Step 1

Step 2
Step 3

Step 4
Step 5
Step 6

Log in to the management console.

Click Y i the upper left corner and select a region and project.

Click the service list icon on the left and choose Databases > Distributed
Database Middleware.

On the Instances page, locate the required DDM instance and click its name.
In the navigation pane, choose Accounts.
On the displayed page, click Create Account and configure parameters as needed.

For details about the permissions required by the DDM account, see Precautions

x
Create Account

ddm_user @

Confirm Password
Schema db_test -

All

CREATE

Permissions

hd DROP ALTER |4 INDEX &g INSERT |4 DELETE

UPDATE SELECT

Cancel
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Step 7 Click OK.
----End

4.7.5.6 Creating Table Structures in the Destination Database

Currently, only data can be synchronized from the source Oracle database to the
destination DDM instance. Source table structures and other objects cannot be
synchronized, so you need to create table structures and indexes in the destination
database based on the table structures of the source schema. For more details, see
Precautions.

Procedure

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and project.

Step 3 Click the service list icon on the left and choose Databases > Distributed
Database Middleware.

Step 4 On the displayed page, enter the username and password created in Creating a
DDM Account, and click Test Connection.

Step 5 After the connection is successful, click Log In to log in to the DDM instance.

Step 6 Click the db_test schema created in Creating a Schema and Associating It with
the RDS for MySQL Instance.

Step 7 Run the following SQL statements in database db_test to create table table3 with
the same structure as the source:

CREATE TABLE ‘db_test’."table3"(
ID INT,

COLO1 CHAR(100),

COL02 NCHAR(100),

PRIMARY KEY(ID));

--—-End

4.7.6 Creating a DRS Synchronization Task

This section describes how to create a DRS task and synchronize data from an on-
premises Oracle database to Huawei Cloud DDM.

Pre-Check

Before creating a task, check whether synchronization conditions are met.

In this example, data is synchronized to DDM. For more details, see Precautions.

Procedure

Step 1 Log in to the management console.

Step 2 Click Y i the upper left corner and select a region and project.
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Step 3 Click the service list icon on the left and choose Databases > Data Replication
Service.

Step 4 In the upper right corner, click Create Synchronization Task.

Step 5 Configure synchronization task parameters.

1. Specify a synchronization task name.

Bling boce Yearyondiy

Regon 9

Regons ar3 eoqraph  re3s uled Tom each oner. Fesources ara raio-specrc &0 £annorbe eec acrose fegonetoug . For o rehvor tency 26 seed e naaretreian

Podt
TaskName DRSOreckeTe0DM 0
Descripien @

2. Enter the synchronization task information and select the destination
database.

Select the DDM instance created in Creating a DDM Instance as the
destination database.

Figure 4-36 Synchronization instance details

Synchronization Instance Details @

nnnnnnnn

;;;;;;;

Step 6 Click Create Now.
The synchronization instance is being created. It takes about 5 to 10 minutes.

Step 7 Configure source and destination database information.

1. Configure the source database information and click Test Connection. If a
successful test message is returned, the database is connected.

Source Database

System databases, users, parameters, and jobs will not be migrated. You need to manually import users and jobs to the destination database and configure parameters in parameter templates of the destination database.

P Address or Domain Name

Fora RAC cluster, use a Scan P address and specify Service Name to improve access performance
Port 1521
Database Service Name ORATIG SeviceName v | ()
PDB Name ®
Database Usemame
Database Password 0
SSL Connection
Test Connection Test successfu
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2. Configure the destination database information and click Test Connection. If
a successful test message is returned, the database is connected.

Destination Database

DB Instance Name ddm-DRS-AUTOTEST-001 )
Database Username
Daiabase Password ©

Test Connection

Step 8 Click Next.

Step 9 On the Set Synchronization Task page, select the synchronization objects.
e Set Flow Control to No.
e Set Synchronization Object to Tables.

Select the databases and tables of the source database to be synchronized. In
this best practice, table3 in test_info is selected and synchronized to table3
in db_test.

Step 10 Click Next. On the Check Task page, check the synchronization task.

e If any check fails, review the cause and rectify the fault. After the fault is
rectified, click Check Again.

e If all check items are successful, click Next.

Step 11 Click Submit.

Return to the Data Synchronization Management page and check the
synchronization task status.

It takes several minutes to complete.

TaskNameflD |= $tatus Delay @ Charging ~ DataFlow  DBEngine )=  Synchronizat.. Created |- Networ... Billing Mode  Description Entem...  Operation
DRSQraceToDDM Paygers

! . ) ) perUse .
Sta*tmg@ - Tohecoud  OracleDDM  Fulleincremental ~ Nov08, 202215:494..  Public Cetontn Source Datab...  defaut  Sfop

If the status changes to Full synchronization, the synchronization task has been
started.
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(11 NOTE

e For synchronization from Oracle to DDM, full synchronization and full+incremental
synchronization modes are supported.

e If you create a full synchronization task, the task automatically stops after the full data
is synchronized to the destination.

e If you create a full+incremental synchronization task, a full synchronization is executed
first. After the full synchronization is complete, an incremental synchronization starts.

e During the incremental synchronization, data is continuously synchronized, so the task
will not automatically stop.

--—-End

4.7.7 Confirming Synchronization Results

You can use either of the following methods to check the synchronization results:

1. DRS compares synchronization objects and data and provides comparison
results. For details, see Viewing Synchronization Results on the DRS
Console.

2. Log in to the destination side to check whether the databases, tables, and
data are synchronized. Confirm the data synchronization status. For details,
see Viewing Synchronization Results on the DDM Console.

Viewing Synchronization Results on the DRS Console

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region and project.

Step 3 Click the service list icon on the left and choose Databases > Data Replication
Service.

Step 4 Locate the required DRS instance and click its name.
Step 5 In the navigation pane on the left, choose Synchronization Comparison.

Step 6 Click the Object-Level Comparison tab and check whether some objects are
missing.

Click Compare. After the comparison is complete, view the comparison results.

< DRS-OracleToDDM

Destination Database Resull

comsst  VewDeais

Consistent

Step 7 Click the Data-Level Comparison tab and check whether the number of rows of
synchronized obijects is consistent.

1. Click Create Comparison Task.
2. In the displayed dialog box, select the comparison type, time, and object.
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Create Comparison Task

the comparison cannot be synchronized fo the destinalion in real time. You are advised o select a scheduled time te start the

Comparison Time ‘Start upon task creation Start at a specified time

Object any data in the source database changes, click ine refresh butien belov
(] Select All & Select All
Q Q

B TEST_INFQ (New name: db_test) database

TABLE3 table

“ Cance

3. After the comparison task is complete, view the data comparison results.

< DRS-OracleToDDM

‘‘‘‘‘‘

4. To view the comparison details, click View Results next to the comparison
task.

DRS-OracleToDDM View Results

TeiEs oo

Viewing Synchronization Results on the DDM Console

Step 1

Step 2

Step 3

Step 4
Step 5
Step 6
Step 7

Log in to the management console.

Click 9 i the upper left corner and select a region and project.

Click the service list icon on the left and choose Databases > Distributed
Database Middleware.

Locate the target DDM instance and click Log In in the Operation column.
In the displayed dialog box, enter the password and click Test Connection.
After the connection is successful, click Log In.

View destination database and table names and check whether all data is
synchronized.

--—-End
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4.8 From RDS for MySQL to Kafka

4.8.1 Overview

Description

In this section, we will create a DRS synchronization task to synchronize the
incremental data from the source RDS for MySQL database to the destination
Kafka database. This section also describes:

e How to create an RDS for MySQL instance.

e How to create DMS for Kafka.

e How to create a DRS synchronization task.

Prerequisites
e You have registered with Huawei Cloud.
e  Your account balance is greater than or equal to $0 USD.

Service List
e Virtual Private Cloud (VPC)
e Relational Database Service (RDS)
e DMS for Kafka
e Data Replication Service (DRS)
e Data Admin Service (DAS)

Deployment Architecture

In this example, the source is an RDS for MySQL instance, and the destination is a
DMS for Kafka in the same region. Incremental data of the source database is
synchronized to the destination database in a VPC. For details about the
deployment architecture, see Figure 4-37.
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Figure 4-37 VPC network

User

&

DRS
RDS for MySQL

Before You Start

Distributed Message
Service for Kaflka

e The resource planning in this best practice is for demonstration only. Adjust it

as needed.

e The test data is for reference only. For more information about DRS, click

here.

4.8.2 Resource and Cost Planning

Table 4-27 Resource planning

Categ | Subcatego | Plan Description
ory ry
VPC VPC name | vpc-DRStest Specify a name that is easy to
identify.
Region AP-Singapore To achieve lower network latency,
select the region nearest to you.
AZ AZ 1 -
Subnet 10.0.0.0/24 Select a subnet with sufficient
network resources.
Subnet subnet-drs01 Specify a name that is easy to
name identify.
RDS RDS rds-mysql Specify a name that is easy to
(sourc | instance identify.
e name
datab )
ase) DB engine MySQL 5.7 -
version
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Categ | Subcatego | Plan Description
ory ry
Instance Single A single instance is used in this
type example.
To improve service reliability, select a
primary/standby instance.
Storage SSD -
type
AZ AZ3 A single instance is used in this
example.
To improve service reliability, create a
primary and standby instance and
then locate them in two different AZs.
Specificati | General-purpose | -
ons 4 vCPUs | 8 GB
Kafka | Kafka kafka-drs Specify a name that is easy to
(desti | instance identify.
nation | name
datab -
ase) Version 2.3.0 -
AZ AZ 3 You can select one, three, or more
AZs. You are advised to create the
instance across different AZs to
improve service reliability.
Specificati | c6.2udg.cluster -
ons
Brokers 3 -
Storage High I/O, 200 GB | The storage space is used to store
space messages (including replicas). Kafka
uses three replicas by default. In
addition to storing messages, some
space needs to be reserved for storing
logs and metadata.
DRS Synchroniz | DRS- Custom
synchr | ation task | MySQLToKafka
onizati | name
on
task Source DB | MySQL In this example, the source is an RDS
engine for MySQL instance.
Destinatio | Kafka In this example, the destination
n DB database is Kafka.
engine
Network VPC In the practice, select the VPC
Type network.

Issue 17 (2025-09-05)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

334




Data Replication Service
Best Practices 4 Real-Time Synchronization

(11 NOTE

For details about the prices of the preceding resources, see Pricing Details. You can use the
price calculator provided by Huawei Cloud to quickly calculate the reference price based
on your desired specifications.

4.8.3 Operation Process

Figure 4-38 shows the process of creating an RDS for MySQL instance and
synchronizing the incremental data from an RDS for MySQL instance to Kafka.

Figure 4-38 Flowchart

Preparing the
Source RDS MySQL

Create a VPC and a
security group.

|
|
|
|
|
|
|
|
|
|
: Create an RDS instance.

r ~ Preparing the
destination

Kafka

Create a DRS Creating a
synchronization task. synchronization task
and confirming the-
results

Confirm the results.

4.8.4 Creating a VPC and Security Group

Create a VPC and security group for an RDS for MySQL and Kafka instances.

Creating a VPC

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner of the management console and select AP-
Singapore.
Step 3 Under the service list, choose Networking > Virtual Private Cloud.

The VPC console is displayed.
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Step 4 Click Create VPC.

Step 5
Step 6

Basic Information

Region 0l
Name pe-DRStest
IPv4 CIDR Block 0 (-0 |0 | ;’ U v

24 (Select) 17216.00/12-24 (Select) 19216 6-24 (Select)

The CIDR block 10.0.0.0/24 overiaps with a CIDR block of another VPC in the current region. If you intend to enable communication betwieen VPCs or between 3 VPC

Enterprise Project default v | C Create Enterprise Proect (3)

Advanced Settings v

Default Subnet
AZI v 0
Name subnet-drs01 ‘
[Pv4 CIDR Block . . . ,-" Mo @F\'w-a'.aa.eIP.ACC'esses 21
Py6 CIDR Block fable ()

Associated Route Table Defaut ()

Advanced Settings v Gateway | DNS Server Address | VTP Server Ad DHCP Lease Time | Ta

Configure parameters as needed and click Create Now.
Return to the VPC list and check whether the VPC is created.

If the VPC status becomes available, the VPC has been created.

--—-End

Creating a Security Group

Step 1

Step 2

Step 3

Step 4

Log in to the management console.

Click 9 i the upper left corner of the management console and select AP-

Singapore.
Under the service list, choose Networking > Virtual Private Cloud.
The VPC console is displayed.

In the navigation pane, choose Access Control > Security Groups.
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Step 5 Click Create Security Group.

Step 6 Configure parameters as needed.

Create Security Group

* Name sg-DR501
* Enterprise Project default v | C Create Enterprise Project (3)
* Template General-purpose web server ¥

Descriptio

Show Default Rule ~

Step 7 Click OK.

“ Cancel

Step 8 Return to the security group list and click the security group name (sg-DRS01 in
this example).

Step 9 Click the

Summary

Inbound Rules tab, and then click Add Rule.

Inbound Rules QOutbound Rules Associated Instances

Add Rule Fast-Add Rule Allow Common Ports

Step 10 Configure an inbound rule to allow access from database port 3306.

Add Inbound Rule Learn more about security group configuration

© inbound rules allow incoming traffic to instances associated with the security group.

Security Group 5g-DRS01

can import mi

priority ()

ultiple rules

Action Protocol & Port (7) Type Source () Description Operation
Tcp A IP address A
Allow v | IPvd v Operation ~
3304 00.00/0
& Add Rule
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--—-End

4.8.5 Preparing for Source RDS for MySQL

4.8.5.1 Creating an RDS for MySQL Instance

Create an RDS for MySQL instance, and select the VPC and security group you
configured for the instance.

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select AP-
Singapore.

Step 3 Under the service list, choose Databases > Relational Database Service.

Step 4 Click Buy DB Instance.

Step 5 Configure the instance name and basic information.

Billing Mode Yearly/Monthly @

Region

DB Ins N
f e format "D instance name fi
DB En Microsoft SQL Server Learn more
DE Engine Version 56
wosmere @ sy [T
Single-node architecture is cost-effective and suitable for developing and testing of microsites, and small- and medium-sized enterprises, or for leaming about RDS
Storage Type Cloud SSD Learn more

Time Zone UTC+08:00 Beijing, Chongging, Hong K.. ¥

Step 6 Configure instance specifications.
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Instance Class General-purpose:

VCPU | Memory Maximum Connections TPS/QPS (2) IV
2VCPUS| 4 GB 1,500 334|6673  Not supported
(®) 2vCPUs| 8GR 2,500 552011039 Not supported
4vCPUs| 8 GB 2,500 75615122 Not supported
4vCPUs| 16 GB 5,000 1062121249 Not supported
BVCPUS| 16 GB 5,000 1338(267%  Not supported
8vCPUs | 32 GB 10,000 2117142335 Not supported
DB Instance tions  General-purpose | 2vCPUs | 8 GB, Maximum Connections: 2500, TPS/QPS: 552 | 11039
Storage Space (GB) U.‘:\ 0 * @
40 800 1,550 2300 4000
RDS provides free backup storage space of the same size as your purchased sto After the free backup space is used up, charges are applied based on the OBS pricing details.

Disk Encryption Enable @

Step 7 Select a VPC and security group for the instance and configure the database port.

The VPC and security group have been created in Creating a VPC and Security

@ Relationship among VPCs, s
vre @ vpc-DRstest | c -use IP A

After t te with ther by default. If you want t VPC console.
Database Port 3306

The database port of read replicas (if any) is the same as that of the primary DB instance
Security Group () ‘ 5g-DRSO1 | C view security Group

Ensure that port 3306 of the security group allows traffic from your server IP address ta the DB instance.

Security Group Rules v Add Inbound Rule

Step 8 Configure information such as the instance password and parameter template.

Administrator root
Administrater Password Keep your password secure. The system cannot retrieve your password

Confirm Password

Step 9 Click Next, confirm the information, and click Submit.
Step 10 Return to the instance list.
If the instance status becomes available, the instance has been created.

--—-End

4.8.5.2 Generating Test Data

Step 1 Log in to the management console.
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Step 2 Click 0 in the upper left corner of the management console and select AP-
Singapore.

Step 3 Under the service list, choose Databases > Relational Database Service.
Step 4 Select an RDS instance and choose More > Log In.

Step 5 In the displayed dialog box, enter the password and click Test Connection.
Step 6 After the connection is successful, click Log In.

Step 7 Click Create Database to create the db_test database.
Create Database
MName db_tesi

Character Set utf@mb4

o Cancel

Step 8 Run the following statement in the db_test database to create the corresponding
table table3_:

CREATE TABLE “db_test™."table3_" (
“Column1™ INT(11) UNSIGNED NOT NULL,
“Column2® TIME NULL,

“Column3®™ CHAR NULL,
PRIMARY KEY ("Column1)

) ENGINE = InnoDB
DEFAULT CHARACTER SET = utf8mb4
COLLATE = utf8mb4_general_ci;

SQL Preview

CREATE TABLE
*Columnl® IN
“Column2™ TIME MULL,

“Column3™ CHAR NULL,

PRIMARY KEY (°Columni’

ENGINE = InnoDB

DEFAULT CHARACTER SET = utfSmbd
COLLATE = utfSmb4_general_ci;

Back
----End

4.8.6 Preparing for Destination Kafka
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4.8.6.1 Creating a Kafka Instance
This section describes how to create a Kafka instance.
Step 1 Log in to the management console.
Step 2 Click 9 i the upper left corner of the management console and select AP-
Singapore.

Step 3 Click the service list icon on the left and choose Middleware > Distributed
Message Service (for Kafka).

Step 4 Click Buy Instance.
Step 5 Select the instance region and AZ.
Billing Mode ‘Yearly/Monthly

Region

Project ( o (default)

AZ5 AZ6

Step 6 Configure the instance name and specifications.
[ = |

CPU Architecture

Specifcations Favor Name CS Flavor TS Limit per Broker  Maximum Fartions per Brok..  Recommended Consumer Gr.
@ c2ugclster Glarge: 0000 20 4000
cidusgcluster Gxlarge2 100000 50 4000
68U Ggduster 624arge2 150,000 1000 4000
i1 2024gcluster 6 3arge2 2A0000 1500 4400
c616u32gcluster 6 diarge2 20000 2000 4000

common_current soec 6 2uég.cluster | ECS Flavor c6large:2 | TPS Limit per Broker 30,000 | Maximum Parttions per Broker 250 | Recommended Consumer Groups per Broker 4,000

Instances created vith the selecced spectications do not supprt cynamic enabling/disabling of dumping

Brokers

.

Step 7 Select the storage space and capacity threshold policy.

Storage Space | High 110 - | 00 [+|cE @

Total storage space 600 GB

e. Learn more about disk types

Capacity Threshold Policy Automatically delete Stop production @)

Step 8 Select the VPC and security group.

The VPC and security group have been created in Creating a VPC and Security
Group.

WPC vpe-DRStest v | C | subnet-drso1 * C®
‘ou cannot change the selected VPC and subnet after the instance Is created. You can also create a new VPC
Security Group sg-DRS01 v G Manage Security Group ®
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Step 9 Configure the instance password.

Manager Username root
Password Q

Confirm Password ®

Step 10 Click Buy, confirm the information, and click Submit.
Step 11 Return to the instance list.

If the status of the Kafka instance is Running, the instance has been created.
----End

4.8.6.2 Creating a Topic
Step 1 Click a Kafka instance.
Step 2 Choose Topics, and click Create Topic.

Step 3 In the dialog box that is displayed, enter a topic name, specify other parameters,
and click OK.

Create Topic

Topic Mame testTopic
Part —_— 3 +
Replica — 3 +
ging Tim — 2 +
Synchronous Replication @
synchronous Flushing
----End

4.8.7 Creating a DRS Synchronization Task

This section describes how to create a DRS instance and synchronize incremental
data from RDS for MySQL to Kafka.

Pre-Check

Before creating a task, check the synchronization conditions.
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In this example, data is synchronized from RDS for MySQL to Kafka. For details,
see Precautions.

Procedure

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner of the management console and select AP-
Singapore.

Step 3 Under the service list, choose Databases > Data Replication Service.

Step 4 Choose Data Synchronization Management and click Create Synchronization
Task.

Step 5 Configure synchronization task parameters.

1. Task name

Region Q
Regions are geographic areas isolated from each ofher. Resources are region-zpecific and cannot be used across regions through intemal network connections. For low netwark
Iatency and quick resource access, select the nearest region

Task Name DRS-MySQLToKafka @

Description @

2. Select the source database, destination database, and network information.

Select the RDS instance created in Preparing for Source RDS for MySQL as
the source database.

Figure 4-39 Synchronization instance details

Synchronization Instance Details @

* Data Flow Tothe cloud Outof the cloud Selfbuit o seftouil
* Source DB Engine = -~ GaussDB Disriuted GaussDB Cenirazed GeminiDs Redis MaiaDB oos PosigresaL MicosoR SO Sener  TaunsDB

 Destination DB Engine. MariaDs

 Network Type.

nbind the EIP afler the task is

 Source DB Instance

 Synchronization Instance Subnet

 Security Group all v c

 Spectty EIP ~ | € createanER

3. Set Enterprise Project to default.

Enterprise Project | default - C View Project Management @

se TMS's predefined tag function to add the same 1aq to different cloud resources.View predefined tags
Tags use TMS's predefined tag function to add the same tag to different cloud resources View predefined tags C
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Step 6 Click Create Now.
The synchronization instance is being created. It takes about 5 to 10 minutes.

Step 7 Configure source and destination database information.

1. Configure source database information.
2. Click Test Connection.
If a successful test message is returned, the database is connected.

Source Database

DE Instance Mame rds-mysql (

Database Username root

Database Password ©
Test Connection Test successful

3. Select the VPC and subnet where the destination database is located, and
enter the Kafka IP address and port number.

4. Click Test Connection.
If a successful test message is returned, the database is connected.

Destination Database

VPC wpc-DRStest(10.0.0.0/24) v | C ViewVPC
Subnet subnet-drs01(10.0.0.0/24; v | (@ View Subnets

IP Address or Domain Name

Ensure that the entered addresses belong to the same DB instance.

Test Connection Test successful

Step 8 Click Next.

Step 9 Select the synchronization information, policy, message format, and object, and
the format of the message sent to the Kafka.

The following table lists the settings.

Table 4-28 Sync Settings

Type Setting

Topic Synchronization Policy Deliver the content to a topic named
testTopic.

Synchronize Topic To Partitions are differentiated by the
hash values of the database and table
names

Data Format in Kafka You can select the JSON format. For
details, see Kafka Message Format.

Synchronization Object Select table3_ under db_test.
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Topic Synchronization Policy
Topic

Synchronize Topic To

Data Format in Kafka

Synchronization Object

Step 10 Click Next.

Step 11 Select a data processing mode. Data synchronization from RDS for MySQL to

A specified topic v
testTopic vl c
Paritions are differentiated by the hash valu v

Ao JSON

Databases Import object fle

synchronization, you need to edit this synchronization task to

@ Select Al & Select All
Q Q
= db_test database = db_test Edit database
table1_ table table3_ Edit table

Kafka supports only column-based processing, which provides column-level query
and filtering capabilities.

Edit Column

© The new column name will be used in the destination database. X
Note: Only the selected columns will be synchronized.

Database Name: db_test Table Name: table3_ Q C
Column Name New Column Name Type Constraint Type
Column1 int(11) unsigned Primary Key
Column2 time
Column3 char(1)

0 - Total Records: 5 n

Step 12 Click Next and wait for the check results.

Step 13 If the check is complete and the check success rate is 100%, click Next.
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Check Again
Check success rate 100%
All checks must pass before you can continue. If any check requires confirmation, check and confirm the results before proceeding to the next step
Check Item Check Result

Database parameters

Whether tables structures are consistent Passed
Whether the source database binlog is row-based Paszed
Whether the binlog_row_image value of the source database is FULL Passed
Checking the expire_logs_days parameter setfing in the source database Passed
Whether the source database binlog is enabled Paszed
Whether the source database tables use storage engines not supported by the destination database Paszsed
Whether the log_slave_updates value is ON on the source database Passed

Step 14 After confirming that the synchronization task information is correct, click Next.

Return to the Data Synchronization Management page and check the
synchronization task status.

It takes several minutes to complete.

Task Name/lD J= Status Charging Data Flow DB Engine /=  Synchroniza... Metwo.. Description Enterp...  Operation

DRS-MySQLToKatka
Incremental Out of the MySQL-Kafka Incremental VPC Source Datab default Edit ' Stop | Pause

If the status changes to Incremental, the synchronization task has been started.

L] NOTE
e In this example, Synchronization Mode is set to Incremental for the task from RDS for
MySQL to Kafka. After the task is started, the status is Incremental.

e |If the created task is a full+incremental synchronization task, the task enters the full
synchronization state after being started. After the full synchronization is complete, the
task enters the incremental synchronization state.

e Incremental synchronization continuously synchronizes incremental data and does not
stop automatically.

--—-End

4.8.8 Confirming the Results

In this practice, DRS continuously synchronizes the incremental data generated in
the source database to the destination database until you stop the task. The
following describes how to verify the synchronization results by inserting data to
the source RDS for MySQL database and viewing the data received by Kafka.

Procedure

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner of the management console and select AP-
Singapore.

Step 3 Under the service list, choose Databases > Relational Database Service.
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Step 4
Step 5
Step 6
Step 7

Step 8

Step 9
Step 10

Locate the required RDS instance and choose More > Log In.
In the displayed dialog box, enter the password and click Test Connection.
After the connection is successful, click Log In.

Run the following statement to insert data to the db_test.table3_ table.
INSERT INTO “db_test"."table3_" (‘Column1’,"Column2’,"Column3") VALUES(4,'00:00:44','ddd");

SQL Preview

INSERT INTO “db_test’. table3_* (“Columnl®, Column2’, Column3” ) VALUES(4,'88:80:44', 'ddd"

e Cancel

In the Service List, choose Application > Distributed Message Service for Kafka
to open the Kafka console.

Click a Kafka instance.

Click the Message Query tab, select the Kafka topic, view the received data in
JSON format.

X
View Message Body

Topic Mame testTopic

Partition 0

Offse 0

Created 2021/11/08 17:57:55 GMT+08:00

Message Body — Message Size (Bytes): 352 O Copy

Key  db_testtable3 ~

Value
{"mysglType™:
{"Column2":"time" "Column3":"char","Column1":"int"},"id":22,"es"
1636365475000, "ts": 1636365475874, "database”:"db_test" "table™
"table3_","type":"INSERT", "isDdl™false, "sgl":"" "sqlType":
{"Column2":92,"Column3":1,"Column1":4},"data"™
[{"Column2":"00:00:44" "Column3":"ddd","Column1™:"4"}],"old":n
ull,"pkNames":["Column1 T}
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Step 11 Stop the synchronization task.

If all data has been synchronized to the destination database, you can stop the
current task.

1. Locate the task and click Stop in the Operation column.

2. In the display box, click Yes.

Stop Task

Are you sure you want to stop this task?

Name Status

DRS-MySQLToKafka Incremental

If you forcibly stop a task, the migration task will be stopped first.

Force stop task

Display breakpoint information when the task is stopped

--—-End

4.9 From GaussDB Distributed to Kafka

Description

This practice describes how to create a DRS synchronization task to synchronize
incremental data from GaussDB Distributed to Kafka.

Prerequisites
e You have registered with Huawei Cloud.
e  Your account balance is greater than or equal to $0 USD.
e You have logged in to the DRS console.

Service List
e Virtual Private Cloud (VPC)
e  GaussDB Distributed
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DMS for Kafka
Data Replication Service (DRS)

Architecture of a Distributed GaussDB Instance

Figure 4-40 Logical architecture of a distributed GaussDB instance

[Applicatiun] [Application]

Network channel

GaussDB consists of Global Transaction Manager (GTM), Operation Manager
(OM), Cluster Manager (CM), Coordinator Node (CN), and Data Node (DN). An

application sends a SQL query request to a CN. The

SQL statement can be

INSERT, DELETE/DROP, UPDATE, or SELECT. The CN uses the optimizer of the
database to generate an execution plan and sends the plan to DNs. Each DN
processes data based on the execution plan. After the processing is complete, DNs

return the result set to the CN for summary. Finally,
result to the application.

the CN returns the summary

You can add nodes for distributed instances as needed to handle large volumes of

concurrent requests. For details, see Adding Nodes.

DRS synchronization network diagram

In this example, the source is a distributed GaussDB instance, and the destination
is a DMS for Kafka instance. Incremental data of the source database is

synchronized to the destination database through a
shows the deployment architecture.

VPC. The following figure
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Figure 4-41 Data synchronization from GaussDB Distributed to Kafka through a

VPC
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Connecting the DRS deﬁ*;;uﬂ\gh a

source database
Subtask 2
through a VPC uptas

Notes on Usage

e The resource planning in this best practice is for demonstration only. Adjust it
as needed.

e The test data is for reference only. For more information about DRS, click
here.

Resource Planning

Table 4-29 Resource planning

Category | Subcate | Planned Value Description
gory
VPC VPC vpc-DRStest Specify a name that is easy to
name identify.
Subnet 10.0.0.0/24 Select a subnet with sufficient
CIDR network resources.
block
Region AP-Singapore To achieve lower network latency,
select the region nearest to you.
Subnet subnet-drs01 Specify a name that is easy to
name identify.
GaussDB Instance | drs-gaussdbv5- Specify a name that is easy to
(source name src-1 identify.
database)
DB GaussDB 8.102 -
engine
version
DB Distributed Select a proper instance type
instance based on its description.
type
Storage Ultra-high 1/O GaussDB supports ultra-high I/O
type storage with a maximum

throughput of 350 MB/s.
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Category | Subcate | Planned Value Description
gory
Specifica | Dedicated Select the specifications as
tions 8 vCPUs | 64 GB needed.
Kafka Kafka kafka-drs Specify a name that is easy to
(destinatio | instance identify.
n name
database) )
Version 2.3.0 -
AZ AZ 3 You can select one, three, or more
AZs. You are advised to create the
instance across different AZs to
improve service reliability.
Specifica | ¢6.2udg.cluster -
tions
Brokers 3 -
Storage High 1/O, 200 GB | The storage space is used to store
space messages (including replicas).
Kafka uses three replicas by
default. In addition to storing
messages, some space needs to
be reserved for storing logs and
metadata.
DRS Synchron | DRS- Specify a name that is easy to
synchroniz | ization GaussDBToKafka identify.
ation task | task
name
Source GaussDB -
DB Distributed
engine
Destinati | Kafka In this example, the destination
on DB database is a Kafka instance.
engine
Network | VPC When creating a task, select VPN
type or Direct Connect.

Flowchart

The following figure shows the process of creating a DRS task and synchronizing
the incremental data from a distributed GaussDB instance to Kafka.
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Preparing the source
GaussDB

Create a distributed
GaussDB instance.

Preparing the
destination Kafka @

Create a DRS Creating a DRS
synchronization task. synchronization task
and confirming the
results

Check the task resuls.

Creating a VPC
Create a VPC to prepare network resources for creating a GaussDB instance.

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private
Cloud.

The VPC console is displayed.
Step 4 Click Create VPC.
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Basic Information

Name vpe-DRstest.

Enterprise Project default v | © create enterprise project @

Advanced Settings Gateway | DNS Server Address DHCP Lease Time

Step 5 Configure parameters as needed and click Create Now.
Step 6 Return to the VPC list and check whether the VPC is created.
If the VPC status becomes available, the VPC has been created.

--—-End

Creating a Security Group
Create a security group for creating a GaussDB instance.

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private
Cloud.

The VPC console is displayed.
Step 4 In the navigation pane, choose Access Control > Security Groups.
Step 5 Click Create Security Group.

Step 6 Configure parameters as needed.
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Create Security Group

MName sg-DR501
Enterprise Project default v | C Create Enterprise Project ()
Template General-purpose web server -
Descri
ow Default Rule -

Step 7 Click OK.
----End

Creating a Distributed GaussDB Instance

The following describes how to create a distributed GaussDB instance as the
destination database.

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region.
Step 3 Click the service list icon on the left and choose Databases > GaussDB.
Step 4 Click Buy DB Instance.

Step 5 Configure the instance name and basic information.
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Step 6 Configure instance specifications.

Instance Speciications (@) Dedlcated(18) Kunpeng dedicated (1:8)

Flavor Name
® svepus|64GB
16 vCPUS | 128 6B

32vCPUs | 256 GB

Dedicated(18) 8 CPUS 6468

= 13450 &
G provid " ge equal « backup space pricing detalls
1ftoo lte stor nfg © ead. ased on how much traf t
12068
B T for th p
er 2 DB Instance Is created, an automated backup will be created a1 ,
Disk Encryption Diable Ensble ®

Select small specifications for this test instance. You are advised to configure
specifications based on service requirements in actual use.

Step 7 Select a VPC and security group (created in Creating a VPC and Creating a
Security Group) for the instance and configure the database port.
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Step 8 Configure password and other information.

Step 9 Click Next, confirm the information, and click Submit.
Step 10 Go to the instance list.
If the instance status becomes available, the instance has been created.

--—-End

Constructing Test Data for the GaussDB Instance

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Databases > GaussDB.
Step 4 Select the target GaussDB instance and choose More > Log In.

Step 5 In the displayed dialog box, enter the password and click Test Connection.
Step 6 After the connection is successful, click Log In.

Step 7 Click Create Database to create the db_test database.
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Create Database

* Name db_test
Character Set UTF8
Template (& template0
Collation @

Ctype @

DECOMPATIBILITY @ MySQL

o Cancel

Step 8 Run the following statement in db_test to create table schema_test.table1:
create table schema_test.table1(c1 int primary key,c2 varchar(10),c3 TIMESTAMP(6));

--—-End

Creating a Kafka Instance
The following describes how to create a Kafka instance.

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Middleware > Distributed
Message Service (for Kafka).

Step 4 Click Buy Instance.
Step 5 Select the instance region and AZ.

Step 6 Configure the instance name and specifications.
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<
.‘ C @ View Enterpris
0

6:2u4gcluster | ECS Flavor c6large.2 | TPS Limit per Broker 30,000 | Maximur Partitions per Broker 250 | Recommended Consumer Groups per Broker 4,000

he selected specifications do not support dynamic er

of dumping

Step 7 Select the storage space and capacity threshold policy.

Storage Space ‘ High 1/0 M

200 |+ |GB @

Total storage space 600 GB

Learn more about disk types

Capacity Threshald Policy Automatically delste Stop production @

Step 8 Select a VPC and security group (created in Creating a VPC and Creating a
Security Group) for the instance.

VPC vpc-DRStest | C | subnet-drs0l | C®

ou cannot change the selected VPC and subnet after the instance is created. You can also create a new VPC

Security Group | sg-DRSO1 v ‘ (C Manage Security Group ()

Step 9 Configure the instance password.

Manager Username root
password | aeeeeens o
Confirm Password | wseesen =

Step 10 Click Buy, confirm the information, and click Submit.
Step 11 Go to the instance list.

If the status of the Kafka instance becomes Running, the instance has been
created.

--—-End

Creating a Kafka Topic
Step 1 Click a Kafka instance.
Step 2 Choose Topics, and click Create Topic.

Step 3 In the dialog box that is displayed, enter a topic name, specify other parameters,
and click OK.
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X
Create Topic
Topic Name testTopic
Partition — 3 +
Replicas - 3 +
ging Time — 72 +
Synchronous Replication @

Synchranous Flushing

“ Cancel

--—-End

Creating a DRS Synchronization Task

Step 1 Log in to the management console.

Step 2 Click Y i the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Databases > Data Replication
Service.

Step 4 Choose Data Synchronization Management and click Create Synchronization
Task.

Step 5 Configure synchronization task parameters.
1. Specify a synchronization task name.

Region v
Regions are geographic areas isolated from each other. For low network latency and quick resource access, select the nearest region.

Project v

* Task Name [ drs-gaussdov-sre-1 gl ] Q)

Description

2. Select the source database, destination database, and network information.

Select the GaussDB instance created in Creating a Distributed GaussDB
Instance as the source database.
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Figure 4-42 Synchronization instance details

Synchronization Instance Details @

+ Sowe D0 Emine wea oo (EISTEEE cotoeiciod  CenOBRels  MaaB 05 Puesol  Miwoh SoLSenr
- WeoL  omk  GudRONS  asodOto  caoecoini (R peemesol

* DRS Task Type

& View Unselectable DB Instance

 Saurce DB Instance

 Synchronization Instance Subnet

* Synchronization Mode:

 Source DN Quantity

+ Specity EIP v | @ Coetemer

3. Select specifications and AZ.

Step 6 Click Create Now.

The synchronization instance is being created. It takes about 5 to 10 minutes.

Step 7 Configure source and destination database information.

1. Configure source database information.
2. Click Test Connection.

If a successful test message is returned, the database is connected.

Source Database

DE Instance Name
Database Username
Database Password sassenas =

Test Connection Test successful

3. Select the VPC and subnet where the destination database is located, and

enter the Kafka IP address and port number.
4. Click Test Connection.

If a successful test message is returned, the database is connected.

Destination Database

VPC vpc-DRStest{10.0.0.0/24) v C ViewVPC
Subnet subnet-drs01(10.0.0.0/24) v @ View Subnets
IP Address or Domain Name ®

Ensure that the entered addrasses beleng to the same DB instance

Test Connection Test successful

Step 8 Click Next.

omaticall bind the specified EIP to the DRS instance and unbind the EIP afer the task s complete. For detais about the data transmission fee when an EIP is speciied, see the pricing details o the EIP senice.
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Step 9 Select the synchronization information, policy, message format, and object, and
the format of the message sent to the Kafka.

The following table lists the settings.

database
;;;;;;

LLLLL

Table 4-30 Synchronization settings

Type Setting

Topic Synchronization | Deliver the content to a topic named testTopic.

Policy Different topic policies correspond to different Kafka

partition policies. For details, see Topic and Partition
Synchronization Policies.

Synchronize Topic To Partition 0

Different topic policies correspond to different Kafka
partition policies. For details, see Topic and Partition
Synchronization Policies.

Data Format in Kafka | You can select the JSON format. For details, see Kafka
Message Format.

Synchronization Select schema_test.table1 in the db_test database.
Object

Step 10 Click Next and wait for the check results.
Step 11 If the check is complete and the check success rate is 100%, click Next.
Step 12 After confirming that the synchronization task information is correct, click Next.

Return to the Data Synchronization Management page and check the
synchronization task status.

It takes several minutes to complete.

If the status changes to Incremental, the synchronization task has been started.
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(11 NOTE

e In this example, Synchronization Mode is set to Incremental for the task from
GaussDB Distributed to Kafka. After the task is started, the status is Incremental.

e If you create a full+incremental synchronization task, a full synchronization is executed
first. After the full synchronization is complete, an incremental synchronization starts.

e During the incremental synchronization, data is continuously synchronized, so the task
will not automatically stop.

--—-End

Confirming the Results

In this practice, DRS continuously synchronizes the incremental data generated in
the source database to the destination database until you stop the task. The
following describes how to verify the synchronization results by inserting data to
the source GaussDB database and viewing the data received by Kafka.

Step 1 Log in to the management console.

Step 2 Click in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Databases > GaussDB.
Step 4 Locate the required GaussDB instance and choose More > Log In.

Step 5 In the displayed dialog box, enter the password and click Test Connection.
Step 6 After the connection is successful, click Log In.

Step 7 Run the following statement to insert data to the db_test.schema_test.table1
table.

insert into schema_test.table1 values(1,'testkafka',current_timestamp(6));
update schema_test.table1 set c2 ='G2K' where c1 =1;
delete schema_test.table1 where c1 =1;

Step 8 On the Kafka client, check the received data in JSON format.

./kafka-console-consumer.sh --bootstrap-server /jp:;port --topic testTopic --from-beginning

Step 9 Stop the synchronization task.

If all data has been synchronized to the destination database, you can stop the
current task.

1. Locate the task and click Stop in the Operation column.

2. In the display box, click Yes.

--—-End
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Topic and Partition Synchronization Policies

Table 4-31 Topic and partition policies

Select A specified topic
if the data volume of the
source database is small.

differentiated by the
hash values of
database_name.schema_
name.table_name

Topic Policy Available Partition Description
Policies
A specified topic Partitions are This mode is

recommended in single-
table query scenarios
where the read and write
performance on the
single table can be
improved.

Partition O

If topics are synchronized
to partition 0, strong
consistency can be
obtained but write
performance is impacted.

Partitions are identified
by the hash values of the
primary key

This mode applies to
scenarios where one
table corresponds to one
topic, preventing table
data from being written
to the same partition, so
that consumers can
obtain data from
different partitions
concurrently.

Partitions are
differentiated by the
hash values of

database name.schema_
name

This mode applies to
scenarios where one
database corresponds to
one topic, preventing
data of multiple schemas
from being written to
the same partition, so
that consumers can
obtain data from
different partitions
concurrently.

Issue 17 (2025-09-05)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

363



Data Replication Service

Best Practices

4 Real-Time Synchronization

Topic Policy

Available Partition
Policies

Description

Partitions are
differentiated by the
hash values of
database_name.DN_sequ
ence_number

This mode applies to
scenarios where multiple
databases correspond to
one topic, preventing
data of multiple data
nodes from being written
to the same partition, so
that consumers can
obtain data from
different partitions
concurrently.

Partitions are
differentiated by the
hash values of non-
primary-key columns

This mode is for when
one table corresponds to
one topic, preventing
table data from being
written to the same
partition. Users can
customize message keys
based on the hash values
of non-primary-key
columns, and consumers
can obtain data from
different partitions
concurrently.

Automatically
generated using the
database_name-
schema_name-
table_name format

If each table contains a
lot of data, select
Automatically
generated using the
database name-
schema_name-
table_name format.

Partition O

If topics are synchronized
to partition 0, strong
consistency can be
obtained but write
performance is impacted.

Partitions are identified
by the hash values of the
primary key

This mode applies to
scenarios where one
table corresponds to one
topic, preventing table
data from being written
to the same partition, so
that consumers can
obtain data from
different partitions
concurrently.
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Topic Policy

Available Partition
Policies

Description

Partitions are
differentiated by the
hash values of non-
primary-key columns

This mode is for when
one table corresponds to
one topic, preventing
table data from being
written to the same
partition. Users can
customize message keys
based on the hash values
of non-primary-key
columns, and consumers
can obtain data from
different partitions
concurrently.

Automatically
generated based on the
database name

If the source database
does not contain a lot of
data, select
Automatically
generated based on the
database name.

Partitions are
differentiated by the
hash values of
database_name.schema_
name.table_name

This mode is
recommended in single-
table query scenarios
where the read and write
performance on the
single table can be
improved.

Partition O

If topics are synchronized
to partition 0, strong
consistency can be
obtained but write
performance is impacted.

Partitions are
differentiated by the
hash values of

database name.schema_
name

This mode applies to
scenarios where one
database corresponds to
one topic, preventing
data of multiple schemas
from being written to
the same partition, so
that consumers can
obtain data from
different partitions
concurrently.

Partitions are
differentiated by the
hash values of
database_name.DN_sequ
ence_number

This mode applies to
scenarios where one
database corresponds to
one topic, preventing
data of multiple DNs
from being written to
the same partition, so
that consumers can
obtain data from
different partitions
concurrently.
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Description

generated using the
database name-
schema_name format

If each schema contains
a lot of data, select
Automatically
generated using the
database _name-
schema_name format.

differentiated by the
hash values of
database_name.schema_
name.table_name

Topic Policy Available Partition Description
Policies
Automatically Partitions are This mode is

recommended in single-
table query scenarios
where the read and write
performance on the
single table can be
improved.

Partition O

If topics are synchronized
to partition 0, strong
consistency can be
obtained but write
performance is impacted.

Automatically
generated using the
database_name-
DN_sequence_number
format

If there is a large
amount of data on each
data node, select
Automatically
generated using the
database_name-
DN_sequence_number
format.

Partitions are
differentiated by the
hash values of
database_name.schema_
name.table_name

This mode is
recommended in single-
table query scenarios
where the read and write
performance on the
single table can be
improved.

Partitions are
differentiated by the
hash values of

database name.schema_
name

This mode applies to
scenarios where one
database corresponds to
one topic, preventing
data of multiple schemas
from being written to
the same partition, so
that consumers can
obtain data from
different partitions
concurrently.

Partition O

If topics are synchronized
to partition 0, strong
consistency can be
obtained but write
performance is impacted.

4.10 From GaussDB Centralized to Kafka

This practice describes how to create a DRS synchronization task to synchronize
incremental data from GaussDB Centralized to Kafka.
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Prerequisites
e  You have registered with Huawei Cloud.
e Your account balance is greater than or equal to $0 USD.
e You have logged in to the DRS console.

Service List
e Virtual Private Cloud (VPC)
e GaussDB Centralized
e DMS for Kafka
e Data Replication Service (DRS)

Architecture of a Primary/Standby GaussDB Instance

Figure 4-43 Logical architecture of a primary/standby GaussDB instance

[ Metwork channel j

| - |

Storage

GaussDB Centralized consists of Operation Manager (OM), Cluster Manager (CM),
and Data Node (DN). An application sends a task directly to the DN, and the DN
returns the result to the application after processing the task.

Primary/Standby instances are suitable for scenarios with small and stable
volumes of data, where data reliability and service availability are extremely
important.

DRS synchronization network diagram

In this example, the source is a centralized GaussDB instance, and the destination
is a DMS for Kafka instance. Incremental data of the source database is
synchronized to the destination database through a VPC. The following figure
shows the deployment architecture.
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Figure 4-44 Data synchronization from GaussDB Centralized to Kafka through a

VPC

Notes on Usage

_ :] N
Huawei Cloud - @
GaussDB Connecting the
rimary/Standb: source database DRS

through a VPC

&>

Connecting the

destination database DMS for Kafka
through a WPC

e The resource planning in this best practice is for demonstration only. Adjust it
as needed.

e The test data is for reference only. For more information about DRS, click

here.

Resource Planning

Table 4-32 Resource planning

4 vCPUs | 16 GB

Category | Subcate | Planned Value Description
gory
VPC VPC vpc-DRStest Specify a name that is easy to
name identify.
Subnet 10.0.0.0/24 Select a subnet with sufficient
CIDR network resources.
block
Region AP-Singapore To achieve lower network latency,
select the region nearest to you.
Subnet subnet-drs01 Specify a name that is easy to
name identify.
GaussDB Instance | drs-gaussdb-src-1 | Specify a name that is easy to
(source name identify.
database)
DB GaussDB 8.1.0 -
engine
version
DB Primary/standby Select a proper instance type
instance based on its description.
type
Storage Ultra-high 1/O GaussDB supports ultra-high I/O
type storage with a maximum
throughput of 350 MB/s.
Specifica | General-purpose Select the specifications as
tions needed.
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Flowchart

Category | Subcate | Planned Value Description
gory
Kafka Kafka kafka-drs Specify a name that is easy to
(destinatio | instance identify.
n name
database) )
Version 230 -
AZ AZ 3 You can select one, three, or more
AZs. You are advised to create the
instance across different AZs to
improve service reliability.
Specifica | ¢6.2u4g.cluster -
tions
Brokers 3 -
Storage High 1/O, 200 GB | The storage space is used to store
space messages (including replicas).
Kafka uses three replicas by
default. In addition to storing
messages, some space needs to
be reserved for storing logs and
metadata.
DRS Synchron | DRS- Specify a name that is easy to
synchroniz | ization GaussDBToKafka identify.
ation task | task
name
Source GaussDB -
DB Centralized
engine
Destinati | Kafka In this example, the destination
on DB database is a Kafka instance.
engine
Network | VPC When creating a task, select VPN
type or Direct Connect.

The following figure shows the process of creating a DRS task and synchronizing
the incremental data from a centralized GaussDB instance to Kafka.
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Create a VPC and security

Create a primary/standby
GaussDB instance.

Create a Kafka instance.

Create a DRS
synchronization task.

Check the task results.

Creating a VPC

Preparing the source
GaussDB

Preparing the
destination Kafka

Creating a DRS
synchronization task
and confirming the
results

Create a VPC to prepare network resources for creating a GaussDB instance.

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private

Cloud.
The VPC console is displayed.
Step 4 Click Create VPC.
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Basic Information

Name vpe-DRstest.

Enterprise Project default v | © create enterprise project @

Advanced Settings Gateway | DNS Server Address DHCP Lease Time

Step 5 Configure parameters as needed and click Create Now.
Step 6 Return to the VPC list and check whether the VPC is created.
If the VPC status becomes available, the VPC has been created.

--—-End

Creating a Security Group
Create a security group for creating a GaussDB instance.

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Networking > Virtual Private
Cloud.

The VPC console is displayed.
Step 4 In the navigation pane, choose Access Control > Security Groups.
Step 5 Click Create Security Group.

Step 6 Configure parameters as needed.
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Create Security Group

MName sg-DRS01

Enterprise Project default w | C Create Enterprise Project @
Template General-purpose web server -

Description

Show Default Rule

Step 7 Click OK.

--—-End

Creating a Primary/Standby GaussDB Instance

The following describes how to create a primary/standby GaussDB instance as the
destination database.

Step 1 Log in to the management console.

Step 2 Click D in the upper left corner and select a region.
Step 3 Click the service list icon on the left and choose Databases > GaussDB.
Step 4 Click Buy DB Instance.

Step 5 Configure the instance name and basic information.

aaaaaaa

nnnnn

pppppp

Step 6 Configure instance specifications.
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Select small specifications for this test instance. You are advised to configure
specifications based on service requirements in actual use.

Step 7 Select a VPC and security group (created in Creating a VPC and Creating a
Security Group) for the instance and configure the database port.

Step 8 Configure password and other information.

eter Template Default-Enterprise-Edition-GaussDB-8.102-IN.. ¥ | C  View Parameter Template

Enterprise Project (2) v | (@ Create Enterprise Project

Step 9 Click Next, confirm the information, and click Submit.
Step 10 Go to the instance list.
If the instance status becomes available, the instance has been created.

--—-End

Constructing Test Data for the GaussDB Instance

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Databases > GaussDB.
Step 4 Select the target GaussDB instance and choose More > Log In.

Step 5 In the displayed dialog box, enter the password and click Test Connection.
Step 6 After the connection is successful, click Log In.

Step 7 Click Create Database to create the db_test database.
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Create Database

* Name db_test
Character Set UTF8
Template (& template0
Collation @

Ctype @

DECOMPATIBILITY @ MySQL

o Cancel

Step 8 Run the following statement in db_test to create table schema_test.table1:
create table schema_test.table1(c1 int primary key,c2 varchar(10),c3 TIMESTAMP(6));

--—-End

Creating a Kafka Instance
The following describes how to create a Kafka instance.

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Middleware > Distributed
Message Service (for Kafka).

Step 4 Click Buy Instance.
Step 5 Select the instance region and AZ.

Step 6 Configure the instance name and specifications.
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<
.‘ C @ View Enterpris
0

6:2u4gcluster | ECS Flavor c6large.2 | TPS Limit per Broker 30,000 | Maximur Partitions per Broker 250 | Recommended Consumer Groups per Broker 4,000

he selected specifications do not support dynamic er

of dumping

Step 7 Select the storage space and capacity threshold policy.

Storage Space ‘ High 1/0 M

200 |+ |GB @

Total storage space 600 GB

Learn more about disk types

Capacity Threshald Policy Automatically delste Stop production @

Step 8 Select a VPC and security group (created in Creating a VPC and Creating a
Security Group) for the instance.

VPC vpc-DRStest | C | subnet-drs0l | C®

ou cannot change the selected VPC and subnet after the instance is created. You can also create a new VPC

Security Group | sg-DRSO1 v ‘ (C Manage Security Group ()

Step 9 Configure the instance password.

Manager Username root
password | aeeeeens o
Confirm Password | wseesen =

Step 10 Click Buy, confirm the information, and click Submit.
Step 11 Go to the instance list.

If the status of the Kafka instance becomes Running, the instance has been
created.

--—-End

Creating a Kafka Topic
Step 1 Click a Kafka instance.
Step 2 Choose Topics, and click Create Topic.

Step 3 In the dialog box that is displayed, enter a topic name, specify other parameters,
and click OK.
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X
Create Topic
Topic Name testTopic
Partition — 3 +
Replicas - 3 +
ging Time — 72 +
Synchronous Replication @

Synchranous Flushing

“ Cancel

--—-End

Creating a DRS Synchronization Task

Step 1 Log in to the management console.

Step 2 Click Y i the upper left corner and select a region.

Step 3 Click the service list icon on the left and choose Databases > Data Replication
Service.

Step 4 Choose Data Synchronization Management and click Create Synchronization
Task.

Step 5 Configure synchronization task parameters.
1. Specify a synchronization task name.

Region v
Regions are geographic areas isolated from each other. For low network latency and quick resource access, select the nearest region.

Project v

* Task Name [ drs-gaussdov-sre-1 gl ] Q)

Description

2. Select the source database, destination database, and network information.

Select the GaussDB instance created in Creating a Primary/Standby
GaussDB Instance as the source database.

Issue 17 (2025-09-05) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 376


https://console-intl.huaweicloud.com/?locale=en-us

Data Replication Service

Best Practices 4 Real-Time Synchronization

Figure 4-45 Synchronization instance details

Synchronization Instance Details @

< outari wtocor (TR soroutoscria

DRS will automatically bind the specied EIP {0 the DRS instance and unbind the EIP afler the task is complete For details about the data ransmission fee when an EIP is speciied, see the pricing detals of he EIP service.

 DRS Task Type Single-AZ Dualaz

 Source DB Instance

 Synchronization Instance Subnet

= Synchronization Mode.

+ Specity EIP v | C Createaner

3. Select specifications and AZ.
N - B

%

Step 6 Click Create Now.

The synchronization instance is being created. It takes about 5 to 10 minutes.

Step 7 Configure source and destination database information.

1. Configure source database information.
2. Click Test Connection.

If a successful test message is returned, the database is connected.

Source Database

DE Instance Name

Database Username

Database Password sassenas =

Test Connection Test successful

3. Select the VPC and subnet where the destination database is located, and

enter the Kafka IP address and port number.
4. Click Test Connection.

If a successful test message is returned, the database is connected.

Destination Database

VPC vpc-DRStest(10.0.0.0/24) b C View VPC
Subnet subnet-drs01(10.0.0.0/24) v @ View Subnets
IF Address or Domain Name @

Ensure that the entered addresses belong to the same DE instance.

Test Connection Test successful

Step 8 Click Next.
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Step 9 Select the synchronization information, policy, message format, and object, and
the format of the message sent to the Kafka.

The following table lists the settings.

cccccc

aaaaaaaaaaa

Table 4-33 Synchronization settings

Type Setting
Topic Synchronization Policy Deliver the content to a topic named
testTopic.

Different topic policies correspond to
different Kafka partition policies. For
details, see Topic and Partition
Synchronization Policies.

Synchronize Topic To Partition 0

Different topic policies correspond to
different Kafka partition policies. For
details, see Topic and Partition
Synchronization Policies.

Data Format in Kafka You can select the JSON format. For
details, see Kafka Message Format.

Synchronization Object Select schema_test.table1 in the
db_test database.

Step 10 Click Next and wait for the check results.

Step 11 If the check is complete and the check success rate is 100%, click Next.

Step 12 After confirming that the synchronization task information is correct, click Next.

Return to the Data Synchronization Management page and check the
synchronization task status.

It takes several minutes to complete.

If the status changes to Incremental, the synchronization task has been started.
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(11 NOTE

e In this example, Synchronization Mode is set to Incremental for the task from
GaussDB Primary/Standby to Kafka. After the task is started, the status is Incremental.

e During the incremental synchronization, data is continuously synchronized, so the task
will not automatically stop.

----End

Confirming the Results

Step 1

Step 2
Step 3
Step 4
Step 5
Step 6
Step 7

Step 8

Step 9

In this practice, DRS continuously synchronizes the incremental data generated in
the source database to the destination database until you stop the task. The
following describes how to verify the synchronization results by inserting data to
the source GaussDB database and viewing the data received by Kafka.

Log in to the management console.

Click in the upper left corner and select a region.

Click the service list icon on the left and choose Databases > GaussDB.
Locate the required GaussDB instance and choose More > Log In.

In the displayed dialog box, enter the password and click Test Connection.
After the connection is successful, click Log In.

Run the following statement to insert data to the db_test.schema_test.table1
table.

insert into schema_test.table1 values(1,'testkafka',current_timestamp(6));
update schema_test.table1 set ¢2 ='G2K' where c1 =1;
delete schema_test.table1 where c1 =1;

On the Kafka client, check the received data in JSON format.

./kafka-console-consumer.sh --bootstrap-server /jp:;port --topic testTopic --from-beginning

Stop the synchronization task.

If all data has been synchronized to the destination database, you can stop the
current task.

1. Locate the task and click Stop in the Operation column.
2. In the display box, click Yes.

--—-End
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Topic and Partition Synchronization Policies

Table 4-34 Topic and partition policies

Select A specified topic
if the data volume of the
source database is small.

differentiated by the
hash values of
database_name.schema_
name.table_name

Topic Policy Available Partition Description
Policies
A specified topic Partitions are This mode is

recommended in single-
table query scenarios
where the read and write
performance on the
single table can be
improved.

Partition O

If topics are synchronized
to partition 0, strong
consistency can be
obtained but write
performance is impacted.

Partitions are identified
by the hash values of the
primary key

This mode applies to
scenarios where one
table corresponds to one
topic, preventing table
data from being written
to the same partition, so
that consumers can
obtain data from
different partitions
concurrently.

Partitions are
differentiated by the
hash values of

database name.schema_
name

This mode applies to
scenarios where one
database corresponds to
one topic, preventing
data of multiple schemas
from being written to
the same partition, so
that consumers can
obtain data from
different partitions
concurrently.
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Topic Policy

Available Partition
Policies

Description

Partitions are
differentiated by the
hash values of non-
primary-key columns

This mode is for when
one table corresponds to
one topic, preventing
table data from being
written to the same
partition. Users can
customize message keys
based on the hash values
of non-primary-key
columns, and consumers
can obtain data from
different partitions
concurrently.

Automatically
generated using the
database name-
schema_name-
table_name format

If each table contains a
lot of data, select
Automatically
generated using the
database _name-
schema_name-
table_name format.

Partition O

If topics are synchronized
to partition 0, strong
consistency can be
obtained but write
performance is impacted.

Partitions are identified
by the hash values of the
primary key

This mode applies to
scenarios where one
table corresponds to one
topic, preventing table
data from being written
to the same partition, so
that consumers can
obtain data from
different partitions
concurrently.

Partitions are
differentiated by the
hash values of non-
primary-key columns

This mode is for when
one table corresponds to
one topic, preventing
table data from being
written to the same
partition. Users can
customize message keys
based on the hash values
of non-primary-key
columns, and consumers
can obtain data from
different partitions
concurrently.
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Topic Policy Available Partition Description
Policies
Automatically Partitions are This mode is

generated based on the
database name

If the source database
does not contain a lot of
data, select
Automatically
generated based on the
database name.

differentiated by the
hash values of
database_name.schema_
name.table_name

recommended in single-
table query scenarios
where the read and write
performance on the
single table can be
improved.

Partition O

If topics are synchronized
to partition 0, strong
consistency can be
obtained but write
performance is impacted.

Partitions are
differentiated by the
hash values of
database_name.schema_
name

This mode applies to
scenarios where one
database corresponds to
one topic, preventing
data of multiple schemas
from being written to
the same partition, so
that consumers can
obtain data from
different partitions
concurrently.

Automatically
generated using the
database_name-
schema_name format

If each schema contains
a lot of data, select
Automatically
generated using the
database_name-
schema_name format.

Partitions are
differentiated by the
hash values of

database name.schema._
name.table_name

This mode is
recommended in single-
table query scenarios
where the read and write
performance on the
single table can be
improved.

Partition O

If topics are synchronized
to partition 0, strong
consistency can be
obtained but write
performance is impacted.
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Real-Time Disaster Recovery

5.1 Configuring Remote Single-Active DR for an RDS
for MySQL Instance Using DRS

5.1.1 Overview

Scenarios
This best practice involves two tasks:
e Create an RDS for MySQL instance.
e Use DRS to establish a remote single-active DR relationship for the RDS for
MySQL instance.
Prerequisites

e You have registered with Huawei Cloud.
e  Your account balance is greater than or equal to $0 USD.

How Cross-Region DR Works

RDS for MySQL instances are deployed in the production and DR data centers.
DRS replicates data from the production center to the DR center, keeping data
synchronous between your primary instance and the DR instance.

Service List
e Virtual Private Cloud (VPC)
e Elastic IP (EIP)
e Relational Database Service (RDS)

e Data Replication Service (DRS)
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Notes on Usage

e The resource planning in this best practice is for demonstration only. Adjust it
as needed.

e All settings in this best practice are for reference only. For more information
about RDS for MySQL instance DR, see From MySQL to MySQL (Single-
Active DR).

5.1.2 Resource Planning

Table 5-1 Resource planning

Categor | Subcategor | Planned Value Description

y y

VPC in VPC name vpc-01 Specify a name that is easy to

the identify.

producti - -

on Region CN-Hong Kong To achieve lower netvyork

center latency, select the region
nearest to you.

AZ AZ2 -

Subnet 192.168.0.0/24 Select a subnet with sufficient
network resources.

Subnet subnet-3c29 Specify a name that is easy to

name identify.

VPC in VPC name vpc-DR Specify a name that is easy to
the DR identify.
center ) )

Region AP-Singapore To achieve lower network
latency, select the region
nearest to you.

AZ AZ1 -

Subnet 192.168.0.0/24 Select a subnet with sufficient
network resources.

Subnet subnet-ac27 Specify a name that is easy to

name identify.

RDS for | Instance rds-database-01 Specify a name that is easy to
MySQL | name identify.
instance - .
in the Region CN-Hong Kong To achieve lower network
producti latency, select the region
on nearest to you.
center DB engine MySQL 8.0 -
version
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Categor | Subcategor | Planned Value Description
y y
Instance Single A single instance is used in this
type example.
To improve service reliability,
select a primary/standby
instance.
Storage Ultra-high 1/O -
type
AZ AZ2 AZ2 is selected in this example.
To improve service reliability,
select the primary/standby
instance type and deploy the
primary and standby instances
in different AZs.
Instance General-enhanced | -
specification | 2 vCPUs | 4 GB
S
RDS for | Instance rds-DR Specify a name that is easy to
MySQL | name identify.
instance - .
in the Region AP-Singapore To achieve lower network
DR latency, select the region
center nearest to you.
DB engine MySQL 8.0 -
version
Instance Single A single instance is used in this
type example.
To improve service reliability,
select a primary/standby
instance.
Storage Cloud SSD -
type
AZ AZ1 AZ1 is selected in this example.
To improve service reliability,
select the primary/standby
instance type and deploy the
primary and standby instances
in different AZs.
Instance General-purpose 2 | -
specification | vCPUs | 8 GB
S
DRS DR | DR task DRS-DR-Task Specify a name that is easy to
task name identify.
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Categor | Subcategor | Planned Value Description
y y
Source DB MySQL In this example, the primary
engine instance created in CN-Hong
Kong is used as the source
database.
Destination | MySQL In this example, the DR instance
DB engine created in AP-Singapore is used
as the destination database.
Network Public network Public network is used in this
type example.

5.1.3 Operation Process

You can create a single RDS instance and a DR instance and migrate data from

the single instance to the DR instance.
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Figure 5-1 Flowchart

Configuring the source
database RDS for MySQL in
region 1

Create an EIP.

Create an RDS instance.

SlECCERUER U EEE  Configuring the destination
. database RDS for MySQL in
region 2

Establishing a DR

Create a DRS task relationship with DRS

Configure the task.

Perform a primary/standby
e s .

5.1.4 Configuring an RDS for MySQL Instance in the
Production Center

I I l

5.1.4.1 Creating a VPC and Security Group

Create a VPC and security group for a DB instance in the production center.

Creating a VPC

Step 1 Go to the Create VPC page.

Step 2 On that page, select CN-Hong Kong for Region, and configure the basic
information, subnet, and IP address.

Issue 17 (2025-09-05) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 387


https://console-intl.huaweicloud.com/vpc/?#/vpc/vpcs/createVpc

Data Replication Service

Best Practices 5 Real-Time Disaster Recovery

Figure 5-2 Creating a VPC

< | Create VPC ®

Basic Information

Subnet Name

Step 3 Click Create Now.

----End

Creating a Security Group

Step 1 Log in to the management console.

Step 2 Click Y i the upper left corner and select CN-Hong Kong.
Step 3 Under the service list, choose Networking > Virtual Private Cloud.

Step 4 In the navigation pane on the left, choose Access Control > Security Groups.

Step 5 Click Create Security Group.

Figure 5-3 Creating a security group

< | Create Security Group

Summary

sg-database

Step 6 Click Create Now.

----End
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5.1.4.2 Creating an EIP

Create an EIP for your source DB instance. Using the EIP, external systems can
access your application and DRS can connect to the source DB instance.

Procedure
Step 1 Go to the Buy EIP page.

Step 2 On that page, select CN-Hong Kong for Region, and configure the basic
information and bandwidth as prompted.

Figure 5-4 Buying an EIP

< | Buy EIP CEEIEIEIINERTY © Flexible Biling  Document tation

nnnnnn

rrrrrr

Step 3 Click Next.
Step 4 Confirm the information and click Submit.

--—-End

5.1.4.3 Creating an RDS for MySQL Instance

Create an RDS for MySQL instance (source database), and select the VPC and EIP
you configured for the instance.

Procedure

Step 1 Go to the Buy DB Instance page.

Step 2 Select CN-Hong Kong for Region. Configure instance information and click Buy.
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Figure 5-5 Selecting a DB engine

Quick Config Custom Config

Basic Settings
Biling Mode (®

Yearly/Monthly

Region

Q v

Regions are geographic areas isolated from each other. For low network latency and quick resource access, select the nearest region

Engine Options

DB Engine

TaurusDB MysSQL

DB Engine Version

8.0 v

DB Instance Type

Primary/Standby Single

PostgreSQL

Primary/standby HA architecture is suitable for pi databases in large- and

Storage Type

Cloud SSD Extreme SSD

Primary AZ

AZT cn-north-4b cn-north-4c

Figure 5-6 Selecting specifications

Instance Configuration

Instance Class
Dedicated I-purn Kunpeng Fenhanced

VCPUS | Memory

@ 2vCPUs|4GB
2VCPUs |8 GB
2UCPUS| 16 GB
4vCPUs |8 GB
4VCPUS| 16 GB

4vCPUs |32 GB

d enterprises, or for

Recommended Connections

4,000

6,000

2,000

6,000

2,000

10,000

DB Instance Specifications  rds mysgl.x1 large 2.ha | 2 vCPUs | 4 GB (Dedicated) , Recommended Connections: 4,000, TPS | QPS: 580 | 11,597

Storage Space (D)

O

(O

40 830 1620 2410

Backup Space

RDS provides 40 GB of free backup storage, the same size as your purchased storage space

4000

Microsoft SQL Server MariaDB

in Internet, loT, retail e-commerce, logistics, and gaming industries.

TPS|QPS @D 1PV6
52011507  Supported
500111804  Supported
241116850 Notsupported

1196123914 Suppored
1387127150 Supported

1435128701 Supported

After the free backup space is used up, you will be billed fof the additional space. After an instance is created, an automated backup wil be created and saved for seven days Backup Space Billing (3

Enable autoscaling

Additional storage will be billed. Leam more (5

Disk Encryption

Enabiing disk encryption improves the security of data, but may siightly affect the database read/write performance.
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Figure 5-7 Configuring network information as planned

Basic Seftings
DB Instance Name ()
rds-9812

If you buy multiple DB instances at a ime, they will be named with four digits appended in the format "DB instance name-SN". For example, if the DB instance name is "instance", he first instance will be named 'instance-0001", the second "instance-0002
and so on

Passord
Skip Configure

To log in, you will have to reset the password later on the Basic Information page for this instance.

Connectivity
VPC ()
vpc-addh v | Q CreateVPC (3
The VPC an RDS instance is deployed in cannot be changed later. ECSs in different VPCs cannot communicate with each other by default.
Subnet

subnet-a389(192.168 0.0124) v Q

1PV CIDR block 2407-c080: 1200:217e: /64
An EIP s required i you want to access DB instances through a public network View EIP (3

IPv4 Address

Addresses avallable: 251  View In-use IP Addresses
Database Port

Default port: 3306

Security Group (7)

sg-database X v Cl View Security Group [}

Ensure that port 3306 of the security group allows traffic from your server IP address to the DB instance. Create Security Group

Security Group Rules ~

Figure 5-8 Additional options

~ Additional Options

Enterprise Project (7)

default v | QU Create Enterprise Project (7
Parameter Template
Default-HighPerformance-Edition-MySQL-8.0 v Q. View Parameler Tempiate (7

[\ Using a high-performance template tends to reult in lost data and replication exceptions after an instance recovers from a crash. There may also be out of memery (QOM) errors with small instance classes in high concumrency scenarios. For
details, see the user guide. View Delails

Time Zone

(UTC+08:00) Beijing, Chongging, Hong Kong, Urumgi v
Table Name (%)

Case sensilive Case in:

Tag
TMS's predefined tags are recommended for adding the same tag fo different cloud resources. Create predefined tags (7 Q)

+ Add Tag
You can add 20 more tags.

Read Replica

Required Duration and Quantity
Quantity
1

‘You can create 50 more instances (read replicas included). Increase Quota
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Step 3 Confirm the settings.

e To modify your settings, click Previous.

e |f there is no need to modify your settings, click Submit.
Step 4 Bind an EIP to the created instance.

1. On the Instances page, click the instance name to go to the Overview page.

Figure 5-9 Locating your instance in the list

2. In the navigation pane on the left, choose Connectivity & Security. In the
Connection Information area, click Bind next to the EIP field.

3. In the displayed dialog box, all unbound EIPs are listed. Select the EIP you
have created for the instance and click OK.

Figure 5-10 Binding an EIP
< rds-cc78 ©O Available

Overview

Backups & Restorations Connection Information

SCHIIEEIIR7 & S Floating IP Address 192.168.0.250 ' Change

Accounts

Databases ep No EIF bound

Logs
SaL Audits Database Port 3306 Change

Parameters

--—-End

5.1.5 Configuring an RDS for MySQL Instance in the DR Center

5.1.5.1 Creating a VPC and Security Group

Create a VPC and security group for the DR instance to be configured, ensuring
that it is in a different region from the instance created for production center.

Creating a VPC
Step 1 Go to the Create VPC page.

Step 2 On that page, select AP-Singapore for Region, and configure the basic
information, subnet, and IP address.
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Figure 5-11 Creating a VPC

< | Create VPC ©®

Subnet Setting1

Step 3 Click Create Now.

----End

Creating a Security Group

Step 1 Log in to the management console.

Step 2 Click Y i the upper left corner of the management console and select AP-
Singapore.

Step 3 Under the service list, choose Networking > Virtual Private Cloud.
Step 4 In the navigation pane on the left, choose Access Control > Security Groups.
Step 5 Click Create Security Group.

Figure 5-12 Creating a security group

< | Create Security Group

summary

Step 6 Click Create Now.

--—-End
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5.1.5.2 Creating an RDS for MySQL Instance

Create an RDS for MySQL instance as a DR instance and select the VPC you
configured for the instance.

Procedure

Step 1 Go to the Buy DB Instance page.

Step 2 Select AP-Singapore for Region. Configure instance information and click Buy.

Figure 5-13 Selecting a DB engine

Quick Config Custom Config

Basic Settings

Billing Mode (®
Region
o v

Regions are geographic areas isolated from each other. For low network latency and quick resource access, select the nearest region

Engine Options

DB Engine

TaurusDB MysQL PostgresQL Microsoft SQL Server MariaDB
DB Engine Version
8.0 v

DB Instance Type

Primary/Standby Single

Primary/standby HA architecture is suitable for production databases in large- and medium-sized enterprises, or for applications in Intemet, loT, retail e-commerce, logistics, and gaming industries.
Storage Type

Cloud SSD Extreme SSD
Primary AZ

Figure 5-14 Selecting specifications

Instance Configuration

Instance Class

Dedicated General-purpose Kunpeng general-enhanced

VCPUs | Memory Recommended Connections PS|QPS @ | IPVE

(@ 2vCPUs|4GB 4,000 58011597  Supported
2uCPUs |8 GB 6,000 500|11.804  Supported
2¥CPUs | 16 GB 8,000 841116859 Notsupported
4VCPUs |8 GB 6,000 1196123974 Supported
4¥CPUs | 16 GB 8,000 1357127159 Supported
4WCPUs |32 GB 10,000 1435128701 Supported

DB Instance Specifications  rds.mysqlct Jarge 2.a | 2 vCPUs | 4 GB (Dedicated) , Recommended Connections: 4,000, TPS | QPS: 580 | 11,567

Storage Space (D

U

40 830 1620 2410 4000

Backup Space

RDS provides 40 GB of free backup storage, the same size s your purchased slorage space

After the free backup space is used up, you will be billed for the additional space. After an instance is created, an automated backup wil be created and saved for seven days Backup Space Billing (3
Enable autoscaling

Additional storage will be billed. Learn more (3
Disk Encryption

Enabling disk encryption improves the security of data, but may siightly affect the database readhwrite performance
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Figure 5-15 Configuring network information as planned

Basic Settings
DB Instance Name (3)
rds-8a7é

If you buy muttiple DB instances at a time, they will be named with four digits appended in the format "DB instance name-SN"_ For example, if the DB instance name is "instance”, the first instance will be named “instance-0001", the second "instance-0002
and so on

Password

m Configure

To log in, you will have to reset the password later on the Basic Information page for this instance.

Connectivity
VRC ()
wpe-DR v | Q CreateVPC 4
The VPC an RDS instance is deployed in cannot be changed later. ECSs in difierent VPCs cannot communicate with each other by default
Subnet
subnet-mysgl(192.168.0.024) v | Q

AN EIP is required ifyou want o aceess DB instances through a pubiic network View EIP (3

IPv4 Address

Addresses available: 251  View In-use IP Addresses
Database Port

Default port: 3306

Security Group (7)

S0IR X v Q

Securiy Grou

Ensure that port 3306 of the security group allows traffic from your server IP address to the DB instance. Create Security Group

Security Group Rules A
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Figure 5-16 Additional options

~ Additional Options

Enterprize Project (7)

default v | ( Create Enterprise Project [
Parameter Template
Default-HighPerformance-Edition-MySQL-8.0 v | Q0 View Parameter Template (7]

Using & high-performance template tends to resutin fost data and replication exceptions after an instance recovers from a crash. There may also be out of memory (OOM) erfars with smallinstance classes in high concurrency scenarios. For
details, see the user guide. View Details

Time Zone

(UTC+08:00) Beijing, Chongging, Hong Kong, Urumgi v

Table Neme ()

TMS's predefined tags are recommended for adding the same tag to diferent cloud resources. Create predefnedtags (7 QU

Read Replica

m Create

Required Duration and Quantity

Quantity

ead replicas included). Increase Quota

Step 3 Confirm the settings.
e To modify your settings, click Previous.
e If there is no need to modify your settings, click Submit.

--—-End

5.1.6 Configuring Remote Disaster Recovery

5.1.6.1 Creating a DRS Disaster Recovery Task
Create a DRS disaster recovery task in the same region as the RDS for MySQL

instance configured for the DR center.

Procedure

Step 1 Go to the Create Disaster Recovery Task page.

Step 2 Select AP-Singapore for Region. Set Disaster Recovery Relationship to Current
cloud as standby, and DR DB Instance to the RDS for MySQL DR instance created
in the AP-Singapore region, and click Create Now.
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Figure 5-17 Setting DR instance information

Region 9 CN-Hong Kong v
Re, gec

raphi isolated from each other. For low network latency and quick resource access, select the nearest region
Project CN-Hong Kong v
* Task Name DRS-DR-Task @
Description @
01256 4

Disaster Recovery Instance Details

* Disaster Recovery Relationship Current cloud as standby Current cloud as active

“ Service DB Engine MysaL DDM TaurusDB
+ DR DB Engine MysaL TaurusDB
* Network Type Public network v e

DRS will automatically bind the specified EIP to the DRS instance and unbind the EIP after the task is complete. For details about the data transmission fee when an EIP is specified, see the
pricing details of the EIP service.

“ DR DB Instance v

C View DB Instance  View Unselectable DB Instance

Step 3 Return to the Disaster Recovery Management page and check the status of the
task.

--—-End

5.1.6.2 Configuring the Disaster Recovery Task

Configure the disaster recovery task, including setting the source and destination
databases.

Procedure

Step 1 On the Disaster Recovery Management page, locate the created disaster
recovery task and click Edit in the Operation column.

Step 2 Add the EIP of the DRS instance to the inbound rule of the security group
associated with the RDS for MySQL instance in the production center, select TCP,

and set the port number to that of the RDS for MySQL instance of the production
center.

Figure 5-18 Adding a security group rule

sg-database

© Feedvack ( importRule ) ( ExportRule
Summary  InbowndRues  OutboundRuks  Associated Instances
© Some secuiy group s vil ot ake efct for ECSswith crtain speciatons. Learn more x
(Traorue ) (Fastadorue ) ‘Alow Camman Pors_) Inbound Rules:3  View Secuiy Group Configura
|@)
priorty Action e Protocol & Port Source Description Last Moditied Operation
1 Alow vt Tep: 3206 DRTask AUg 14,2024 155732GMT... Moy Replcate Dele
1 v u Aug 14,2024 153531 GIT
1 vt Aug 14,2024 153531 GHT.
talRecords:3 | 10 1

In the Source Database area, set IP Address or Domain Name and Port to the
EIP and port of the RDS for MySQL instance in the production center. When the
connection test is successful, click Next.
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Figure 5-19 Editing a disaster recovery task

Source Database

Datahase Type Self-buitt on ECS RDS DB instance

P Address or Domain Name

Port

Database Username

Datahase Password &®

35L Connection

Step 3 Configure the flow control and click Next.

Figure 5-20 Configuring flow control

Flow Control Yes “ Q.

Migrate Definer to User .@‘;. Yes (%) No (%)

Step 4 Check the disaster recovery task. When the check success rate reaches 100%, click
Next.

Step 5 Configure parameters and click Next.

Figure 5-21 Configuring parameters

Select the destination database parameters vinose values you vart

me as those Inthe source database. Soms changes take sfect only aferyou restar he destination catabass. You are advised fo restart the destination database befors or ater the migration

c
Parameter Name Source Database Value Destination Database Value Result
L 10 10 © Consistent
oFF oFF © Consistent

© Consistent

© Consistent

50 5
000 2500 © inconsistent
0 Y © Consistent
50 60 © Consistent
® beisolation REPEATABLE-READ REPEATABLEREAD © Consistent
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Step 6 Configure Start Time and click Submit.

Figure 5-22 Starting the task

+ Start Time Start upon task creation Start at a specified time

Send Nofifications () ®
# SMN Topic v
Delay Threshold (z)
RTO Delay Threshold (s)
RPO Delay Threshold (s)

* Stop Abnormal Tasks Afier 14 (3) Abnormal tasks run lenger than the period you set (unit: day) will automatically stop

Step 7 On the Disaster Recovery Management page, check the task status. The status is
Disaster recovery in progress.

For a task that is in the Disaster recovery in progress state, you can use data
comparison to check whether data is consistent before and after the disaster
recovery.

--—-End

5.1.6.3 Performing a Primary/Standby Switchover

If the source database in the production center is faulty, manually switch the DR
instance to the read/write state. Then, data is written to the DR instance and
synchronized to the source database.

Procedure

Step 1 Find that the source database in the production center is faulty. For example, the
source database cannot be connected, the source database execution is slow, or
the CPU usage is high.

Step 2 Receive an SMN email notification.
Step 3 Check the delay of the DR task.

Step 4 Check that the services of the source database have been stopped. For details, see
How Do | Ensure that All Services on the Database Are Stopped?

Step 5 Select the task, click the Batch Operations drop-down box in the upper left
corner and select Primary/Standby Switchover.
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Figure 5-23 Primary/standby switchover

Disaster Recovery Management ¢

ccccccccc

eeeeeeeeeeeeeee

Step 6 Change the database IP address on your application and use it to connect to the
database. Then data is properly read from and written to the database.

--—-End
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Security Best Practices

Security is a shared responsibility between Huawei Cloud and you. Huawei Cloud
is responsible for the security of cloud services to provide a secure cloud. As a
tenant, you should properly use the security capabilities provided by cloud services
to protect data, and securely use the cloud. For details, see Shared
Responsibilities.

This section provides actionable guidance for enhancing the overall security of
using DRS for data migration. You can continuously evaluate the security status of
your DRS tasks for secure data migration and enhance their overall security
defense. By doing this, only the minimum permissions required for business can be
assigned, and data can be protected from leakage and tampering both in
transmission.

Make security configurations from the following dimensions to meet your business
needs.

e Using Fine-Grained Authorization to Control the Usage Scope of DRS
Resources

e Using Secure and Reliable Networks and Encrypted Transmission
Protocols

e Using Network Access Control to Isolate the Network for Data
Synchronization

e Configuring Independent Database Migration Users and Assigning the
Minimum Permissions

e Creating HA Tasks to Improve Service Availability
e Properly Using Authentication Credentials to Prevent Data Leaks

Using Fine-Grained Authorization to Control the Usage Scope of DRS

Resources

1. Set only the minimum permissions for IAM users with different roles to
prevent data leakage or misoperations caused by excessive permissions.

To better isolate and manage permissions, you are advised to configure an
independent IAM administrator and grant them the permission to manage
IAM policies. The IAM administrator can create different user groups based on
your service requirements. User groups correspond to different data access
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scenarios. By adding users to user groups and binding IAM policies to user
groups, the IAM administrator can grant different data access permissions to
employees in different departments based on the principle of least privilege.

2. Fine-grained authorization is recommended to enable fine-grained
control on user permissions.

Fine-grained policies define permissions by APIs. You are advised to create a
custom policy based on your DRS operation permissions.

Using Secure and Reliable Networks and Encrypted Transmission Protocols

1.  You are advised to use a secure network, such as a VPN, for data
synchronization.

Do not use an EIP network if possible. Instead, use a secure network, such as
a VPN, for data transmission. Configure firewalls, security groups, and ACL
rules to reduce the attack surface and improve the network security for data
synchronization.

2. The certificate+SSL connection mode is recommended.

The certificate+SSL mode is a secure connection mode. It protects the
integrity and confidentiality of data during transmission, but slightly affects
the read and write performance of the database. In certain scenarios that are
sensitive to synchronization performance, you need to balance performance
and security.

Using Network Access Control to Isolate the Network for Data
Synchronization

Firewalls, Access Control List (ACL) rules, and security groups are used for network
access control to effectively control the network range for DRS to access databases
and isolate the network for data synchronization from other networks, ensuring
DRS task security.

Configuring Independent Database Migration Users and Assighing the
Minimum Permissions

If you migrate data as user root or other service users, permission control may be
disordered and permission leakage may occur. When creating a DRS task, you are
advised to create independent migration accounts for the source and destination
databases and grant the minimum permissions to the migration accounts by
referring to the user guide to reduce the risk of account and permission leaks.

Creating HA Tasks to Improve Service Availability

DRS provides the cross-AZ HA. If the instance in the primary AZ becomes faulty,
services can be switched over to the instance in the standby AZ to continue data
replication.

Properly Using Authentication Credentials to Prevent Data Leaks

When you use code or API Explorer to call APIs, you need to obtain a token using
the account password or AK/SK information. You need to comply with the secure
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encoding rules, properly manage authentication credentials, and do not hardcode
authentication information in plaintext.
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