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Auto Scaling

1.1 Elastic Scaling of CCE Pods to CClI

The bursting add-on functions as a virtual kubelet to connect Kubernetes clusters
to APIs of other platforms. This add-on is mainly used to extend Kubernetes APIs
to serverless container services such as Huawei Cloud CCI.

With this add-on, you can schedule Deployments, StatefulSets, jobs, and CronJobs
running in CCE clusters to CCl during peak hours. In this way, you can reduce
consumption caused by cluster scaling.

Constraints

Only CCE standard and CCE Turbo clusters that use the VPC network mode
are supported. Arm clusters are not supported. Add-on instances will not be
deployed on Arm nodes, if any, running in the cluster.

DaemonSets and pods that use the HostNetwork mode cannot be scheduled
to CCI.

The subnet where the cluster is located cannot overlap with 10.247.0.0/16, or
the subnet conflicts with the Service CIDR block in the CCl namespace.

Currently, Volcano cannot be used to schedule pods with cloud storage
volumes mounted to CCl.

Installing the Add-on

ok N =

Log in to the CCE console.

Click the name of the target CCE cluster to go to the cluster console.

In the navigation pane, choose Add-ons.

Select the CCE Cloud Bursting Engine for CCl add-on and click Install.
Configure the add-on parameters.

Issue 01 (2024-11-14)
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Install Add-on  view vamL

CCE Cloud Bursting Engine for CCl  Seheduling and Elasticity Quick Links
plug-in version:| 1.5.15 s

An add-on that schedules CCE pods onto CCI clusters

@ After the plug-in is installed, if the workload instance (Pod) is scheduled to the CCI service, it will be billed accerding te the CCI charging standard.
‘When using the bursting addon to elasticize the Pod to CCI 2.0, the metrics-server addon cannot collect the indicator data of this part of the Pod, which may affect
the work of HPA. If HPA cannot work properly, please view the document. View Auio Scaling (7

Specifications

‘Add-on Specifications

single @ n HA @

(Cptional) Networking

Close

After this function is enabled, pods in the CCE clusier can communicate with pods in the CCI cluster through the Kubemetes service, and the compenent proxy is deployed
during plug-in installation.

Configuration List

To-Be-Deployed Components Pods

7 1

Component CPU Quota Memory Quota

(_ Geneet ) W

Table 1-1 Add-on parameters

Paramete | Description
r

Version Add-on version. There is a mapping between add-on versions
and CCE cluster versions. For more details, see "Change
History" in CCE Cloud Bursting Engine for CCI.
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Paramete
r

Description

Specificati
ons

Number of pods required for running the add-on.
e If you select Preset, you can select Single or HA.

e If you select Custom, you can modify the number of
replicas, vCPUs, and memory of each add-on component as
required.

NOTE

e The bursting add-on 1.5.2 or later uses more node resources. You
need to reserve sufficient pods before upgrading the add-on.

e Single (only one pod for the add-on): There must be a node that
has at least seven schedulable pods. If Networking is enabled,
eight schedulable pods are required.

e HA (two pods for the add-on): There must be two nodes, each
of which must have at least seven schedulable pods, a total of
14 schedulable pods. If Networking is enabled, eight
schedulable pods are required on each node, a total of 16
schedulable pods.

e The resource usage of the add-on varies depending on the
workloads scaled to CCI. The pods, secrets, ConfigMaps, PVs, and
PVCs requested by the services occupy VM resources. You are
advised to evaluate the service usage and apply for VMs based on
the following specifications: For 1,000 pods and 1,000 ConfigMaps
(300 KB), nodes with 2 vCPUs and 4-GiB memory are
recommended. For 2,000 pods and 2,000 ConfigMaps, nodes with 4
vCPUs and 8-GiB memory are recommended. For 4,000 pods and
4,000 ConfigMaps, nodes with 8 vCPUs and 16-GiB memory are
recommended.

Networki
ng

If this option is enabled, pods in the CCE cluster can
communicate with pods in CCI through Services. The
component proxy will be automatically deployed upon add-on
installation. For details, see Networking.

Creating a Workload

ok N =

Log in to the CCE console.

Click the name of the target CCE cluster to go to the cluster console.

In the navigation pane, choose Workloads.

Click Create Workload. For details, see Creating a Workload.

Specify basic information. Set Burst to CCl to Force scheduling. For more

information about scheduling policies, see Scheduling Pods to CCI.
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Basic Info
Workload Type . Py
.m. Deployment 0 StatefulSet Y DaemonSet B Job ﬁ Cron Job
4 J
Switching workload type requires reconfiguring workload parameters.

Workload Name Enter a workload name. Cluster Name
Namespace pytest-cee-auto v | Q Create Namespace Description
Fods 2
Burstto CCI Disable scheduling Local priority scheduling Force scheduling Low-priority

Supports the ra astic creation of Pods to the cloud container instance CCI service in short-term high load scenarios to reduce SEMVices

consumption caused by cluster expansion.

When you schedule a workload in a CCE cluster to CCl, TCP probes cannot be
used for health check.

Configure the container parameters.
Click Create Workload.

On the Workloads page, click the name of the created workload to go to the
workload details page.

View the node where the workload is running. If the workload is running on a
CCl node, it has been scheduled to CCl.

Uninstalling the Add-on

1.

2.
3.
4

Log in to the CCE console.

Click the name of the target CCE cluster to go to the cluster console.

In the navigation pane, choose Add-ons.

Select the CCE Cloud Bursting Engine for CCl add-on and click Uninstall.

CCE Cloud Bursting Engine for CC
FPreferred Recommendation

Version 1.5.15 Updated 5 days ago

@ View Details ( Upgrade ) (_ Edit ) ( Uninstall )
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Table 1-2 Special scenarios for uninstalling the add-on

Scenario

Symptom

Description

There are no nodes
in the CCE cluster
that the bursting
add-on needs to be
uninstalled from.

Failed to uninstall the
bursting add-on.

If the bursting add-on is
uninstalled from the
cluster, a job for clearing
resources will be started
in the cluster. To ensure
that the job can be
started, there is at least
one node in the cluster
that can be scheduled.

The CCE cluster is
deleted, but the
bursting add-on is
not uninstalled.

There are residual
resources in the
namespace on CCI. If
the resources are not
free, additional
expenditures will be
generated.

The cluster is deleted,
but the resource clearing
job is not executed. You
can manually clear the
namespace and residual
resources.

For more information about the bursting add-on, see CCE Cloud Bursting

Engine for CCI.
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2 Workload Creation

2.1 Overview

You can create workloads on the CCI console or by calling APIs. What are the
differences between the two methods and running the docker run commands?

This chapter uses the WordPress and MySQL as examples to compare the three
methods.

The WordPress is a blog platform developed in hypertext preprocessor (PHP). You
can set up your websites on the services that support PHP and MySQL databases,
or use the WordPress as a content management system. For more information
about the WordPress, visit https://wordpress.org/.

The WordPress must be used together with MySQL. The WordPress runs the
content management program while MySQL serves as a database to store data.
Generally, the WordPress and MySQL run in different containers, as shown in the
following figure.

Access Read\Write

WordPress

2.2 Using docker run Commands to Run Containers

Docker is an open source engine that manages images and containers. A Docker
image includes all dependencies required for running an application. The processes
contained in the image are isolated from each other.
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Docker containers are built on Docker images.

Preparing Images

WordPress and MySQL images are general-purpose images and can be obtained
from the container registry.

You can run the docker pull command on the device where the container engine
is installed to download images.

docker pull mysql:5.7
docker pull wordpress

Run the docker images command to view the images. As shown in the following
figure, two images exist on the local host.

Running Containers

You can use the container engine to run the WordPress and MySQL containers,
and use the --link parameter to connect the two containers. In this way, the
WordPress container can access the MySQL container without code changes.

Run the following command to run the MySQL container:

docker run --name some-mysql -e MYSQL_ROOT_PASSWORD=******** _e MYSQL_DATABASE=wordpress -d
mysql:5.7

The parameters are described as follows:

e --name: specifies the container name as some-mysqLl.

e -e: specifies the environment variable of the container. In this example, the
value of MYSQL_ROOT_PASSWORD is ******** (replace ******** with your
password). The environment variable MYSQL_DATABASE indicates the name
of the database to be created when the image is started. Its value is
wordpress in this example.

e -d: indicates that the container runs in the backend.

Run the following command to run the WordPress container:

docker run --name some-wordpress --link some-mysql:mysql -p 8080:80 -e
WORDPRESS_DB_PASSWORD=******** _e WORDPRESS_DB_USER=root -d wordpress

The parameters are described as follows:

e --name: specifies the container name as some-wordpress.

e --link: connects the some-wordpress container to the some-mysql container
and changes the name of the some-mysql container to mysql. --link provides
an easy way to connect two containers. Alternatively, you can configure the
environment variable WORDPRESS_DB_HOST of the some-wordpress
container to access the IP address and port of the mysql container.

e -p: specifies ports for mapping. In this example, port 80 of the container is
mapped to port 8080 of the host.

e -e: specifies the environment variable of the container. In this example, the
value of WORDPRESS_DB_PASSWORD is ******** (replace ******** with your

Issue 01 (2024-11-14) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 7
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password). The value of WORDPRESS_DB_PASSWORD must be the same as
that of MYSQL_ROOT_PASSWORD because the WordPress requires a
password to access the MySQL database. WORDPRESS_DB_USER indicates
the username for accessing the MySQL database. Set it to root.

e -d: indicates that the container runs in the backend.

After the WordPress runs, you can access WordPress blogs through http://
127.0.0.1:8080.

English (United States)
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2.3 Using the CCI Console to Create Workloads

Using docker run Commands to Run Containers describes how you can run the
WordPress workload by running the docker run commands. However, it is not
convenient to use a container engine in many scenarios, such as auto scaling and
rolling upgrade.
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CCI provides a serverless container engine that frees you from managing clusters
or servers. CCl delivers agility and high performance with only three steps. It
enables you to create stateless workloads (Deployments) and stateful workloads
(StatefulSets). It also enhances container security isolation and supports fast
workload deployment, elastic load balancing, auto scaling, and blue-green
deployment based on the Kubernetes workload model.

Creating a Namespace

Step 1 Log in to the CCl console. In the navigation pane, choose Namespaces.
Step 2 Click Create for the target namespace type.

Step 3 Enter a namespace name.

Step 4 Configure a VPC.

Select an existing VPC or create one. Recommended CIDR blocks for the new VPC
are 10.0.0.0/8-24, 172.16.0.0/12-24, and 192.168.0.0/16-24.

Step 5 Configure a subnet.

Ensure that there are sufficient available IP addresses in the subnet. If IP addresses
are insufficient, workload creation will fail.

Step 6 Click Create.
----End

Creating a MySQL Workload

Step 1 Log in to the CCl console. In the navigation pane on the left, choose Workloads >
Deployments. On the page displayed, click Create from Image.
Step 2 Specify basic information.
e Workload Name: mysql
e Namespace: Select the namespace created in Creating a Namespace.
e Pods: Change the value to 1 in this example.

e Pod Specifications: Select the general-computing pod with 0.5-core CPU and
1 GiB of memory.

Workload Name mysal x

Namespace £ v genedestt v | ¢ Ccreate Namespace

Available General-computing | CCI-VPC-1928286404 192.168.0.0/16

Issue 01 (2024-11-14) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 9
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e Container Settings

a. On the Open Source Images tab, search for the mysgl image and click
Use Image.

Configure Container

Select Image
Add Container

My Images Open Source Images Shared Images

mysal X Q C

b. Set image parameters. Specifically, set the image version to 5.7, CPU to
0.50, and memory to 1.000.

Configure Container
@ﬁ mysql
0.5 core:

Add Container

s |1GB

Image Name mysgl  Change Image

Container Name container-0

€PU (cores - 050

Memory (GB) —| 1000

standard ouput @ (@ Application Operations Management (A0M) will bil you according to the actual usage
File Collection

v Advanced Settings

¢. In the advanced settings, enter the environment variable
MYSQL_ROOT_PASSWORD and its value. The value is the password of
the MySQL database. You need to set the password by yourself.

Environment Variables: Environment variables are set in the container runtime environment, and can be modified after application deployment ~
Add Manually Variable Reference
Variable Name Variable Value Operation
MYSQL_ROOT_PASSWORD Delete

@ Add Environment Variable

Step 3 Click Next: Configure Access Settings. Set Access Type to Intranet access. In this

case, the workload can be accessed by other workloads in CCl by using Service
name:Port. In addition, set Service Name to mysql, and map workload access
port 3306 to container port 3306 (default access port of the MySQL image).

In this way, other workloads in CCl can access the MySQL workload by using
mysql:3306.

Issue 01 (2024-11-14) Copyright © Huawei Cloud Computing Technologies Co., Ltd.
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Access Mode

For domain name or internal domain name (or ELB VIP) for the current workioad o that the workload can be accessed by other workloads in
sel nd ELE. Learn how
Access Mode ELE
accessed by other werkloads in the intranet based on the workload domain name and workload port. The TCP/UDF protocols are
Service Name
Workload Port o cont; ss requests are forwarded from the werkload domain name:workload access port to the container
Settings
Protocol Workload Access Port Container Port Operation
| TCP 3308 3306 |

Step 4 Click Next. On the page that is displayed, check the configurations and then click

Submit.

In the workload list, if the workload is in the Running state, the workload is

successfully created.

--—-End

Creating a WordPress Workload
Step 1

Log in to the CCI console. In the navigation pane on the left, choose Workloads >

Deployments. On the page displayed, click Create from Image.

Step 2 Specify basic information.

e Workload Name: wordpress

e Namespace: Select the namespace created in Creating a Namespace.
e Pods: Change the value to 2 in this example.
e Pod Specifications: Select the general-computing pod with 0.5-core CPU and

1 GiB of memory.

Workload Name wordpress X

s starting and ending with a letter or digit. Only lowercase let

Namespace ) v genetest! MR

Available  General-computing | CCI-VPC-1928286404 192,168 0.0/16

Description

Pods N +

Fod Specifications General-computing

CPU

0.5 cores CPU 1 core

Memory 1GB Memory 2 GB

e Configure Container

ters, digits, hyphens (-), and periods () are allowed. Do not enter two consecutive pe:

ods or a period adjacent to ¢

Create Namespace

CPU 2 cores CPU 4 cores

Custom

Memory 4GB Memory 8 GB

a. On the Open Source Images tab page, search for the wordpress image

and click Use Image.

Issue 01 (2024-11-14)
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Configure Container

Select Image

My Images Open Source Images Shared Images

wordpress
A—_—
W,
wordpress

b. Set image parameters. Specifically, set the image version to php7.1, CPU
to 0.50, and memory to 1.000.
Ccnﬁgnre Container w \,\‘O’dp'ess
05 cores | 1 GB Add Containel
Image Name wordpress  Change Image
Image Version
Container Name container-0
CPU (cores) —_ 050
Memory (GE) - 1.000
Standard Output @ ( Application Operations Management (AOM) wil bill you according to the actual usage.
File Collection
WV Advanced Settings
¢. In the Advanced Settings area, expand Environment Variables and add

environment variables to enable the wordpress application to access the
MySQL database.

Environment Variables: Environn

Add Manually Variable Reference

Variable Name Variable Value

Operation
WORDPRESS_DB_HOST 13206 Delete
WORDPRESS_DB_PASSWORD Delete

(® Add Environment Variable

Table 2-1 Description of environment variables

Variable Name Variable Value/Variable Reference

WORDPRESS_DB_HOS

Address for accessing the MySQL database.
T

Example: 10.%********:3306

WORDPRESS_DB_PAS

Password for accessing the MySQL database.
SWORD

The password must be the same as the
MySQL password set in Creating a MySQL
Workload.
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Step 3 Click Next: Configure Access Settings.

Set Access Type to Internet access and Service Name to wordpress, and select a
load balancer. If no load balancers are available, click Create Share Load
Balancer. Set ELB Protocol to HTTP and ELB Port to 9012. In the Workload Port
Settings area, set a mapping between workload access port 8080 and container
port 80 (default access port in the WordPress image). In the HTTP Route Settings
area, set Mapping Path to / (so http://Load balancer IP address.Port can be used
to access the WordPress) and Workload Access Port to 8080.

Access Mode

am h;
Service Name wordpress

Load Baiancer (2 elb-test ~ | Create an enhanced lead balancer and click refresh to make it available for selection
ELE Protocol HTTP/HTTPS TCP/UDP

Ingress Name Wordprass

Public Domain
Name

ELB Port HTTP ~ || so12

Workload Port TCP
Frotocol

Workload Port
Settings

Workload Access Port Container Port Operation

8080 80

(@ Add Port

HTTP Route
Settings

Mapping Path Workload Access Port (TCP Protocol) Operation

| ! 8080 - |

Step 4 Click Next. On the page that is displayed, check the configurations and then click

Submit.

In the workload list, if the workload is in the Running state, the workload is
successfully created. In this case, you can click the workload to go to its details

page.

In the Access Settings area, click Internet Access and view the access address
(Load balancer IP address.Port).

Access Settings

lternet access Intranet access Events

Public Network Access Address EIP Internal Access Address Intemal Workioad Domain Name Address Frotocol

[ nttp 8012/ [ htip/1192.168.24.162.9012/ [ wordpress:8080 HTTF

--—-End

2.4 Calling APIs to Create Workloads

CCl supports Kubernetes APIs. Compared with using the console to create
workloads, calling APIs is much easier.
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In Kubernetes, a pod is the minimum unit for container running and can
encapsulate one or more containers, storage resources, and an independent
network IP address. In practice, pods are rarely created directly. Kubernetes uses
controllers such as Deployment and StatefulSet to manage pods. In addition,
Kubernetes uses Services to define pods and their access policies, and uses
ingresses to manage external access. For more information about Kubernetes
resources, see Cloud Container Instance Developer Guide.

For the WordPress application, you can call APIs to create a series of resources, as
shown in the following figure.

e MySQL: Create a Deployment to deploy the MySQL, and create a Service to
define the access policy of the MySQL.

e WordPress: Create a Deployment to deploy the WordPress, and create a
Service and an ingress to define the access policy of the WordPress.

&>

http://Domain name (or load balancer IP
address):Load balancer port/Mapping path, for
example, http://10.10.10.10:9012/

Bound with a load

Load balancer name: elb-flgx Y balancer for external
IP address: 10.10.10.10 access management
Protocol: HTTP
Port: 8012 Ingress
Mapping path- / ™

f”f;

Senvice po

— a080
e —
-____—_____ - Semnice

Senvice port wordpress
3306 /
1
/|
1
)
[\
/ Container k Container
/ port 3306 §_port 80
Pod Pod
MySQL Deployment WordPress Deployment
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Namespace

Step 1 Call the API described in Creating a Namespace to create a namespace and
specify a namespace type.
{

"apiVersion": "v1",
"kind": "Namespace",
"metadata": {
"name": "namespace-test",
"annotations": {
"namespace.kubernetes.io/flavor": "gpu-accelerated"
}
%
"spec": {
"finalizers": [
"kubernetes"
1
}
}

Step 2 Call the API described in Creating a Network to create a network, and associate
the network with a Virtual Private Cloud (VPC) and subnet.

{
"apiVersion": "networking.cci.io/vibetal",
"kind": "Network",
"metadata": {

"annotations": {
"network.alpha.kubernetes.io/default-security-group": "{{security-group-id}}",
"network.alpha.kubernetes.io/domain-id": "{{domain-id}}",
"network.alpha.kubernetes.io/project-id": "{{project-id}}"

b

"name": "test-network"

2
"spec": {

"availableZone": "{{zone}}",

"cidr": "192.168.0.0/24",

"attachedVPC": "{{vpc-id}}",

"networkID": "{{network-id}}",

"networkType": "underlay_neutron",

"subnetID": "{{subnet-id}}"

}
}

--—-End

MySQL

Step 1 Call the API described in Creating a Deployment to deploy the MySQL.
e Set the Deployment name to mysql.
e Set the pod label to app:mysql.
e Use the mysql:5.7 image.

e Set the value of environment variable MYSQL_ROOT_PASSWORD to **¥***&*
(replace ******** with your password).

{

"apiVersion": "apps/v1",

"metadata": {
"name": "mysql"
}

nspecn:{
"replicas": 1,
"selector": {
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"matchLabels": {
"app": "mysql"

Iy
"template": {
"metadata": {
"labels": {

"app": "mysql"
L

"spec": {
"containers": [

{

"name": "container-0",
"resources": {
"limits": {
"cpu": "500m",
"memory": "1024Mi"
by
"requests": {
"cpu": "500m",
"memory": "1024Mi"
}
2
"env": [
{
"name": "MYSQL_ROOT_PASSWORD",
"Value'l: kkkkkkkk1l

]

"imagePullSecrets": [

{

"name": "imagepull-secret"

Step 2 Call the API described in Creating a Service to create a Service, and define the
access policy for the pod created in Step 1.

e Set the Service name to mysql.

e Select the pod whose label is app:mysql to associate the pod created in Step
1.

e Map workload access port 3306 to container port 3306.

e The access type of the Service is ClusterlP, that is, ClusterIP is used to access
the Service inside the cluster.
{

"apiVersion™: "v1",

"metadata": {
"name": "mysql",
"labels": {

llappll: llmysqlll
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WordPress
Step 1

"name": "service0",
"targetPort": 3306,
"port™: 3306,

}
!
}
)

--—-End

type": "ClusterIP"

Call the API described in Creating a Deployment to deploy the WordPress.
e Set the Deployment name to wordpress.

e Set the value of replicas to 2, indicating that two pods are created.

e Set the pod label to app:wordpress.

e Use the wordpress:latest image.

e Set the value of environment variable WORDPRESS_DB_PASSWORD to
Fekkkkkk (replace ******** with your password). This password must be the same
as MYSQL_ROOT_PASSWORD set for the MySQL.

{

"apiVersion": "apps/v1",

"metadata": {
"name": "wordpress"
}

"spec": {
"replicas": 2,
"selector": {
"matchLabels": {
"app": "wordpress"

}I
"template": {
"metadata": {
"labels": {
"app": "wordpress"

h
"spec": {
"containers": [

{

"name": "container-0",
"resources": {
"limits": {
"cpu": "500m",
"memory": "1024Mi"
}I
"requests": {
"cpu": "500m",
"memory": "1024Mi"
}
1
"env": [

{
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"imagePullSecrets": [

{

"name": "imagepull-secret"

Step 2 Call the API described in Creating a Service to create a Service, and define the

Step 3

access policy for the pod created in Step 1.
e Set the Service name to wordpress.

e Select the pod whose label is app:wordpress to associate the pod created in
Step 1.

e Map workload access port 8080 to container port 80. For the WordPress
image, port 80 is the default externally exposed port.

e The access type of the Service is ClusterlP, that is, ClusterlIP is used to access
the Service inside the cluster.

"apiVersion": "v1",

"metadata": {
"name": "wordpress",
"labels": {
"app": "wordpress"

"selector": {
"app": "wordpress"

"name": "service0",
"targetPort": 80,
"port": 8080,

}

1,
"type": "ClusterIP"

}

Call the API described in Creating an Ingress to create an ingress to define the
external access policy of the WordPress. In this step, you need to configure a load
balancer that is in the same VPC as the WordPress.

e metadata.annotations.kubernetes.io/elb.id: ID of the load balancer
e metadata.annotations.kubernetes.io/elb.ip: IP address of the load balancer

e metadata.annotations.kubernetes.io/elb.port: Port configured for the load
balancer

e spec.rules: a set of rules for accessing the Service. path lists the paths for
accessing the Service, for example, "/". Each path is associated with a backend
(for example, wordpress:8080). A backend represents a combination of
service:port. Ingress traffic will be forwarded to the corresponding backend.

After the configuration is complete, the traffic destined for the load balancer
(Load balancer IP address:Port) is transmitted to the wordpress:8080 Service.
Because the Service is associated with the WordPress pod, the traffic finally
accesses the WordPress container deployed in Step 1.

Issue 01 (2024-11-14) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 18


https://support.huaweicloud.com/intl/en-us/api-cci/createCoreV1NamespacedService.html
https://support.huaweicloud.com/intl/en-us/api-cci/createExtensionsV1beta1NamespacedIngress.html

Cloud Container Instance

Best Practice

2 Workload Creation

{

"apiVersion": "extensions/vibetal",

"metadata": {
"name": "wordpress",
"labels": {

"app": "wordpress",
"isExternal": "true",
"zone": "data"
I
"annotations": {
"kubernetes.io/elb.id": "2d48d034-6046-48db-8bb2-53c67e8148b5",
"kubernetes.io/elb.ip": "10.10.10.10",

"kubernetes.io/elb.port": "9012"

}
2
"spec": {
"rules": [
{
"http": {
"paths": [
{
"path™: "/",
"backend": {
"serviceName": "wordpress",
"servicePort": 8080
}
}
1
}
}
1
}
}
----End

2.5 Configuring Dockerfile Parameters for CCl

Scenario

Dockerfiles are generally used to customize images. A Dockerfile is a text file that
contains instructions, each of which builds an image layer.

This topic describes the CCl settings corresponding to the Dockerfile
configurations.

Using Dockerfile Parameters in CCl

The following uses an example to describe the relationship between them.
FROM ubuntu:16.04

ENV VERSION 1.0

VOLUME /var/lib/app

EXPOSE 80

ENTRYPOINT ["./entrypoint.sh"]
CMD ["start"]
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In the preceding example, the Dockerfile contains common parameters, including
ENV, VOLUME, EXPOSE, ENTRYPOINT, and CMD. These parameters can be
configured for CCl as follows:

e ENV indicates an environment variable. Corresponding to ENV VERSION 1.0
in the Dockerfile, set Environment Variables in the advanced settings as
follows when creating a workload on the CCl console.

Environment Variables: Environment variables are set in the container runtime environment, and can be modified after application deploymen

Add Manually Variable Reference
Variable Mame Variable Value Operation
VERSION 1.0 Delete

(@ Add Environment Variable

e VOLUME indicates a container volume. Generally, this parameter is used
together with docker run -v host path:container volume path.

For CCl, Elastic Volume Service (EVS) disks can be mounted to containers. You
only need to add EVS volumes, and configure their sizes and mount paths
(that is, container volume paths) when creating workloads.

Storage: Persistent volumes can be attached to containers for persistent data storage ~
EVS Volumes SFS Volumes SFS Turbo Volumes
sting EVS volumes, creale a new EVS volume, or import EVS disks to generate EVS volumes. &
Name Capacity (GB) Container Path Type Operation
Aut.. - coi-evs-kdikl7my-9zxE 10 + varflibfapp High IO - Delete

@ Add EVS Volume

e ENTRYPOINT and CMD correspond to the startup command of the advanced
settings in CCI. For details, see Setting Container Startup Commands.

Startup Commands: Startup commands correspond to Docker E RYPO commands. Learn how

»
Frestenie Command /entrypoint.sh Example Binary Mode Bash Mode
Parameters = Switch to si P de
Switch to single line input mod Executable [J ovthon Avart_mnistimnist with_s
stsrt
Command ummaries py
® Add

Parameters [Q —log_dir=/train —learning_rate=0

01 —-batch_size=150

e EXPOSE indicates an exposed port. Generally, this parameter is used together
with docker run -p <host port>:<container port> when a container is
started. To set an exposed port for a CCl container, you only need to configure
the Workload access port:Container port when creating a workload. In this
way, you can access the container through the Workload domain
name:Workload access port.
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# Service Name a0p
#+ Workload Port Set: een the workload access port and container port. Access requests are forwarded from the workioad domain name:workload access port fo the container
Seftings
Protocol Workload Access Port Container Port SDGTRIID’\
TCP - 8080 80
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3.1 Performing Graceful Rolling Upgrade for CCI
Applications

Scenario

Procedure

Step 1

Step 2

Step 3

When you deploy a workload in CCI to run an application, the application is
exposed as a LoadBalancer Service or ingress, and connected to a dedicated ELB
load balancer to allow access traffic to reach the containers directly. When rolling
upgrade or auto scaling is performed on the application, your pods may fail to
work with ELB and 5xx errors may occur. This section guides you to configure
container probes and readiness time to achieve graceful upgrade and auto scaling.

The following uses an Nginx Deployment as an example.

On the CCI console, choose Workloads > Deployments in the navigation pane,
and click Create from Image in the upper right corner.

Figure 3-1 Creating a Deployment

Deployments @ | & namespace + | © Aviable Genertcomputing | vpc- 19216600715 Create from VAML [ErT——

HUAWEI CLOUD
=2 & Ros (&= Public network ELB
Private network ELB
[kata) [kata [kata
¥ » §

In the Container Settings area, click Use Image to select an image.

Click Advanced Settings of the image, click Health Check > Application
Readiness Probe, and configure the probe.
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Figure 3-2 Configuring the application readiness probe

Health Check: Health check regularly checks the health status of containers or applications. Learn how
~  Application Liveness Probe: Used to check whether the application is started.

“~  Application Readiness Probe: Used to check whether the application is ready for use.

Time Window (s) 3
Timeout Period (s) 5
Command Line Script HTTP Request Mode
Path Port Protocol
| aq HTTR -

The probe checks whether your container is ready. If the container is not ready, requests will
not be forwarded to the container.

Step 4 Expand Lifecycle and configure the parameters of Pre-Stop Processing for the
container.

Figure 3-3 Configuring lifecycle parameters

Lifecycle: Lifecycle scripts specify actions that applications take when a lifecycle event occurs. Learn how

Post-Start Processing Pre-Stop Processing

Triggered before the application is stopped.

Command Line Script ! Example Binary Mode Bash Mode
/bin/bash .
Command O /run/start
| * | Delete
Parameter ' --port=8080
sleap 30| | Delete
@ Add

This configuration ensures that the container can provide services for external systems
during its exit.

Step 5 Click Next: Configure Access Settings and configure settings as shown in Figure
3-4.
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Figure 3-4 Configuring the access type and port

Access Mode

Do not
orwarded through the HTTP protocol and URL. This access mode s s

Service Nar
Load Balancer @ elb-bsaa ~ | C Create Shared Load B:
Protocol
workload Port Set the mapping between the ELB port and container port. Access requests are forwarded from the workload domain name:ELB port to the container instance:container port
Settings

ELE Port (not in use) Container Port Operation

‘ 6044 ‘ ‘ 80|
(® Add Port

Step 6 Click Next and complete the Deployment creation.

Step 7 Co

nfigure the minimum readiness time.

table for frontend services (such as

A pod is considered available only when the minimum readiness time is exceeded
without any of its containers crashing.

In the upper right corner of the Deployments page, click Create YAML to

configure the minimum readiness time as below.
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Figure 3-5 Configuring the minimum readiness time

‘termination—log

True

lastUpdateTime:

(11 NOTE

e The recommended value of minReadySeconds is the expected time for starting the
service container plus the duration from the time when the ELB service delivers the
member to the time when the member takes effect.

e The value of minReadySeconds must be smaller than that of sleep to ensure that the
new container is ready before the old container stops and exits.

Step 8 Test the application upgrade and auto scaling.

Prepare a client outside the cluster, and configure the detection script
detection_script.sh with the following content (100.85.125.90:7552 indicates the
public network address for accessing the Service):

#! /bin/bash
for ((;;))
do

curl -1 100.85.125.90:7552 | grep "200 OK"
if [ $? -ne 0 ]; then

echo "response error!"

exit 1
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fi
done

Step 9 Run the detection script (bash detection_script.sh) and trigger the rolling
upgrade of the application on the CCI console. You can change the specifications
of the container to trigger the rolling upgrade of the application.

Figure 3-6 Modifying container specifications

Workload Name

core CPU 2 cores CPU 4 cores

CPU 0.5 cores CPU
Custom

Memory 1GB Memory 2GB Memary 4GB Memory 8 GB

If the access to the application is not interrupted, and the returned responses are
all 2000K, the graceful upgrade is successfully triggered.

--—-End

3.2 Exposing Basic Pod Information to Containers
Through Environment Variables

If you want a pod to expose its basic information to containers running in the pod,
you can use the Kubernetes Downward API to inject environment variables. This
section describes how to add environment variables to the definition of a
Deployment or a pod to obtain the namespace, name, UID, IP address, region, and
AZ of the pod.

When CCI creates a pod and allocates it to a node, the region and AZ information
of the node is added to the pod's annotations.

In this case, the format of the pod's annotations is as follows:

apiVersion: v1
kind: Pod
metadata:
annotations:
topology.kubernetes.io/region: "{{region}}"
topology.kubernetes.io/zone: "{{available-zone}}"

topology.kubernetes.io/region indicates the region of the node.

topology.kubernetes.io/zone indicates the AZ of the node.

Deployment Configuration Example

The following example shows how to use environment variables to obtain basic
pod information.

kind: Deployment
apiVersion: apps/v1
metadata:
name: cci-downwardapi-test
namespace: cci-test # Enter a specific namespace.
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spec:
replicas: 2
selector:
matchLabels:
app: cci-downwardapi-test
template:
metadata:
labels:
app: cci-downwardapi-test
spec:
containers:
- name: container-0
image: 'library/euleros:latest’
command:
- /bin/bash
-'-c
- while true; do echo hello; sleep 10; done
env:
- name: MY_POD_UID
valueFrom:
fieldRef:
fieldPath: metadata.uid
- name: MY_POD_NAME
valueFrom:
fieldRef:
fieldPath: metadata.name
- name: MY_POD_NAMESPACE
valueFrom:
fieldRef:
fieldPath: metadata.namespace
- name: MY_POD_IP
valueFrom:
fieldRef:
fieldPath: status.podIP
- name: REGION
valueFrom:
fieldRef:
fieldPath: metadata.annotations['topology.kubernetes.io/region']
- name: ZONE
valueFrom:
fieldRef:
fieldPath: metadata.annotations['topology.kubernetes.io/zone']
resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 500m
memory: 1Gi

When the Deployment starts, you can view the pod information exposed to the
container through environment variables.
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Figure 3-7 Basic pod Information

© + Youcan use the CLI to log In to containers in the Running state

« Comman shorkeut operations: Use your mouse to select text, right-clic

05, you tan also press Ctrl + Insert to copy text and Shift + Insert to paste text.

| t-2a
KUBERNETES_SERVICE_PORT=443
KUBERNETES_PORT=tcp: //10.247.0.1:443
HOSTNAME=c ci-deployment-256-1660812418355-697787bbcb- 772t

HOME=/root

IREGION=cn- -2

[ '_POD_NAMESPACE=cci-namespace
' POD_UTD=B1b4e3f9-26da-4959-9ada
Y POU 1P=192.168.9.77%

| P_ADDR-18.247.9.1
PATH=/usr/local/sbin: fusr/local /bin: /usr/sbin: fusr/bin: /sbin: /bin
INJS_VERSION=1.15.11.8.3.0-1~stretch
KUBERNETES_PORT_443_TCP_PORT=443
KUBERNETES_PORT 443 TCP_PROTO=tcp
PAAS_POD_TD=B1bde3f9-26da-4959-9ada-b32e6875a55
KUBERNETES_SERVICE_PORT_HTTPS=443
KUBERNETES_PORT 443 TCP=tcp://16.247.8.1:443
KUBERNETES_SERVICE_HOST=10.247.8.1
PUD-/
MY_POD_NAME=cci-deployment-256-1660812418355-f7777n0r = =2

3.3 Configuring Kernel Parameters

CClI uses Kata containers to build an industry-leading serverless container
platform. Kata containers are isolated from the physical machine system kernel.
They do not affect each other. kernel parameter optimization is a common
practice in advanced service deployment scenarios. In a safe situation, CCl allows
you to configure kernel parameters through a security context of a pod based on
the solution recommended by the Kubernetes community, greatly improving the
flexibility of service deployment. For details of security contexts, see Configure a
Security Context for a Pod or Container.

In Linux, kernel parameters are usually configured through the sysctl interface. In
Kubernetes, kernel parameters are configured through the sysctl security context
of the pod. For details of sysctl, see Using sysctls in a Kubernetes Cluster. The
security context is applied to all containers in the pod.

CClI allows you to modify the following kernel parameters:

kernel.shm*,
kernel.msg*,
kernel.sem,
fs.mqueue.*,
net.* (excluding net.netfilter.* and net.ipv4.vs.*)

In the following example, the pod's securityContext is used to set the sysctl
parameters net.core.somaxconn and net.ipv4.tcp_tw_reuse.

apiVersion:v1
kind:Pod
metadata:
name: XXxxx
namespace: auto-test-namespace
spec:
securityContext:
sysctls:
- name: net.core.somaxconn
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value: "65536"
- name: net.ipv4.tcp_tw_reuse
value: "1"

Go to the container to check whether the configuration takes effect.

[root@master-2 ~]# kubectl get pod -n auto-test-names
NAME
cci-deployme:

root@cci-deployment-

3.4 Resizing /dev/shm

Scenario

Constraints

/dev/shm is a temporary file system (tmpfs), which is a memory-based file system
implemented in Linux or Unix and has high read/write efficiency.

If you use /dev/shm for data interaction between processes or for temporary data
storage, the default size of /dev/shm (64 MB) in CCl cannot meet your
requirements. CCl allows you to modify the size.

This practice shows how to resize /dev/shm by setting memory-backed emptyDir
or running securityContext and mount commands.

e /dev/shm uses a memory-based tmpfs to temporarily store data. Data is not
retained after the container is restarted.

e  You can use either of the following methods to modify the size of /dev/shm.
However, do not use both methods in one pod.

e The emptyDir uses the memory requested by the pod and does not occupy
extra resources.

e Writing data to /dev/shm is to request memory. In this scenario, you need to
evaluate the memory usage of processes. When the sum of the memory
requested by processes in the container plus the data volume in the emptyDir
exceeds the memory limit of the container, memory overflow occurs.

e When resizing /dev/shm, set the size to 50% of the pod's memory request.

Resizing /dev/shm Using Memory-backed emptyDir

emptyDir is applicable to temporary data storage, disaster recovery, and runtime
data sharing. It will be deleted upon deletion or transfer of workload pods.

CCl supports the mounting of memory-backed emptyDir. You can specify the
memory size allocated to the emptyDir and mount it to the /dev/shm directory in
the container to resize /dev/shm.

apiVersion: v1
kind: Pod
metadata:
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name: pod-emptydir-name
spec:
containers:
- image: 'library/ubuntu:latest'
volumeMounts:
- name: volume-emptydir1
mountPath: /dev/shm
name: container-0
resources:
limits:
cpu: '4'
memory: 8Gi
requests:
cpu: '4'
memory: 8Gi
volumes:
- emptyDir:
medium: Memory
sizeLimit: 4Gi
name: volume-emptydir1

After the pod is started, run the df -h command to go to the /dev/shm directory.
If the following information is displayed, the size is successfully modified.

Figure 3-8 /dev/shm directory details

Resizing /dev/shm by Running securityContext and mount Commands
e Grant the SYS_ADMIN permission to the container.

Linux provides the SYS_ADMIN permission. To apply this permission to the
container, Kubernetes needs to add this information to pods by adding the
description of the securityContext field to the pod's description file. For example:

"securityContext": {
"capabilities": {
"add": [
"SYS_ADMIN"
1
}
}

Another description field CapAdd also needs to be added to the container
description.
"CapAdd": [

"SYS_ADMIN"
]I
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In this case, a parameter is added when the container is automatically started by
kubelet.

docker run --cap-add=SYS_ADMIN
e Insert the mount command in the startup command to resize /dev/shm.

apiVersion: v1
kind: Pod
metadata:
name: pod-emptydir-name
spec:
containers:
- command:
- /bin/sh
-'-c'
- mount -o size=4096M -o remount /dev/shm;bash
securityContext:
capabilities:
add: ["SYS_ADMIN"]
image: 'library/ubuntu:latest'
name: container-0
resources:
limits:
cpu: '4'
memory: 8Gi
requests:
cpu: '4'
memory: 8Gi

After the pod is started, run the df -h command to go to the /dev/shm directory.
If the following information is displayed, the size is successfully modified.

Figure 3-9 /dev/shm directory details
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