Document Database Service

User Guide

Issue 01
Date 2023-01-30

HUAWEI

HUAWEI TECHNOLOGIES CO., LTD.



Copyright © Huawei Technologies Co., Ltd. 2023. All rights reserved.

No part of this document may be reproduced or transmitted in any form or by any means without prior
written consent of Huawei Technologies Co., Ltd.

Trademarks and Permissions

QD

nuawer and other Huawei trademarks are trademarks of Huawei Technologies Co., Ltd.
All other trademarks and trade names mentioned in this document are the property of their respective
holders.

Notice

The purchased products, services and features are stipulated by the contract made between Huawei and
the customer. All or part of the products, services and features described in this document may not be
within the purchase scope or the usage scope. Unless otherwise specified in the contract, all statements,
information, and recommendations in this document are provided "AS IS" without warranties, guarantees
or representations of any kind, either express or implied.

The information in this document is subject to change without notice. Every effort has been made in the
preparation of this document to ensure accuracy of the contents, but all statements, information, and
recommendations in this document do not constitute a warranty of any kind, express or implied.

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. i



Document Database Service
User Guide Contents

Contents

T MiIgrating Data.........ccceieiiieeiineecneneesneeseesaeeseesasessssssesssssssssessssssessssssssssssssssssssssssssassasssasse 1
1.1 Migration SCREME OVEIVIEW.......ccuieieieireireieeieeisie ettt ettt se st esstas s et b sttt b b eesseassaen 1
1.2 Migrating Data USING DRS........ sttt sess st ss st s sttt s st sse s tssesassesassesassesastesans 2
1.3 Migrating Data Using mongoexport and MONGOIMPOIt.........ccririiriereuninieieineisetsetsesseeeee e esessesssssessessessssesns 5
1.4 Migrating Data Using mongodump and MONGOIESTOIE............ccvruierierienienieisisisssssesssssssssssssssssssssssssssssssssssssssans 8
2 Performance TUNING.......coiiiiienieninnnietennnesesssssssesasessesssesssssssssssassssssasessssssssssssssssssassssssases 13
2.1 PAF@MIBLETS. ...ttt ettt ettt sttt st b ettt st b et A e s A et e Rt b e a Attt Ae bt e et ae bttt ae et et e anaas 13
2.2 Read and WIte PerfOrmManCe.......c ettt tess ettt bbb ettt st saseis 14
2.3 HIGN CPU USAQE....uiiiieieeiecieisieeteteeieestas et st sss s s bt b bt bbbt s e b e bt n b s s s s ssssnsansas 15
2.4 High STOrAgE USAQE.....uieeiiereereieerieie it sssssssssssssesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssans 21
2.5 HIG MEMOIY USQQE.......eieieeecieirieteeteee sttt sttt bbb bbb s s as bbb st s s s sassassansentnsens 22
2.6 Load Imbalance Of CLUSTEI INSLANCES.......cvireireietireireeeiseise et sea e ts st ss s e 23
2.7 SLOW REQUEST LOCATING....viirireieeieciieieiste ittt b st st s s s bbbt s st a s s bbbt et s s sasssnsansensas 25
2.8 StatemMeENt OPtIMIZAtION. ...ttt sttt st sttt et et bttt 28
2.9 SNAIAING. .ttt bbbt s e a bbb At e R bbb bt et bR b A bbbt s st s s santas 30
3 Permissions ManagemeENti...........ecceeceenrerenereneecesssnscsenesassssssssssssssessssssssssssssassssssssssssasssans 36
3.1 Creating a User and Granting PerMiSSIONS. ... ssssssssssssssssssssssssssssssssssssssssssssssssssenes 36
3.2 Creating @ CUSTOM POLICY.....ccouiireieirieei ettt sttt s bbbt ss s bt s st s s s s sas s benes 37
4 Instance Lifecycle Management...........eeeeeneeneenenseenesseeseeseseseessessessesssesssssssssasssess 40
4.1 INSTANCE STATUSES. ... ettt st es sttt ettt st st sensnsesanns 40
4.2 EXporting INStanCe INfOrMAtioN. ...ttt bbbt s s s bbb s nans 11
4.3 Restarting an INStANCE OF @ NOGE.......o.oiieierirererieeiee ettt sttt s s bbbt st sessessssaen 44
4.4 Deleting @ Pay-per-USE INSTANCE.........cceueievrirrireireisieseesesis st st sesssssssssssssss s ssesssssssssssssssssssssssssssssssssssssssssassassnsnns 46
4.5 RECYCHNG @N INSTANCE ...ttt ettt s s st s esseses s sassnsnes 46
4.5.1 Modifying the RECYCUNG POLICY ..ottt sss bbbt sssssssssssssss s st sssssssssssnssnsansnns 46
4.5.2 REDUILAING @N INSTANCE...... ittt ettt s s st b st st s st eeansanen 47
5 Instance ModifiCations..........ciiiiiiniiiiniiiiinincntnieensssssssssssssssssssssssssssssosassssosasns 49
5.1 Changing @n INSEANCE NAME......ciiiieieeieeieieisis sttt st ssss s s s sss s s st esssssssssssssssssssessessssssssssssssnsanes 49
5.2 Changing an INStaNCe DESCHIPLION........cuieiiieeeieeeieec ettt es st sas s st sssssssssssssessssesassessssessssesassesassesans 49
5.3 Upgrading @ MinNOr ENGINE VEISION........ciieieeierieirisieissississessessssss st ssssssssssssssssssssssssssssssssssssssssssssssssssssssssesssses 50
5.4 Upgrading @ Major ENGINE VEISION........cieiieeeieeeieee e ssssssee st sssss st ssssesss s sss s s sssssssnssssssssssessnsnes 52
5.5 SCAlING UP SEOIAQE SPACE......i ittt sstssessessesssssss sttt sssssssssss s bbbt ss s s s ssssssssssass st s sessessesssssssanssnsanens 53

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. i



Document Database Service

User Guide Contents
5.5.1 SCAliNG UP @ CLUSTEI INSEANCE......curverierierieieisireisees e aesssssstssssssssss s s ssssss s ssssssssssssssssssssssnsssssssesssssssssssssasssssenes 53
5.5.2 Scaling Up @ REPLICA SO INSTANCE ..ottt es s sas s sanen 55
5.5.3 SCAliNG UP @ REAA REPLICA......iuieieieeieciescisieeee ettt ettt saen 57
5.5.4 Scaling Up @ SiNGLe NOAE INSLANCE........cceveieieieiseiesieseteeeseets sttt sessssssssssss s sssssssssss bbbt sesssssessnsas 59
5.6 Changing @n INSEANCE ClasS.......cecrueririrririinienseniirisisissssssssesssssssssssssssssssssssssssssssssssssssssssssssssssssssesssssssssssssssssssssssssssanss 61
5.6.1 Changing @ ClLUSTEr INSTANCE CLaSS.......ccvvuruierrerierienirisieisisisstssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssasssssenes 62
5.6.2 Changing a Replica Set INSTANCE CLASS.......ccoorurruriuriuierieeirieieirsisstseesese e assss s ssessssess s sss st ss s s ssesssssssssanen 68
5.6.3 Changing a Single NOde INSTANCE CLaSs.......cccoerrririureeririeteie ettt sttt ssesstsseas st essesssasens 71
5.7 Changing CLUSLEr INSLANCE NOUES.........cveveeieeieeirinisieisieeie sttt ssssssse bbbt sssssssssssss bbb ensessessessssansans 74
5.7.1 Adding CLUStEr INSTANCE NOAES........coverierririeirsireiesieies ettt ssssssssssssssss s st st ssssssssssssssssssesssssssessssssssssanen 74
5.7.2 Reverting ClUSTEr INSTANCE NOUES........c.oviueieririririeie et sssss st ssss s s s sss st ssssssssssssssssssssssssssssnssns 77
5.8 Changing Replica Set INStANCe NOUES.........c ettt s s st sanas 78
5.8.1 Adding Replica Set INSLANCE NOUES........ovurueieriieierieeieieeeeseee ittt s es s es st st sssessessssanessssas 78
5.8.2 Adding Read Replicas to @ RepliCa St INSLANCE........cceveveeieeieieiriee ettt sessss s nss e ssesanes 80
5.8.3 Manually Switching the Primary and Secondary Nodes of a Replica Set.......cccocvererrcrirerrnirsinrnnnsnrsnnnnns 82
5.9 Configuring the MainteNanCe WINAOW..........c..vririririreeie st ssessssssss s ssssssssssssssssssssssssssssssssssnens 83
5.10 ChANGING QN AZ...cee ettt e bbbt e s b s bbb s bt e s bt an e s st en b en s s s st nes 84
6 DAta BACKUPS......ucoeieeeeeceececeeecnteeeceeeecseeseesseesessseesassssessssseasssssessssssssssssssessassssssessaessassassnes 86
6.1 Backup PrinCiples and SOLULIONS. ..ot sissessessssss st ssssssssssssssssssssss s sssssssssssssssssssssssssssssssssssssssnses 86
6.2 Configuring an Automated BaCKUP POLICY......coviierieririririeieisiscieesctseses ettt sssess st ssssssssssssssssssnsnns 89
6.3 Configuring an Incremental BACKUP POLICY ..ottt ess s s sssss s s sssssenanens 94
6.4 Configuring the Cross-Region BaCKUP POLICY ...ttt ssesaesassas s sassassansans 96
6.5 Creating @ ManUAL BACKUP ...ttt sessas s s st st sssssssss bbbt sss s sssssssas s sessssssnsessessessnsanes 99
6.6 Deleting @ ManUAL BACKUP ...ttt sss st sssssssssssssssssssssssssssssssssssssssssssnsssssssssnssssasssssansns 101
6.7 Deleting an AULOMAtEd BaCKUP ..ottt sttt snens 102
6.8 DOWNLOAAING @ BACKUP FilBu.uouiieiiieeiieeieieiteieece sttt sttt as s s st s sassnnsnes 104
6.8.T USING OBS BIrOWSEI ...ttt ettt sttt et st as s st as s e b et asaes et s et assesstasassesetstasassetstasanes 104
6.8.2 USING CUITENE BIOWSET ...ttt tseasts et ssss st sesssessssssssssssssssssasssssssessssesassessssesassesassessssssssnsns 106
6.8.3 USING DOWNLOQA URL.....ooiiieieeiieieie ettt ssssss s ssss s s st sssssssssssssssssssssssssssssssnssssssssssssessnssssnsas 107
7 Data ReStOrations.........cciiininininininininininescstseststsessesssssesssssssssssssssssssssssssssssess 110
7.1 SOLULIONS. ..ottt sttt bbbt a s bbbt s s bbb bbb s b s b ettt s s b s s s s s b s b s st s s sans s sas 110
7.2 Restoring Data t0 @ NEW INSTANCE......ov ettt ettt sttt et ssaens 111
7.2.1 Restoring a Cluster Backup t0 @ NEW INSLANCE.......coovrirveririrererinieisieisstssessesssssss s st st ssssssssssssssssssssansans 111
7.2.2 Restoring a Replica Set Backup t0 @ NEW INSTANCE......c.orrrreriereereeieteieieiseiseeseeseesesesses st essssseassnssnns 112
7.2.3 Restoring a Single Node Backup to @ NeW INSLANCE.......ccoovriuriereirerieireise ettt 114
7.3 Restoring Data to the Original INSLANCE.........ciieieeeeeieicee ettt bbb 115
7.3.1 Restoring a Cluster Backup to the Original INStANCE........ccvieieieeeeeieieeser st sansens 115
7.3.2 Restoring a Replica Set Backup to the Original INSTANCE.........cccovrveierireiereerneeirieie st sssesnes 117
7.3.3 Restoring a Single Node Backup to the Original INSLANCE.........coweererirrereirerreree e eesees 119
7.4 Restoring Data t0 @ POINT N TIME ..ttt ettt ses 120
7.4.1 Restoring a Cluster Instance to @ POINT iN TIME.....oceirireeeeseee ettt ssssen s 120
7.4.2 Restoring a Replica Set Instance t0 @ POINT iN TiME....ooeeiririeinieceesiesisis sttt ssessssssesns 121

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. iii



Document Database Service

User Guide Contents
7.4.3 Restoring a Replica Set Database and Table to @ POiNt in TiMe....cccoovvreerinecniniiere s 124
7.5 Restoring Data to an On-Premises Database........oiriririeineineireisciseeietsise et ssssasens 127
7.5.1 Restoring a Cluster Backup to an On-premises Database........c.cccoueeeeininineisinsieseesensessssssssssessessssssnsans 127
7511 OVRIVIEW...ccetiireecieiettretse ittt et et e b ettt st 127
7.5.1.2 Directories and CONFIQUIAtIONS........c.ccrriuiiriurierierie ettt ittt sessess s st s st seees 128
7.5.1.3 Restoring the coNfigSVr REPLICA St ...ttt bbbt sss s ss s bbbt s s s sssaes 130
7.5.1.4 Restoring the shardsSVrT REPLICA SEL........rririeireieereeesisss sttt ssss s ssssss sttt ssssns 133
7.5.1.5 Restoring the shardsvr2 REPLICA SEt..........orrrireireeee ettt ettt s 136
7.5.1.6 Restoring the MONGOS NOGE.........iiierieeeceeeesiste sttt sss s bbb bbb s s s ssssassas s sensnsnns 139
7.5.1.7 ChecKing the CLUSTEI STATUS......cocvurirereierie sttt sttt sassssssss st s st ssssssssassssssssssssnssnssssesssssnsnns 140
7.5.2 Restoring a Replica Set Backup to an On-Premises Database.......ccccceveeereeeecenecineeseceeeeeeeeeese s 140
8 Parameter Template Management............iviecrerienicnennencsensnnsssesnssssesasessesasssssssssssssans 143
8.1 OVEBIVIEW...eieeieiiiriet ettt ettt bt bttt eae 143
8.2 Creating @ Parameter TEMPLALE. ..ottt sss bt ss s bbb bbb se s ssssansansans 144
8.3 Modifying @ Parameter TEMPLAtE. ...ttt sttt ssss s sss st enssnsssssssnssssans 146
8.4 Viewing Parameter Change HiStOrY ...ttt ea sttt sses 148
8.5 EXPOrting @ Parameter TEMPLAtE... ..ottt s bbbt ss s s s bbb s ssssssas s sanes 149
8.6 COmMPAring Parameter TEMPLAtES.......ccvvriririeirereireeser ettt sse s sttt sssssss s s st snssssssssssssssssnsanen 150
8.7 Replicating @ Parameter TEMIPLATE... ..ottt sttt ees 151
8.8 Resetting @ Parameter TEMPLAtE. ...ttt bbbt ss bbb bbb sassensas 152
8.9 ApPLYING @ Parameter TEMPLALE.......cccoorrieiereirerereeeeeesets sttt sttt ss st s s s st st esssssssse s ssssessnes 153
8.10 Viewing Application Records of a Parameter TemMPLlate.......oorrnenrneinerreeee et sees 154
8.11 Modifying the Description of a Parameter TEMPLAte.......ccocrriieeeeieceeiee s ssesassaes 154
8.12 Deleting @ Parameter TEMPLATE. ...ttt sss st st sss s st sn st snssnsnssnsans 155
9 Connection ManNAgEMENT..........ceieeeceereeceereeceestecneeseesseesaessessasssessasssessassssesassssasasssaasaes 156
9.1 CoONfIGUING CrOSS=CIDR ACCESS......vrierrerierierierinisisissssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssessssssssssssssssssanes 156
9.2 Enabling IP Addresses of Shard and Config NOGES..........coniriirierniesieieise ettt 157
9.3 ChaNnging @ Private [P AQUIESS. ...t sssssssss st ssssssssss bbb s s sss st ssssassassssssnssssssesanssnsans 163
9.4 Changing @ DAtabase POIt.........ccoririririiineisesieisisisessissts s ssssss st sss st sssssssssssssssssnsssssssssssssssssssssssssssssnns 164
9.5 Applying for and Modifying a Private Domain NaMe..........ceerrieinrineireirereeseeeseeee e setseeseas s ssssssns 165
10 Database USAge........iiininneniieeiciesensnssensssssssssessssssssssssssssssssesssssssssssssssassssssassssesasss 168
10.1 Creating a Database Account UsSing COMMANGS........ccoueurureunrureereunienieisinsiseiseeseeseesessessss s sssssessessessessssssssseses 168
10.2 Creating a Database USiNg COMMANGS.........cccorririnrerierieninisisissisiesessessessssssssssssssssssssssssssssssssasssssssssssssssssssses 170
10.3 Which Commands are Supported or Restricted DY DDS?.......orriorereirrineiseseenesssessssssssssssssssssssssssnsns 172
TT DAta SECUKILY..cccueeceeiercereretecnteceeseresnnesasesnsssnsssssssasesnsessasssasssnsssassssasssssssasesssssassssasssasesns 180
11.1 ENAbLING OF DISADUING SSL....uiririeieicisriesesesisieiss st ass sttt ss st ass s st st sss s s s sssssssssssesssnssssssssssnsnns 180
11.2 Resetting the AdminiStrator PASSWOId............oeuririiiieeeieesiseisetseiseee ettt ss s sssaen 184
11.3 ChaNGiNg @ SECUNILY GIOUP....c.oeiririeiceeeieeeessssssss s sssessesssssssssssss s st ssssssssssssssssssssssssssssessesssssssssassasssssssssesssssnsans 185
12 Monitoring and Alarm RePOrting..........ccceieeeceerreereecreereeeseeseesseeseessessassseesasssessssssesnes 187
T2.1 DS MEEIICS ittt iseiseiseiseisese e et bsb st bt es st s bbb st sttt sttt bbbt b st s e baeen 187

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. iv



Document Database Service

User Guide Contents
12.2 Configuring MONItOriNG DY SECONMS........oiiierecreee ettt snes 202
12.3 VIEWING DDS MELHICS. ..ttt ettt ettt st st e ettt ettt ettt eeas 204
12.4 CONFIGUIING ALGITN RULES....... oottt sss bbbt s e s s bbbt s st sesaesas b s en st ensensesses 206
12.5 ManNAgiNg ALQITN RULES........cvrveieieirireiriie ettt ssessssesssss st sttt sss st s s s s s s st st st sssssessssssssssessssssssssssssssnsanen 207
T3 AUAITING..c..eoeeceeieceeeeceeecceereeceeseeeseesaeeseesseesessssssessssssesasssssssessssssassasssaesassssesasssassasssaasns 209
13.1 Key Operations RECOIAEd DY CTS....... s sssssasssssssssssssssssssssssssssssssssssssssssssssssssnsssssssssssssssssssnssns 209
13,2 VIBWING EVENTS ...ttt ettt b sttt 212
B I o T 1 213
TA.T LOG REPOITING ittt ettt sttt ettt bttt bbb st b seaees 213
TA.2 EFTOE LOGS. ..ottt sttt ettt ettt et ettt ettt st b et s ettt st et sta et et et b ettt ae bt et e s st ebeanan 219
T4.3 SLOW QUETY LOGS..ceiiiirieriirieriiniseisistsssssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssassssssssssssssssssssssssssssssnsnns 221
TA.A AUIT LOGS...eiuirieieieireireie ettt s s s es et bbb b et et bbb b e seanbaesae s tneas 225
14.4.1 Viewing Audit Logs 0N the LTS CONSOLE........ccmriririierieseeeeeieisisies s tesessessse s st st ssssssssssassssssssessessesssssses 230
14.4.2 Viewing Audit Logs 0N the DDS CONSOLE.........ccririririririreieseeseesessssssss s ssssssssse s s sssssssssssssssssssssssssnens 231
T5 TASK CONTEI.....ucuiereiritiinitnnititninttncsstsscssstsssssssssssssssssstssssssssssssssssssssssssssssssassssansss 233
T BilliNg.euecoeeeeeeeeeceeceeceeereereeceecseecceeseeeseeesaeesseessnessassssasssssssasssasesaesssesssassssassassssasssaassnssne 236
T6.T RENEWING INSTANCES.....uerveierieiririeieieeete sttt st sss s s st s s s s s sssesassesss s e s s s sss s s sassssnssssssesassessssesansnas 236
16.2 Changing the Billing Mode from Pay-per-Use to Yearly/Monthly........cccrnronicninsinsnsssiscsesensenenns 237
16.3 Changing the Billing Mode from Yearly/Monthly to Pay-per-USe..........ccoevmurrerenenenseneeneeneiseeseenesenenn 238
16.4 Unsubscribing from a Yearly/Monthly INSEANCE.. ...ttt sse s sssssnens 239
T7 TAGS. e iiiieiiiintieinneiiennntiessssssessssssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnasss 242
17.1 AAding OF MOAIfYING @ TaGu....ieiriririiieireieseieseie sttt ses s s st ssssss bbb bt ss s s s ssssssssnbnsssesssssnsans 242
17.2 Filtering INSTANCES DY TAGu . ittt sss s ss st s s bbbt st snsssssssnsanen 244
17.3 DELELING @ TG ueueeeeeieireiriieiieie ettt ettt st s st s st sttt b st b e esetassanen 245
T8 QUOTAS. ... .ceeeeeecccceeetteecccrnneeteeecssnneateeeessssssssaseessssssssesesssssssnssssesssssssassssssssssnnssasessssnnnnes 247
19 DDS USQge SUGQGESTIONS.......occveecuieercreereecnerseesaeeseesaeessessessasssessassssssassssssssssessasssessassssssasss 248
1.1 DESIGN RULES....cveeeeieieeereeeeieisieis st sss sttt se st assas s s st ss s s st s e s ssss s s sse s st st s s easesssssessssass st ensnsnssssssssnsans 248
19.2 DEVELOPMENT RULES.......ceieeeeeeiret ettt ettt b s st b sttt s bt e besses 249
A Change HiSEOrY ... iiieieeieneecieenctennicnesnsssssssessssassssssasssssssssssesassssesssssssssssssassssssasans 253

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. v



Document Database Service
User Guide

1 Migrating Data

Migrating Data

1.1 Migration Scheme Overview

DDS provides multiple migration schemes to migrate MongoDB databases in

different service scenarios.

Table 1-1 Migration schemes

MongoDB to DDS

+incremental

Scenario Migration References
Types
Migrating data using the | Full e Migrating Data Using
export and import tools mongoexport and
mongoimport
e Migrating Data Using
mongodump and
mongorestore
Migrating other cloud Full Migrating from Other Cloud

MongoDB to DDS

Migrating from on-
premises MongoDB to
DDS

Full
+incremental

Migrating from On-Premises
MongoDB to DDS

Migrating from ECS
MongoDB databases to
DDS

Full
+incremental

Migrating from ECS MongoDB
Databases to DDS

Migrating from DDS to
MongoDB

Full
+incremental

Migrating from DDS to MongoDB
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1.2 Migrating Data Using DRS

Data Replication Service (DRS) helps migrate your databases to DDS DB instances.
During the migration, the source remains operational even if a transfer is
interrupted, thereby minimizing application downtime.

Prerequisites

To improve the stability and security of your migration ensure that your instances
meet the migration requirements described in Migration Preparations.

Migration Types
e  Full migration

This migration type is suitable for scenarios where some service interruptions
are acceptable. All objects and data in non-system databases are migrated to
the destination database in a single batch. The objects include tables, views,
and stored procedures. If you perform a full migration, stop operations on the
source database, or data generated in the source database during the
migration will result in inconsistencies with the destination database.

e Full+Incremental migration

This migration type allows you to migrate data without interrupting services.
After a full migration initializes the destination database, an incremental
migration initiates and parses logs to ensure data consistency between the
source and destination databases. If you select the Full+Incremental
migration type, data generated during the full migration will be synchronized
to the destination database with zero downtime, ensuring that both the
source and destination databases remain accessible throughout the process.

Supported Source and Destination Databases

Table 1-2 Supported databases

Source DB Destination DB
e On-premises Mongo (versions 3.2, e DDS DB instances (versions 3.4, 4.0,
3.4, and 4.0) and 4.2)
e Self-built MongoDB on ECSs NOTE
(versions 3.2, 3.4, and 4.0) The destination database version must
T be the same as or later than the source
(] MongODB 32, 34, and 4.0 on other database version.

clouds (Tencent Cloud MongoDB
3.2 is not supported.)

e DDS DB instances (versions 3.4 and
4.0)
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Supported Migration Objects

Different types of migration tasks support different migration objects. For details,
see Table 1-3. DRS will automatically check the objects you selected before the

migration.

Table 1-3 Migration objects

Type

Precautions

Migration
objects

e Object level: table level, database level, or instance level (full
migration).

e Supported migration objects:

- Associated objects must be migrated at the same time to
avoid migration failure caused by missing associated
objects. Common associations: collections referenced by
views, and views referenced by views

- Replica set: Only collections (including validator and
capped collections), indexes, and views can be migrated.

- Cluster: Only collections (including validator and capped
collections), shard keys, indexes, and views can be
migrated.

- Single node: Only collections (including validator and
capped collections), indexes, and views can be migrated.

- Only user data and source database account information
can be migrated. The system databases (for example, local,
admin, and config) and system collection cannot be
migrated. If service data is stored in a system database, run
the renameCollection command to move the service data
to the user database.

- The statement for creating a view cannot contain a regular
expression.

- Collections that contain the _id field without indexes are
not supported.

- The first parameter of BinData() cannot be 2.
- If ranged sharding is used, maxKey cannot be used as the
primary key.
NOTE
The objects that can be migrated have the following constraints:

e The source database name cannot contain /\."$ or spaces. The
collection name and view name cannot start with system. or
contain the dollar sign ($).

Database Account Permission Requirements

To start a migration task, the source and destination database users must have
permissions listed in the following table. Different types of migration tasks require
different permissions. For details, see Table 1-4. DRS automatically checks the
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database account permissions in the pre-check phase and provides handling

suggestions.

(11 NOTE

Table 1-4 Database account permission

e You are advised to create an independent database account for DRS task connection to
prevent task failures caused by database account password modification.

Type

Full migration

Full+Incremental Migration

Source
database
user

e Replica set: The
source database
user must have the
readAnyDatabase
permission for the
admin database.

e Single node: The
source database
user must have the
readAnyDatabase
permission for the
admin database.

e Cluster: The source

database user must

have the
readAnyDatabase
permission for the
admin database
and the read
permission for the
config database.

e To migrate
accounts and roles
of the source
database, the
source and
destination
database users

must have the read

permission for the
system.users and
system.roles
system tables of
the admin
database.

e Replica set: The source database user

must have the readAnyDatabase
permission for the admin database
and the read permission for the local
database.

Single node: The source database
user must have the readAnyDatabase
permission for the admin database
and the read permission for the local
database.

Cluster: The source mongos node
user must have the readAnyDatabase
permission for the admin database
and the read permission for the
config database. The source shard
node user must have the
readAnyDatabase permission for the
admin database and the read
permission for the local database.

To migrate accounts and roles of the
source database, the source and
destination database users must have
the read permission for the
system.users and system.roles
system tables of the admin database.
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Type Full migration Full+Incremental Migration
Destination | The destination database user must have the
database dbAdminAnyDatabase permission for the admin database and
user the readWrite permission for the destination database.

If the destination database is a cluster instance, the database
user must have the clusterManager permission for the admin
database.

(11 NOTE

For example, the source database user must have the readAnyDatabase permission for the
admin database and the read permission for the config database.

db.grantRolesToUser("Username",[{role:"readAnyDatabase",db:"admin"},
{role:"read",db:"config"}])

Migration Operations

For details, see MongoDB Database Migration in Data Replication Service Best
Practices.

1.3 Migrating Data Using mongoexport and
mongoimport

mongoexport and mongoimport are backup and restoration tools provided by the
MongoDB client. You can install a MongoDB client on the local device or ECS and
use the mongoexport and mongoimport tools to migrate your on-premises
MongoDB databases or other cloud MongoDB databases to DDS instances.

Before migrating data from a MongoDB database to DDS, transfer data to a .json
file using the mongoexport tool. This section describes how to import the data
from the JSON files to DDS using the mongoimport tool on the ECS or from some
other devices that can access DDS.

Precautions

The mongoexport and mongoimport tools support only full migration. To
ensure data consistency, stop services on the source database and stop writing
data to the source database before the migration.

You are advised to perform the migration during off-peak hours to avoid
impacting services.

The admin and local system databases cannot be migrated.

Make sure that no service set has been created in the system databases
admin and local in the source database. If there is already a service set,
migrate them out of the system databases admin and local before migration.

Before importing data, ensure that the necessary indexes are there on the
source database. Delete any unnecessary indexes and create any necessary
indexes before migration.
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Prerequisites

Exporting Data

If you choose to migrate a sharded cluster, you must create a set of shards in
the destination database and configure sharding. In addition, indexes must be
created before migration.

An ECS or a device that can access DDS is ready for use.
- To bind an EIP to a DB instance:

i.  Bind an EIP to a node in the instance. For details about how to bind
an EIP to a node, see "Binding an EIP" in Getting Started with
Document Database Service.

ii. Ensure that your local device can access the EIP that has been bound
to the DB instance.

A migration tool has been installed on the prepared ECS.

For details on how to install the migration tool, see How Can | Install a
MongoDB Client?

(11 NOTE

The MongoDB client provides the mongoexport and mongoimport tools.

Step 1 Log in to the ECS or the device that can access DDS.

Step 2 Use the mongoexport tool to transfer data from the source database to a .json

file.

The SSL connection is used as an example. If you select a common connection,
delete --ssl --sslAllowlnvalidCertificates from the following command.

./mongoexport --host <DB_ADDRESS> --port <DB_PORT> --ssl --
sslAllowlnvalidCertificates --type json --authenticationDatabase <AUTH_DB> -
u <DB_USER> --db <DB_NAME> --collection <DB_COLLECTION> --out

<DB PATH>

DB_ADDRESS is the database address.
DB_PORT is the database port.

AUTH_DB is the database for storing DB_USER information. Generally, this
value is admin.

DB_USER is the database user.
DB_NAME is the name of the database from which data will be exported.

DB_COLLECTION is the collection of the database from which data will be
exported.

DB_PATH is the path where the .json file is located.

Enter the database administrator password when prompted:

Enter password:

The following is an example. After the command is executed, the exportfile.json
file will be generated:
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./mongoexport --host 192.168.1.21 --port 8635 --ssl --
sslAllowlnvalidCertificates --type json --authenticationDatabase admin -u
rwuser --db test02 --collection Test --out /ftmp/mongodb/export/
exportfile.json

Step 3 View the results
If information similar to the following is displayed, the data has been successfully
exported. x is the number of exported data records.
exported x records

Step 4 Compress the exported .json file.

gzip exportfile.json

Compressing the file helps reduce the time needed to transmit the data. The
compressed file is exportfile.json.gz.

--—-End

Importing Data

Step 1
Step 2

Step 3

Step 4

Log in to the ECS or whichever device you will be using to access DDS.
Upload the data to be imported to the ECS or the device.
Select an uploading method based on the OS you are using.

e In Linux, for example, you can use secure copy protocol (SCP):

scp <IDENTITY FILE>
<REMOTE_USER>@ <REMOTE_ADDRESS>.<REMOTE_DIR>

- IDENTITY_FILE is the directory where the exportfile.json.gz file is
located. The file access permission is 600.

- REMOTE_USER is the ECS OS user.
- REMOTE_ADDRESS is the ECS address.

- REMOTE_DIR is the directory of the ECS to which the exportfile.json.gz
file is uploaded.

e In Windows, upload exportfile.json.gz to the ECS using file transfer tools.
Decompress the package.

gzip -d exportfile.json.gz

Import the JSON file to the DDS database.

The SSL connection is used as an example. If you select a common connection,
delete --ssl --sslAllowlnvalidCertificates from the following command.

./mongoimport --host <DB_ADDRESS> --port <DB_PORT> --ssl --
sslAllowlnvalidCertificates --type json --authenticationDatabase <AUTH_DB> -
u <DB_USER> --db <DB_NAME> --collection <DB_COLLECTION> --file
<DB_PATH>

e DB_ADDRESS indicates the DB instance IP address.
e DB_PORT indicates the database port.
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e AUTH_DB indicates the database that authenticates DB_USER. Generally, this
value is admin.

e DB_USER indicates the account name of the database administrator.

e DB_NAME indicates the name of the database to which data will be
imported.

e DB _COLLECTION indicates the collection of the database to which data will
be imported.

e DB_PATH indicates the path where the .json file is located.

Enter the database administrator password when prompted:

Enter password:
The following is an example:

./mongoimport --host 192.168.1.21 --port 8635 --ssl --
sslAllowlnvalidCertificates --type json --authenticationDatabase admin -u
rwuser --db test02 --collection Test --file /tmp/mongodb/export/
exportfile.json

Step 5 View the results.

If information similar to the following is displayed, the data has been successfully
imported. x is the number of imported data records.

imported x records

--—-End

1.4 Migrating Data Using mongodump and
mongorestore

mongodump and mongorestore are backup and restoration tools provided by the
MongoDB client. You can install a MongoDB client on the local device or ECS and
use the mongodump and mongorestore tools to migrate your MongoDB
databases or other cloud MongoDB databases to DDS instances.

Precautions

e The mongodump and mongorestore tools support only full migration. To
ensure data consistency, stop services on the source database and stop writing
data to the source database before the migration.

e You are advised to perform the migration during off-peak hours to avoid
impacting services.

e The admin and local system databases cannot be migrated.

e Make sure that no service set has been created in the system databases
admin and local in the source database. If there is already a service set,
migrate them out of the system databases admin and local before migration.

e Before importing data, ensure that the necessary indexes are there on the
source database. Delete any unnecessary indexes and create any necessary
indexes before migration.
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Prerequisites

Exporting Data

If you choose to migrate a sharded cluster, you must create a set of shards in
the destination database and configure sharding. In addition, indexes must be
created before migration.

If the backup using the mongodump tool fails (for example, an error is
reported when the backup progress reaches 97%), you are advised to increase
the VM storage space and reserve some redundant space before performing
the backup again.

User rwuser can only operate service database tables. You are advised to
specify databases and tables to import and export only service data.
Otherwise, the insufficient permission problem may occur during full import
and export.

Prepare an ECS or a device that can access DDS.
- To bind an EIP to a DB instance:
i. Bind an EIP to a node in the DB instance. For details about how to

bind an EIP to a node, see "Binding an EIP" in the Getting Started
with Document Database Service .

ii. Ensure that your local device can access the EIP that has been bound
to the DB instance.

A migration tool has been installed on the prepared ECS.
For details on how to install the migration tool, see How Can | Install a
MongoDB Client?

(10 NOTE

e The mongodump and mongorestore tools are part of the MongoDB client
installation package.

e The MongoDB client version must match the instance version. Otherwise,
compatibility issues may occur.

Step 1 Log in to the ECS or the device that can access DDS.

Step 2 Back up the source database data using the mongodump tool.

An SSL connection is used in this example. If you select an unencrypted
connection, delete --ssl --sslCAFile <F/LE PATH> --sslAllowInvalidCertificates
from the following command.

./mongodump --host <DB HOST> --port <DB_PORT> --authenticationDatabase
<AUTH_DB> -u <DB_USER> --ssl --ssICAFile <F/ILE_PATH> --
sslAllowlnvalidCertificates --db <DB NAME> --collection <DB _COLLECTION> --
gzip --archive=<Name of the backup file that contains the file path>

Table 1-5 Parameter description

Parameter Description

<DB HOST> Database address
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Parameter Description
<DB_PORT> Database port
<DB USER> Database username
<AUTH_DB> Database that stores <DB_USER> information. Generally, the
value is admin.
<FILE PATH> Path for storing the root certificate
<DB NAME> The name of the database to be migrated.

N>

<DB COLLECTIO | Collection in the database to be migrated

Enter the database administrator password when prompted:

Enter password:

After the command is executed, the file specified by archive is the final backup
file. The following command uses backup.tar.gz as an example.

./mongodump --host 192.168.xx.xx --port 8635 --authenticationDatabase
admin -u rwuser --ssl --sslCAFile/tmp/ca.crt --sslAllowInvalidCertificates --db
test --collection usertable --gzip --archive=backup.tar.gz

2019-03-04T18:42:10.687+0800
2019-03-04T18:42:10.688+0800
2019-03-04T18:42:10.688+0800
2019-03-04T18:42:10.690+0800
2019-03-04T18:42:10.690+0800
2019-03-04T18:42:10.691+0800
2019-03-04T18:42:10.691+0800
2019-03-04T18:42:10.691+0800
2019-03-04T18:42:10.692+0800
2019-03-04T18:42:10.695+0800

--—-End

Importing Data

writing admin.system.users to

done dumping admin.system.users (1 document)
writing admin.system.roles to

done dumping admin.system.roles (0 documents)
writing admin.system.version to

done dumping admin.system.version (2 documents)
writing test.test_collection to

writing admin.system.profile to

done dumping admin.system.profile (4 documents)
done dumping test.test_collection (198 documents)

Step 1 Log in to the ECS or whichever device you will be using to access DDS.

Step 2 Upload the data to be imported to the ECS or the device.

Select an uploading method based on the OS you are using.

e In Linux, for example, you can use secure copy protocol (SCP):

scp -r <IDENTITY _DIR>
<REMOTE_USER>@ <REMOTE ADDRESS>.<REMOTE _DIR>

Table 1-6 Parameter description

Parameter

Description

<IDENTITY_DIR>

Directory where the backup folder is located.
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Parameter Description

<REMOTE_USER | User of ECS OS in Step 1
>

<REMOTE_ADD | IP address of the ECS in Step 1
RESS>

<REMOTE_DIR> | Directory of the ECS to be imported

e In Windows, upload the backup directory to the ECS using a file transfer tool.

Step 3 Import the backup data to DDS.

An SSL connection is used in this example. If you use an unencrypted connection,
delete --ssl --sslCAFile <F/LE PATH> --sslAllowlnvalidCertificates from the
following command.

./mongorestore --host <DB_HOST> --port <DB_PORT> --
authenticationDatabase <AUTH DB> -u<DB_USER> --ssl --ssICAFile

<FILE PATH> --sslAllowlnvalidCertificates --db <DB NAME> --collection
<DB_COLLECTION> --gzip --archive=<Name of the backup file that contains the
file path>

Table 1-7 Parameter description

Parameter Description

<DB HOST> DDS database address

<DB_PORT> Database port

<AUTH_DB> The database that authenticates DB_USER. Generally, the
value is admin.

<DB_USER> Account name of the database administrator. The default
value is rwuser.

<FILE PATH> Path for storing the root certificate

<DB NAME> The name of the database to be migrated.

<DB COLLECTION | Collection in the database to be migrated
>

Enter the database administrator password when prompted:

Enter password:
The following is an example:

./mongorestore --host 192.168.xx.xx --port 8635 --authenticationDatabase
admin -u rwuser --ssl --sslCAFile/tmp/ca.crt --sslAllowInvalidCertificates --db
test --collection usertable --gzip --archive=backup.tar.gz

2019-03-05T14:19:43.240+0800 preparing collections to restore from
2019-03-05T14:19:43.243+0800 reading metadata for test.test_collection from dump/test/
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test_collection.metadata.json

2019-03-05T14:19:43.263+0800 restoring test.test_collection from dump/test/test_collection.bson
2019-03-05T14:19:43.271+0800 restoring indexes for collection test.test_collection from metadata
2019-03-05T14:19:43.273+0800 finished restoring test.test_collection (198 documents)
2019-03-05T14:19:43.273+0800 restoring users from dump/admin/system.users.bson
2019-03-05T14:19:43.305+0800 roles file 'dump/admin/system.roles.bson' is empty; skipping roles
restoration

2019-03-05T14:19:43.305+0800 restoring roles from dump/admin/system.roles.bson
2019-03-05T14:19:43.333+0800 done

--—-End

Related Issues

When you back up the entire instance using mongodump and mongorestore, the
permission verification fails.
e (Cause

The rwuser user has limited permissions on the admin and config databases
of the instance. As a result, the permission verification fails.

e Solution
Grant permissions on certain databases and tables to the user.
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Performance Tuning

2.1 Parameters

Database parameters are key configuration items in a database system. Improper
parameter settings may adversely affect database performance. This document
describes some important parameters. For details on parameter descriptions, visit
MongoDB official website.

For details about how to change parameter values on the console, see Modifying
a Parameter Template.

enableMajorityReadConcern

This parameter indicates whether data read has been acknowledged by a
majority of nodes.

The default value is false, indicating that data read is returned after being
acknowledged by a single node.

If this parameter is set to true, data read is returned after being
acknowledged by a majority of nodes. This operation will increase the size of
the LAS file, resulting in high CPU usage and disk usage.

In DDS, read concern cannot be set to majority. If majority read concern is
required, you can set write concern to majority, indicating that data is written
to a majority of nodes. In this way, data on most nodes is consistent. Then, by
reading data from a single node, it can be ensured that the data has been
written to a majority of nodes, and there are no dirty reads.

(11 NOTE

Write concern and read concern respectively specify the write and read policies for
MongoDB.

If read concern is set to majority, data read by users has been written to a majority of
nodes and will not be rolled back to avoid dirty reads.

failindexKeyToolLong

The default value is true.

This parameter cannot be modified to avoid an excessively long index key.
net.maxincomingConnections
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This parameter indicates the maximum number of concurrent connections
that mongos or mongod can accept. The default value depends on the
instance specifications. This parameter is displayed as default before being
set, indicating that the parameter value varies with the memory
specifications.

e security.javascriptEnabled
The default value is false.

This parameter indicates whether JavaScript scripts can be executed on
mongod. For security purposes, the default value is false, indicating that
JavaScript scripts cannot be executed on mongod, and the mapreduce and
group commands cannot be used.

e disableJavaScriptJIT
The default value is true.

This parameter indicates whether to disable JavaScript JIT compilation.
JavaScript JIT compilation enables just-in-time (JIT) compilation to improve
the performance of running scripts.

disableJavaScriptJIT: The default value is true, indicating that the
JavaScript)IT compiler is disabled. To enable JavaScript JIT compilation, set
disableJavaScriptJIT to false.

e operationProfiling.mode
The parameter value is slowOp by default.
This parameter indicates the level of the database analyzer.
This parameter supports the following values:

- The default value is slowOp, indicating that the collector records
statements whose response time exceeds the threshold.

- The value off indicates that the analyzer is disabled and does not collect
any data.

- The value all indicates that the collector collects data of all operations.
e operationProfiling.slowOpThresholdMs
The default value is 500 and the unit is ms.

This parameter indicates the threshold for slow queries in the unit of ms.
Queries that take longer than the threshold are deemed as slow queries.

Unless otherwise specified, setting the value to 500 ms is recommended.
e maxTransactionLockRequestTimeoutMillis
The value ranges from 5 to 100, in milliseconds. The default value is 5.

This parameter specifies the time for a transaction to wait for locks. If the
time is exceeded, the transaction is rolled back.

2.2 Read and Write Performance

Common check items:
1. If the error message Timeout is displayed in the database, check whether the
number of connections to the instance reaches the upper limit.

- Check method: View the monitoring metric to check whether the
maximum number of active connections has been reached.
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- Solution: See What Can | Do If the Number of Connections of an
Instance Reaches Its Maximum?

Check whether the instance is properly connected.

- Check method: Check whether multiple mongos nodes in a cluster
instance are connected and whether both the primary and standby nodes
in a replica set instance are connected.

- Solution: If you connect to a cluster instance, connect to multiple mongos
nodes at the same time to share the load and improve availability. If you
connect to a replica set instance, connect to both the primary and
standby nodes. This improves read/write performance and prevents errors
reported when data is written from the client after a primary/standby
switchover.

Check whether the monitoring metrics of the instance are normal.

- Check method: View monitoring metrics to check the CPU usage and
memory usage.

- Solution: If the CPU and memory metrics are abnormal, check whether
the client service load is too centralized or instance data is too intensive.
If the client service load is too centralized, optimize the client
architecture. If data is too intensive, shard data.

Check whether there are too many slow query logs.
Check method: For details, see Viewing Slow Query Logs.
Solution: For details, see Slow Operation Optimization.

Other precautions:

During the query, select only the fields that need to be returned. When
modifying data, modify only the fields that need to be modified. Do not
directly store all modifications of the entire object. In this way, the network
and processing loads are reduced.

In the same service scenario, reduce the number of interactions with the
database and query data at a time if possible.

In a single instance, the total number of databases cannot exceed 200, and
the total number of collections cannot exceed 500.

Before bringing a service online, perform a load test to measure the
performance of the database in peak hours.

Do not execute a large number of concurrent transactions at the same time
or leave a transaction uncommitted for a long time.

Before the service is brought online, execute the query plan to check the
query performance for all query types.

Check the performance baseline of the instance specifications and analyze
whether the current service requirements reach the upper limit.

2.3 High CPU Usage

If your CPU usage reaches 80%, a CPU bottleneck exists. In this case, data read
and write are slow, affecting your services.

Issue 01 (2023-01-30)

Copyright © Huawei Technologies Co., Ltd. 15


https://support.huaweicloud.com/eu/dds_faq/dds_faq_0043.html
https://support.huaweicloud.com/eu/dds_faq/dds_faq_0043.html
https://support.huaweicloud.com/eu/usermanual-dds/dds_03_0076.html
https://support.huaweicloud.com/eu/usermanual-dds/en-us_topic_slow_query_log.html

Document Database Service
User Guide 2 Performance Tuning

The following describes how to analyze current slow queries. After the analysis
and optimization, query performance will be improved and indexes will be used
more efficiently.

Analyzing Current Queries

1. Connect to an instance using Mongo Shell.
To enable public access, see:
- Connecting to a Cluster Instance over a Public Network
- Connecting to a Replica Set Instance over a Public Network
- Connecting to a Single Node Instance over a Public Network
To access an instance over a private network, see:
- Connecting to a Cluster Instance over a Private Network
- Connecting to a Replica Set Instance over a Private Network
- Connecting to a Single Node Instance over a Private Network

2.  Run the following command to view the operations being performed on the
database:

db.currentOp()

Command output:
{

"raw" : {
"shard0001" : {
"inprog" : [
{

"desc" : "StatisticsCollector",
"threadld" : "140323686905600",
"active" : true,

"opid" : 9037713,

"op" : "none",

"ns" ",

"query" : {

}

"'nuinelds" :0,
"locks" : {

1
"waitingForLock" : false,
"lockStats" : {

}

"desc" : "conn2607",
"threadld" : "140323415066368",
"connectionld" : 2607,
"client" : "172.16.36.87:37804",
"appName" : "MongoDB Shell",
"active" : true,
"opid" : 9039588,
"secs_running" : 0,
"microsecs_running" : NumberLong(63),
"op" : "command",
"ns" : "admin.",
"query" : {

"currentOp" : 1

"numYields" : 0,
"locks" : {
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%
"waitingForLock" : false,
"lockStats" : {

-
(10 NOTE

e client: IP address of the client that sends the request
e opid: unique operation ID

e secs_running: elapsed time for execution, in seconds. If the returned value of this
field is too large, check whether the request is reasonable.

e microsecs_running: elapsed time for execution, in seconds. If the returned value of
this field is too large, check whether the request is reasonable.

e op: operation type. The operations can be query, insert, update, delete, or
command.

e ns: target collection

e For details, see the db.currentOp() command in official document.
Based on the command output, check whether there are requests that take a
long time to process.

If the CPU usage is low while services are being processed but then becomes
high during just certain operations, analyze the requests that take a long time
to execute.

If an abnormal query is found, find the opid corresponding to the operation
and run db.killOp(op/id) to kill it.

Analyzing Slow Queries

Slow query profiling is enabled for DDS by default. The system automatically
records any queries whose execution takes longer than 500 ms to the
system.profile collection in the corresponding database. You can:

1.

Connect to an instance using Mongo Shell.

To access an instance from the Internet

For details, see

- Connecting to a Cluster Instance over a Public Network

- Connecting to a Replica Set Instance over a Public Network
- Connecting to a Single Node Instance over a Public Network
To access an instance that is not publicly accessible

For details, see

- Connecting to a Cluster Instance over a Private Network

- Connecting to a Replica Set Instance over a Private Network
- Connecting to a Single Node Instance over a Private Network
Select a specific database (using the test database as an example):
use test

Issue 01 (2023-01-30)

Copyright © Huawei Technologies Co., Ltd. 17


https://docs.mongodb.com/manual/reference/method/db.currentOp/?spm=a2c4g.11186623.2.13.79cc3474Y5mI48
https://support.huaweicloud.com/eu/qs-dds/dds_02_0006.html
https://support.huaweicloud.com/eu/qs-dds/dds_02_0047.html
https://support.huaweicloud.com/eu/qs-dds/dds_02_0048.html
https://support.huaweicloud.com/eu/qs-dds/en-us_topic_0044018334.html
https://support.huaweicloud.com/eu/qs-dds/en-us_topic_0105284966.html
https://support.huaweicloud.com/eu/qs-dds/dds_02_0028.html

Document Database Service
User Guide 2 Performance Tuning

3. Check whether slow SQL queries have been collected in system.profile.
show collections;

- If the command output includes system.profile, slow SQL queries have

been generated. Go to the next step.
mongos> show collections

system.profile

test

- If the command output does not contain system.profile, no slow SQL

queries have been generated, and slow query analysis is not required.
mongos> show collections
test

4. Check the slow query logs in the database.
db.system.profile.find().pretty()
5. Analyze slow query logs to find the cause of the high CPU usage.

The following is an example of a slow query log. The log shows a request that
scanned the entire table, including 1,561,632 documents and without using a
search index.

{
"op" : "query",
"ns" : "taiyiDatabase.taiyiTables$10002e",
"query"” : {
"find" : "taiyiTables",
"filter" : {
"filed19" : NumberLong("852605039766")
}I
"shardVersion" : [
Timestamp(1, 1048673),
Objectld("5da43185267ad9c374a72fd5")
]I
"chunkld" : "10002e"
L
"keysExamined" : 0,
"docsExamined" : 1561632,
"cursorExhausted" : true,
"numyYield" : 12335,
"locks" : {
"Global" : {
"acquireCount" : {
"r'" : NumberLong(24672)
}
}I

"Database" : {
"acquireCount" : {
"r'" : NumberLong(12336)
}
}I

"Collection" : {
"acquireCount" : {
"r'" : NumberLong(12336)
}

}
%
"nreturned" : 0,
"responseLength" : 157,
"protocol" : "op_command",
"millis" : 44480,
"planSummary" : "COLLSCAN",
"execStats" : {
"stage" :
"SHARDING_FILTER",
[3/1955]
"nReturned" : 0,
"executionTimeMillisEstimate" : 43701,
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}

The following stages can be causes for a slow query:
COLLSCAN involves a full collection (full table) scan.

"works" : 1561634,
"advanced" : 0,
"needTime" : 1561633,
"needYield" : 0,
"saveState" : 12335,
"restoreState" : 12335,
"isEOF" : 1,
"invalidates" : O,
"chunkSkips" : 0,
"inputStage" : {
"stage" : "COLLSCAN",
"filter" : {
"filed19" : {

}

"$eq" : NumberLong("852605039766")

by
"nReturned" : 0,
"executionTimeMillisEstimate" : 43590,
"works" : 1561634,
"advanced" : 0,
"needTime" : 1561633,
"needYield" : 0,
"saveState" : 12335,
"restoreState" : 12335,
"isEOF" : 1,
"invalidates" : 0,
"direction" : "forward",
"docsExamined" : 1561632
}

I

"ts" : ISODate("2019-10-14T10:49:52.780Z"),

"client" : "172.16.36.87",

"appName" : "MongoDB Shell",

"allUsers" : [
{
"user" : "__system",
"db" : "local"
}
1,
"user" : "__system@local"

When a request (such as query, update, and delete) requires a full table
scan, a large amount of CPU resources are occupied. If you find
COLLSCAN in the slow query log, a full table scan was performed and

that occupy a lot of CPU resources.

If such requests are frequent, create indexes for the fields to be queried.

docsExamined involves a full collection (full table) scan.

You can view the value of docsExamined to check the number of
documents scanned. A larger value indicates a higher CPU usage.

IXSCAN and keysExamined scan indexes.

(11 NOTE

An excessive number of indexes can affect the write and update performance.

If your application has more write operations, creating indexes may increase

write latency.

You can view the value of keyExamined to see how many indexes are
scanned in a query. A larger value indicates a higher CPU usage.
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If an index is not properly created or there are many matching results,
the CPU usage does not decrease greatly and the execution speed is slow.

Example: For the data of a collection, the number of values of the a field
is small (only 1 and 2), but the b field has more values.

{a:1,b:1}

{a:1,b:2}

{a:1,b:3}

b: 100000}
:2,b:1}
b:2}
b:3}
{a 1, y: 100000}
The following shows how to implement the {a: 1, b: 2} query.

db.createlndex({a: 13}): The query is not effective because the a field has too many
same values.

db.createlndex({a: 1, b: 1}): The query is not effective because the a field has too
many same values.

db.createlndex({b: 1}): The query is effective because the b field has a few same
values.

db.createlndex({b: 1, a: 1}): The query is not effective because the a field has a few
same values.

For the differences between {a: 1} and {b: 1, a: 1}, see the official
documents.

SORT and hasSortStage may involve sorting a large amount of data.

If the value of the hasSortStage parameter in the system.profile
collection is true, the query request involves sorting. If the sorting cannot
be implemented through indexes, the query results are sorted, and
sorting is a CPU intensive operation. In this scenario, you need to create
indexes for fields that are frequently sorted.

If the system.profile collection contains SORT, you can use indexing to
improve sorting speed.

Other operations, such as index creation and aggregation (combinations of
traversal, query, update, and sorting), also apply to the above mentioned

scen

arios because they are also CPU intensive operations. For more

information about profiling, see official documents.

Analysis Capability
After the

analysis and optimization of the requests that are being executed and

slow requests, all requests use proper indexes, and the CPU usage becomes stable.
If the CPU usage remains high after the analysis and troubleshooting, the current

instance
requirem
problem:

may have reached the performance bottleneck and cannot meet service
ents. In this case, you can perform the following operations to solve the

1. View monitoring information to analyze instance resource usage. For details,
see Viewing Monitoring Metrics.

2. Change the DDS instance class or add shard nodes.
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2.4 High Storage Usage

If the storage usage of a DDS instance is too high or fully used, the instance

becomes unavailable.

This section describes how to analyze and fix high storage usage.

Checking the Storage Usage

DDS provides the following two methods to check the storage usage of an
instance:

1. Check the storage usage on the DDS console.
You can log in to the DDS console and click the instance. On the Basic

Information page, you can view the storage space of the instance in the

Storage Space area.

Figure 2-1 Checking the storage usage

Storage Space
Ultra-high 1/0 Not encrypted Scale
L
0.46/10 GB 4.60%

2. View the monitoring metrics (storage usage and used storage).

To view monitoring metrics, see Viewing Monitoring Metrics.

Figure 2-2 Checking the storage usage

Node Name  dds_single_40_single_node_1 Mode ID  35e189%a Status Available

Bl - = ¢ (] e
Period | Raw data - storage

Storage Space Usage (3) Total Storage Space (D Used Storage Space (2
1 0

Select Metric

0.46 0.45

11:04
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Solution

For cluster instances, data may be unevenly distributed because the database
collection is not properly sharded. As a result, the storage usage is high.

Shard the database collection properly.

As service data increases, the original database storage is insufficient. You can
expand the storage space to fix this problem.

- To scale up storage for cluster instances, see Scaling Up a Cluster
Instance.

- To scale up storage for replica set instances, see Scaling Up a Replica Set
Instance.

- To scale up storage for single node instances, see Scaling Up a Single
Node Instance.

If the storage space has reached the upper limit of your instance class, change
the instance class first.

- To change the cluster instance class, see Changing a Cluster Instance
Class.

- To change the replica set instance class, see Changing a Replica Set
Instance Class.

- To change the single node instance class, see Changing a Single Node
Instance Class.

If a large number of expired files occupy the storage space, delete the expired
files in time. For example, if the entire database is no longer used, run
dropDatabase to delete it.

The background data processing mechanism is faulty.

In this case, operations such as write, update, and delete (including index
insertion and deletion) are actually converted to write operations in the
background. The underlying storage engines (WiredTiger and RocksDB) use
appendOnly. Only when the internal data status of the storage engine meets
certain conditions, the compaction operation is triggered to compress data
and release storage space.

That is why sometimes the disk usage seems greater than the actual data
volume, but your services are not affected. The internal data compression
operations will not be executed immediately. As data continues to be written,
compression is triggered in the background to clear the space.

2.5 High Memory Usage

If the memory usage of a DDS instance reaches 90% and the swap space usage
exceeds 5%, the system responds slowly and even out of memory (OOM) may
occur.

This section describes how to fix high memory usage of DB instances.

Viewing the Memory Usage

You can view the monitoring metrics (memory usage and swap usage) to learn
the memory usage of instances.

For details, see Viewing DDS Metrics.
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Figure 2-3 Memory and swap usage

DE Instance mongos shard config
shard shard_1

Node Name  dds-ce25_shard_1_node_2 Node ID  94936b6f22 Status Available

Primary Secondary Hidden

“ 3h 12h 1d 7d Auto Refresh Select Metric [¢]
Period | Raw data v Q

Swap Usage () Memory Usage (3)
010010
2

(11 NOTE

By default, 50% memory is reserved, so if the memory usage is 50% but the instance is
unloaded, this is normal and you can ignore it.

Solution

1. Control the number of concurrent connections. When connecting to
databases, calculate the number of clients and the size of the connection pool
configured for each client. The total number of connections cannot exceed
80% of the maximum number of connections supported by the current
instance. If there are too many connections, the memory and multi-thread
context overhead increases, affecting the delay in request processing.

2. Configure a connection pool. The maximum number of connections in a
connection pool is 200.

3. Reduce the memory overhead of a single request. For example, create indexes
to reduce collection scanning and memory sorting.

4. If the number of connections remain unchanged but the memory usage keeps
increasing, upgrade the memory configuration to prevent system performance
deterioration caused by memory overflow and large-scale cache clearing.

- To change cluster instance memory, see Changing a Cluster Instance
Class.

- To change replica set instance memory, see Changing a Replica Set
Instance Class.

- To change single node instance memory, see Changing a Single Node
Instance Class.

2.6 Load Imbalance of Cluster Instances

It is common that load is imbalanced between shard nodes in a cluster instance. If
the shard key is incorrectly selected, no chunk is preset, and the load balancing
speed between shard nodes is lower than the data insertion speed, load imbalance
may occur.

This section describes how to fix load imbalance.
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Fault Locating

Step 1 Connect to a database from the client.

Step 2 Run the following command to check the shard information:

sh.status()

mongos> sh.status()
\--- Sharding Status ---
sharding version: {

}

"id" i1,

"minCompatibleVersion" : 5,

"currentVersion" : 6,

"clusterld" : Objectld("60f9d67ad4876dd0fe01af84")

shards:

{ "_id" : "shard_1", "host" : "shard_1/172.16.51.249:8637,172.16.63.156:8637", "state": 1}
{ "_id" : "shard_2", "host" : "shard_2/172.16.12.98:8637,172.16.53.36:8637", "state" : 1}

active mongoses:

"4.0.3":2

autosplit:

Currently enabled: yes

balancer:

Currently enabled: yes
Currently running: yes
Collections with active migrations:
test.coll started at Wed Jul 28 2021 11:40:41 GMT+0000 (UTC)
Failed balancer rounds in last 5 attempts: 0
Migration Results for the last 24 hours:
300 : Success

databases:

{ "_id": "test", "primary" : "shard_2", "partitioned" : true, "version":{ "uuid": UUID("d612d134-

a499-4428-ab21-b53e8f866f67"), "lastMod" : 1} }

test.coll
shard key: { "_id" : "hashed" }
unique: false
balancing: true
chunks:
shard_1 20
shard_2 20

databases lists databases for which you enable enableSharding.

test.coll is the collection namespace. test indicates the name of the database
where the collection is located, and coll indicates the name of the collection
for which sharding is enabled.

shard key is the shard key of the previous collection. _id: indicates that the
shard is hashed based on _id. _id: -1 indicates that the shard is sharded based
on the range of _id.

chunks indicates the distribution of shards.

Step 3 Analyze the shard information based on the query result in Step 2.

1.

If no shard information is queried, the collections are not sharded.
Run the following command to enable sharding:

mongos> sh.enableSharding("<database>")

mongos> use admin

mongos> db.runCommand({shardcollection:"<database>.<collection>" key:{"keyname":<value> }})

If an improper shard key is selected, the load may be imbalanced. For
example, if a large number of requests are processed on a range of shards,
the load on these shards is heavier than other shards, causing load imbalance.

You can redesign the shard key, for example, changing ranged sharding to
hashed sharding.
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mongos> db.runCommand({shardcollection:"<database>.<collection>" key:{"keyname":<value> }})

(10 NOTE

- If a sharding mode is determined, it cannot be changed easily. The sharding mode
must be fully considered in the design phase.
If a large amount of data is inserted and the data volume exceeds the load
capacity of a single shard, shard imbalance occurs and the storage usage of
the primary shard is too high.

You can run the following command to check the network connection of the
server and ceck whether the amount of data transmitted by each network
adapter reaches the upper limit.

sar -n DEV 1 //1 is the interval.

Average: IFACE rxpck/s txpck/s rxkB/s txkB/s rxcmp/s txcmp/s rxmcst/s %ifutil
Average: lo 1926.94 1926.94 25573.92 25573.92 0.00 0.00 0.00 0.00
Average: A1-0 0.00 0.00 0.00 0.00 000 000 0.00 o0.00
Average: Al-1 0.00 0.00 0.00 0.00 000 000 0.00 o0.00
Average: NICO 5.17 1.48 0.44 092 000 000 0.00 0.00
Average: NIC1 0.00 0.00 0.00 0.00 000 000 0.00 o0.00
Average: A0-O 8173.06 92420.66 97102.22 133305.09 0.00 0.00 0.00 0.00
Average: A0-111431.37 9373.06 15695045 49440 0.00 0.00 0.00 0.00
Average: B3-0 0.00 0.00 0.00 0.00 000 0.00 0.00 o0.00
Average: B3-1 0.00 0.00 0.00 0.00 000 0.00 0.00 o0.00

(10 NOTE

- rxkB/s is the number of KBs received per second.
- txkB/s is the number of KBs sent per second.

After the check is complete, press Ctrl+Z to exit.

If the network load is too high, analyze MQL statements, optimize the
roadmap, reduce bandwidth consumption, and increase specifications to
expand network throughput.

- Check whether there are sharded collections that do not carry ShardKey.
In this case, requests are broadcast, which increases the bandwidth
consumption.

- Control the number of concurrent threads on the client to reduce the
network bandwidth traffic.

- If the problem persists, increase instance specifications in a timely
manner. High-specification nodes can provide higher network throughput.

----End

2.7 Slow Request Locating

In the same service scenario, the query performance depends on the design of the
architecture, databases, collections, and indexes. A good design can improve the
query performance. On the contrary, a large number of slow queries (statements
that take a long time to execute) may occur, which deteriorates system
performance.

This document describes the causes and solutions of slow queries.
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Fault Locating

DDS allows you to view slow query logs on the console. You can start from the
slowest operation recorded in the log and optimize the operations one by one.

Analysis Method

If a query takes longer than 1s, the corresponding operation may be
abnormal. You need to analyze the problem based on the actual situation.

If a query takes longer than 10s, the operation needs to be optimized.

(10 NOTE

If an aggregate operation takes more than 10s, it is normal.

Step 1 Connect to the database.

To connect to a cluster instance, see Connecting to a Cluster Instance.

To connect to a replica set instance, see Connecting to a Replica Set
Instance.

For details about how to connect to a single node instance, see Connecting
to a Single Node Instance.

Step 2 Run the following command to check the execution plan of a slow query:

explain()

Example:

db.test.find({"data_id" : "ae4b5769-896f-465c-9fbd-3fd2f3357637"}).explain();
db.test.find({"data_id" : "775f57c2-b63e-45d7-b581-3822dba231b4"}).explain("executionStats");

A covered query does not need to read a document, but directly returns a result
from an index, which is very efficient. You can use covering indexes as much as
possible. If the output of explain() shows that indexOnly is true, the query is
covered by an index.

Step 3 Parse the execution plan.

1.

Check the execution time.

The smaller the values of the following parameters, the better the
performance: executionStats.executionStages.executionTimeMillisEstimate
and executionStats.executionStages.inputStage.
executionTimeMillisEstimate

Table 2-1 Parameter description

Parameter Description

executionStats.executi | Execution plan selection and execution time
onTimeMiillis

executionStats.executi | Completion time of the optimal execution plan
onStages.executionTi
meMillisEstimate
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Parameter

Description

executionStats.executi
onStages.inputStage.
executionTimeMilli-
sEstimate

Execution completion time of the sub-phase of the
optimal execution plan

Check the number of scanned records.

If the three items in Table 2-2 have the same value, the query performance is
the best.

Table 2-2 Parameter description

Parameter

Description

executionStats.
nReturned

Number of documents matching the search criteria

executionStats .totalK
eysExamined

Number of rows scanned through indexes

executionStats .totalD
ocsExamined

Number of scanned documents

Check the stage status.

The combinations of stage statuses with better performance are as follows:

Fetch+IDHACK
Fetch+ixscan,

Limit+ (Fetch+ixscan)
PROJECTION+ixscan

Table 2-3 Status description

Status Name

Description

COLLSCAN Full table scan

SORT In-memory sorting

IDHACK _id-based query

TEXT Full-text index

COUNTSCAN Number of unused indexes

FETCH Index scanning

LIMIT Using Limit to limit the number of
returned records

SUBPLA $or query stage without using an index

Issue 01 (2023-01-30)

Copyright © Huawei Technologies Co., Ltd.

27



Document Database Service

User Guide

2 Performance Tuning

Status Name Description
PROJECTION Number of used indexes
COUNT_SCAN Number of used indexes

--—-End

Optimization Plan

For queries without indexes, create indexes based on the search criteria.
Hash indexes can be created for point queries.

Create composite indexes for multi-field queries where a single field is highly
repeated.

Create an ascending or descending index for range lookups with ordered
result sets.

Compound indexes are those indexes sort query results by prefix, so the
sequence of query conditions must be the same as that of index fields.

For partitioned collections (tables) and large collections (with more than
100,000 records), do not use fuzzy query (or do not use LIKE) for tables with
a large amount of data. As a result, a large number of records are scanned.
You can query data based on the index field, filter out small collections, and
then perform fuzzy queries.

Do not use $not. MongoDB does not index missing data. The $not query
requires that all records be scanned in a single result collection. If $not is the
only query condition, a full table scan will be performed on the collection.

If you use $and, put the conditions with the fewest matches before other
conditions. If you use $or, put the conditions with the more matches first.

Check the performance baseline of instance specifications and analyze
whether the current service requirements can be met. If the performance
bottleneck of the current instance is reached, upgrade the instance
specifications in a timely manner.

2.8 Statement Optimization

DDS is inherently a NoSQL database with high performance and strong
extensibility. Similar to relational databases, such as MySQL, Microsoft SQL Server,
and Oracle, DDS instance performance may also be affected by database design,
statement optimization, and index creation.

The following provides suggestions for improving DDS performance in different
dimensions:

Creating Databases and Collections

Use short field names to save storage space. Different from an RDS database,
each DDS document has its field names stored in the collection. Short name is
recommended.

Limit the number of documents in a collection to avoid the impact on the
query performance. Archive documents periodically if necessary.
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Each document has a default _id. Do not change the value of this parameter.

Capped collections have a faster insertion speed than other collections and
can automatically delete old data. You can create capped collections to
improve performance based on your service requirements.

Query Operations

Indexes

Create proper number of indexes for frequently queried fields based on
service requirements. Indexes occupy some storage space, and the insert and
indexing operations consume resources. It is recommended that the number
of indexes in each collection should not exceed 5.

If data query is slow due to lack of indexes, create proper indexes for
frequently queried fields.

For a query that contains multiple shard keys, create a compound index that
contains these keys. The order of shard keys in a compound index is

important. A compound index support queries that use the leftmost prefix of
the index, and the query is only relevant to the creation sequence of indexes.

TTL indexes can be used to automatically filter out and delete expired
documents. The index for creating TTL must be of type date. TTL indexes are
single-field indexes.

You can create field indexes in a collection. However, if a large number of
documents in the collection do not contain key values, you are advised to
create sparse indexes.

When you create text indexes, the field is specified as text instead of 1 or -1.
Each collection has only one text index, but it can index multiple fields.

Command usage

The findOne method returns the first document that satisfies the specified
query criteria from the collection according to the natural order. To return
multiple documents, use this method.

If the query does not require the return of the entire document or is only used
to determine whether the key value exists, you can use Sproject to limit the
returned field, reducing the network traffic and the memory usage of the
client.

In addition to prefix queries, regular expression queries take longer to execute
than using selectors, and indexes are not recommended.

Some operators that contain $ in the query may deteriorate the system
performance. The following types of operators are not recommended in
services. $or, $nin, $not, $ne, and $exists.

Table 2-4 Operator description

Operator Description

$or The times of queries depend on the number of conditions. It
is used to query all the documents that meet the query
conditions in the collection. You are advised to use $in
instead.
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Operator Description

$nin Matches most of indexes, and the full table scan is
performed.

$not The query optimizer may fail to match a specific index, and
the full table scan is performed.

$ne Selects the documents where the value of the field is not
equal to the specified value. The entire document is
scanned.

$exists Matches each document that contains the field.

For more information, see official MongoDB documents.

Precautions
e Indexes cannot be used in operators $where and $exists.
e If the query results need to be sorted, control the number of result sets.

e If multiple field indexes are involved, place the field used for exact match
before the index.

e If the key value sequence in the search criteria is different from that in the
compound index, DDS automatically changes the query sequence to the same
as index sequence.

- Modification operation

Modify a document by using operators can improve performance. This
method does not need to obtain and modify document data back and
forth on the server, and takes less time to serialize and transfer data.

- Batch insert

Batch insert can reduce the number of times data is submitted to the
server and improve the performance. The BSON size of the data
submitted in batches cannot exceed 48 MB.

- Aggregate operation

During aggregation, $match must be placed before $group to reduce the
number of documents to be processed by the $group operator.

2.9 Sharding

You can shard a large-size collection for a sharded cluster instance. Sharding
distributes data across different machines to make full use of the storage space
and compute capability of each shard.

Number of Shards

The following is an example using database mytable, collection mycoll, and the
field name as the shard key.

Step 1 Log in to a sharded cluster instance using Mongo Shell.
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Step 2 Enable sharding for the databases that belong to the cluster instance.

Method 1
sh.enableSharding("<database>")

Example:
sh.enableSharding("mytable")
Method 2

use admin
db.runCommand({enablesharding:"<database>"})

Step 3 Shard a collection.

Method 1
sh.shardCollection("<database>.<collection>",{"<keyname>":<value> })

Example:
sh.shardCollection("mytable.mycoll" {"name":"hashed"},{numinitialChunks:5})

Method 2

use admin
db.runCommand ({shardcollection:"<database>.<collection>",key:{"keyname":<value> }})

Table 2-5 Parameter description

Parameter Description

<database> Database name

<collection> Collection name.

<keyname> Shard key.

Cluster instances are sharded based on the value of this
parameter. Select a proper shard key for the collection based on
your service requirements. For details, see Selecting a Shard
Key.

<value> The sort order based on the range of the shard key.

e 1: Ascending indexes
e -1: Descending indexes

e hashed: indicates that hash sharding is used. Hashed
sharding provides more even data distribution across the
sharded cluster.

For details, see sh.shardCollection().

numinitialCh | Optional. The minimum number of shards initially created is
unks specified when an empty collection is sharded using a hashed

shard key.

Step 4 Check the data storage status of the database on each shard.
sh.status()

Example:
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--—-End

Selecting a Shard Key

Background

Each sharded cluster contains collections as its basic unit. Data in the
collection is partitioned by the shard key. Shard key is a field in the collection.
It distributes data evenly across shards. If you do not select a proper shard
key, the cluster performance may deteriorate, and the sharding statement
execution process may be blocked.

Once the shard key is determined it cannot be changed. If no shard key is
suitable for sharding, you need to use a sharding policy and migrate data to a
new collection for sharding.

Characteristics of proper shard keys

- All inserts, updates, and deletes are evenly distributed to all shards in a
cluster.

- The distribution of keys is sufficient.
- Rare scatter-gather queries.

If the selected shard key does not have all the preceding features, the read
and write scalability of the cluster is affected. For example, If the workload of
the find() operation is unevenly distributed in the shards, hot shards will be
generated. Similarly, if your write load (inserts, updates, and deletes) is not
uniformly distributed across your shards, then you could end up with a hot
shard. Therefore, you need to adjust the shard keys based on service
requirements, such as read/write status, frequently queried data, and written
data.

After existing data is sharded, if the filter filed of the update request does not
contain shard keys and upsert:true or multi:false, the update request will
report an error and return message "An upsert on a sharded collection must
contain the shard key and have the simple collation.".

Judgment criteria
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You can use the dimensions provided in Table 2-6 to determine whether the
selected shard keys meet your service requirements:

Table 2-6 Reasonable shard keys

Identification
Criteria

Description

Cardinality

Cardinality refers to the capability of dividing chunks. For
example, if you need to record the student information of
a school and use the age as a shard key, data of students
of the same age will be stored in only one data segment,
which may affect the performance and manageability of
your clusters. A much better shard key would be the
student number because it is unique. If the student
number is used as a shard key, the relatively large
cardinality can ensure the even distribution of data.

Write
distribution

If a large number of write operations are performed in the
same period of time, you want your write load to be
evenly distributed over the shards in the cluster. If the
data distribution policy is ranged sharding, a
monotonically increasing shard key will guarantee that all
inserts go into a single shard.

Read
distribution

Similarly, if a large number of read operations are
performed in the same period, you want your read load to
be evenly distributed over the shards in a cluster to fully
utilize the computing performance of each shard.

Targeted read

The mongos query router can perform either a targeted
query (query only one shard) or a scatter/gather query
(query all of the shards). The only way for the mongos to
be able to target a single shard is to have the shard key
present in the query. Therefore, you need to pick a shard
key that will be available for use in the common queries
while the application is running. If you pick a synthetic
shard key, and your application cannot use it during
typical queries, all of your queries will become scatter/
gather, thus limiting your ability to scale read load.

Choosing a Distribution Policy

A sharded cluster can store a collection's data on multiple shards. You can
distribute data based on the shard keys of documents in the collection.

There are two data distribution policies: ranged sharding and hashed sharding. For

details, see Step 3.

The following describes the advantages and disadvantages of the two methods.

e Ranged sharding

Ranged-based sharding involves dividing data into contiguous ranges
determined by the shard key values. If you assume that a shard key is a line

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. 33



Document Database Service
User Guide 2 Performance Tuning

stretched out from positive infinity and negative infinity, each value of the
shard key is the mark on the line. You can also assume small and separate
segments of a line and that each chunk contains data of a shard key within a
certain range.

Figure 2-4 Distribution of data
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As shown in the preceding figure, field x indicates the shard key of ranged
sharding. The value range is [minKey,maxKey] and the value is an integer. The
value range can be divided into multiple chunks, and each chunk (usually 64
MB) contains a small segment of data. For example, chunk 1 contains all
documents in range [minKey, -75] and all data of each chunk is stored on the
same shard. That means each shard containing multiple chunks. In addition,
the data of each shard is stored on the config server and is evenly distributed
by mongos based on the workload of each shard.

Ranged sharding can easily meet the requirements of query in a certain
range. For example, if you need to query documents whose shard key is in
range [-60,20], mongos only needs to forward the request to chunk 2.

However, if shard keys are in ascending or descending order, newly inserted
documents are likely to be distributed to the same chunk, affecting the
expansion of write capability. For example, if _id is used as a shard key, the
high bits of _id automatically generated in the cluster are ascending.

e Hashed sharding

Hashed sharding computes the hash value (64-bit integer) of a single field as
the index value; this value is used as your shard key to partition data across
your shared cluster. Hashed sharding provides more even data distribution
across the sharded cluster because documents with similar shard keys may
not be stored in the same chunk.

Figure 2-5 Distribution of data
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Hashed sharding randomly distributes documents to each chunk, which fully
expands the write capability and makes up for the deficiency of ranged
sharding. However, queries in a certain range need to be distributed to all
backend shards to obtain documents that meet conditions, resulting in low
query efficiency.
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Permissions Management

3.1 Creating a User and Granting Permissions

This section describes how to use IAM to implement fine-grained permissions
control for your DDS resources. With IAM, you can:

e C(Create IAM users for employees based on the organizational structure of your
enterprise. Each IAM user has their own security credentials, providing access
to DDS resources.

e Grant only the permissions required for users to perform a task.
e  Entrust a HUAWEI CLOUD account or cloud service to perform professional
and efficient O&M on your DDS resources.

If your HUAWEI CLOUD account does not need individual IAM users, then you
may skip over this topic.

This section describes the procedure for granting permissions (see Figure 3-1).

Prerequisites

Learn about the permissions (see Permissions Management) supported by DDS
and choose policies or roles according to your requirements. For the system
policies of other services, see .
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Process Flow

Figure 3-1 Process for granting DDS permissions

Start

Create a user group and

grant permissions.

¥

Create a user.

L4
Log in as the user and
verify permissions.

Y
End

—_

to it.
Create a user group on the IAM console, and assign the DDS FullAccess
policy to the group.
(] NOTE
To use some interconnected services, you also need to configure permissions of such
services.

For example, when using DAS to connect to a DB instance, you need to configure the
DDS FullAccess and DAS FullAccess permissions.

N

and add it to a user group.
Create a user on the IAM console and add the user to the group created in 1.
3. Log in and verify permissions.

Log in to the DDS console by using the newly created user, and verify that the
user only has read permissions for DDS.

Choose Service List > Document Database Service and click Buy DB
Instance. If you can buy a DDS DB instance, the required permission policies
have taken effect.

3.2 Creating a Custom Policy

Custom policies can be created as a supplement to the system policies of DDS. For
the actions supported for custom policies, see DDS Actions.

You can create custom policies in either of the following ways:

e Visual editor: Select cloud services, actions, resources, and request conditions.
This does not require knowledge of policy syntax.
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JSON: Edit JSON policies from scratch or based on an existing policy.

For details, see Creating a Custom Policy. The following section contains examples
of common DDS custom policies.

Example Custom Policies

Example 1: Allowing users to create DDS DB instances

{
"Version": "1.1",
"Statement": [
{
"Effect": "Allow",
"Action": [
"dds:instance:create"
1
}
1
}

Example 2: Denying DDS DB instance deletion

A deny policy must be used in conjunction with other policies to take effect. If
the permissions assigned to a user contain both "Allow" and "Deny", the
"Deny" permissions take precedence over the "Allow" permissions.

The following method can be used if you need to assign permissions of the
DDS FullAccess policy to a user but also forbid the user from deleting DDS
DB instances. Create a custom policy for denying DDS DB instance deletion,
and assign both policies to the group the user belongs to. Then the user can
perform all operations on DDS except deleting DDS instances. The following is
an example deny policy:

{
"Version": "1.1",
"Statement": [
{
"Effect": "Deny"
"Action": [
"dds:instance:deletelnstance"
1;
}
1
}

Example 3: Defining permissions for multiple services in a policy

A custom policy can contain actions of multiple services that are all of the
global or project-level type. The following is an example policy containing
actions of multiple services:

{

"Version": "1.1",
"Statement": [
{
"Action": [
"dds:instance:create",
"dds:instance:modify",
"dds:instance:deletelnstance",
"vpc:publiclps:list”,
"vpc:publiclps:update”
1
"Effect": "Allow"
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}

]

Example 4: Setting resource policies
A custom policy can be used to set resource policies, indicating the operation permissions

on the resources under the current action. Currently, the instance name can be configured,
and the asterisk (*) can be used as a wildcard. The following is an example resource policy:

{

"Version": "1.1",
"Statement": [
{
"Effect": "Allow",
"Action": [
"dds:instance:list"

]

~

"Effect": "Allow",
"Action": [
"dds:instance:modify"
1
"Resource": [
"DDS:*:*:instanceName:dds-*"
1
}
1

Issue 01 (2023-01-30)

Copyright © Huawei Technologies Co., Ltd.

39



Document Database Service
User Guide 4 Instance Lifecycle Management

Instance Lifecycle Management

4.1 Instance Statuses

The status of an instance reflects the health of the instance. You can use the
management console or API to view the status of a DB instance.

DB Instance Status

Table 4-1 Status and description

Status Description

Available A DB instance is running properly.
Abnormal A DB instance is faulty.

Creating A DB instance is being created.

Creation failed A DB instance fails to be created.

Backing up An instance backup is being created.

Restarting A DB instance is being restarted because of a modification
that requires restarting it for the modification to take effect.

Switchover in The primary and standby nodes of the replica set instance or

progress the primary and standby shards or configs of a cluster
instance are being switched over.

Adding node shard or mongos nodes are being added to a DDS cluster
instance.

Deleting node The node that failed to be added is being deleted.

Scaling up The storage space of instance nodes is being expanded.

Changing The CPU or memory of a DB instance is being changed.
instance class
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Parameter Template Status

Status Description

Changing to The billing mode is being changed from pay-per-use to
yearly/monthly | yearly/monthly.

Checking The backup of the current DB instance is being restored to a

restoration

new DB instance.

Restoring

The backup is being restored to the existing DB instance.

Restore failed

Restoring to the existing DB instance failed.

Switching SSL

The SSL channel is being enabled or disabled.

Querying
original slow
query logs

Show Original Log is being enabled or disabled.

Changing
private IP
address

The private IP address of a node is being changed.

Changing port

The DB instance port is being changed.

Changing a
security group

The security group is being changed.

Frozen

DB instances are frozen when there is no balance in the
account.

Minor version

The minor version upgrade is in progress.

upgrade
Checking Status of a yearly/monthly instance when the billing mode is
changes being changed.

Table 4-2 Status and description

Status Description
In-Sync A database parameter change has taken effect.
Available Parameters change. Pending restart

4.2 Exporting Instance Information

On the DDS console, you can export information about all DDS instances or
information about a specified instance.
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(11 NOTE

Exporting Information of All Instances

Step 1 Log in to the management console.

Step 2 Click © in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click L7 in the upper right corner of the instance list.

Figure 4-1 Exporting the instance information

Step 5 In the pop-up box, select the desired items and click OK.
Figure 4-2 Export Instance Information

Export Instance Information

All

Description Created
AZ Database Port VPC
VRCID Subnet Security Group
Connection Role Mode Class
Private IP Address EIP storage Type

Storage Space Usage Parameter Group

Step 6 View the .xls file exported to your local PC.
----End
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Exporting Information of a Specified Instance

Step 1 Log in to the management console.

Step 2 Click D in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, select the instance and click [ in the upper right corner
of the instance list.

Figure 4-3 Exporting required instance information

Change to Yearly/Monthly View Prograss

WiredTiger Available

Single Nodes. Communic. WiredTiger Available

Cluscers Communic. WiredTiger Available

WiredTiaer Available

Step 5 In the pop-up box, select the desired items and click OK.
Figure 4-4 Export Instance Information

Export Instance Information

All

Description Created
AZ Database Port VPC
VRCID Subnet Security Group
Conmection Role Mode Class
Private |P Address EIF Storage Type

Storage Space Usage Parameter Group

Step 6 View the .xls file exported to your local PC.
----End
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4.3 Restarting an Instance or a Node

You may need to occasionally restart an instance to perform routine maintenance.
For example, after modifying certain parameters, the instance may need to be
restarted to apply the changes.

Precautions

e You can restart an instance only when its status is Available.

e Restarting an instance will interrupt services. Exercise caution when
performing this operation.

e This instance is not available when it is being restarted. Restarting an instance
will clear the cached memory in it. You are advised to restart it during off-
peak hours.

e If you restart an instance, all nodes in the instance are also restarted.

e You can restart a cluster instance by restarting any mongos, shard, or config
node. During the restart, the node cannot be accessed.

Restarting an Instance

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, locate the instance and in the Operation column, choose
More > Restart.

Figure 4-5 Restarting an instance

View Progress
All DB intances - Q
Name/ID = D.. DBlnstanceTy.. DBEngine. StorageEngine  Status J= BlL. Address Operation

o s :-5 Replica Sets Communit. WiredTiger Available g godbe//rwuser:=pa. og In | View Metric | More
s Imunit. Wi waila nongo: wusers ogin | View Met ore
0a1bdc78d7514cde. " P g

dds_single_40

Single Nodes Communit.  WiredTiger Available ¢ mongodbyjrwuser<pa.. Log
Pay I

Clusters Communit..  WiredTiger Available ¢ mongodb//rwuser<pa..  Logle  Cha
Pay

Clusters Communit..  WiredTiger Available . mongodbi/frwuser<pa..  Log

Single Nodes Communit..  WiredTiger Available P.  mongodb//rwser<pa..  Log

Alternatively, click the instance name and on the displayed Basic Information
page, click Restart in the upper right corner of the page.
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Figure 4-6 Restarting an instance
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Step 5 If you have enabled operation protection, click Start Verification in the Restart
DB Instance dialog box. On the displayed page, click Send Code, enter the
verification code, and click Verify. The page is closed automatically.

Step 6 In the displayed dialog box, click Yes.
Step 7 View the instance status.
On the Instances page, the instance status is Restarting.

--—-End

Restarting a Cluster Node

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the cluster instance name.

Step 5 In the Node Information area on the Basic Information page, click the mongos,
shard, or config tab, locate a node, and in the Operation column, click Restart.

Figure 4-7 Restarting a mongos node

Node Information

mongos shard config

Add mengos
Name/ID Status Node Class AZ Private P Address EIP Operation

dds-ce25_monges_nod
000e813fbt

Availa-  Enhanced Il | 2. az4 @ unbound Change Instance Class | Restart ||More »

Step 6 In the displayed dialog box, click Yes.
Step 7 View the node status.

When one node status is Restarting, other nodes of the instance cannot be
restarted.

--—-End
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4.4 Deleting a Pay-per-Use Instance

Precautions

Procedure

Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

To delete an instance billed on a pay-per-use basis, you need to locate the
instance and click Delete on the Instances page. After you delete an instance, all
of the nodes for that instance are deleted along with it.

e To delete an instance billed on a yearly/monthly basis, you need to
unsubscribe from the order. For details, see Unsubscribing from a Yearly/
Monthly Instance.

e After you delete the instance, all its data and all automated backups are
automatically deleted as well and cannot be restored. Exercise caution when
performing this operation.

e By default, all manual backups are retained in DDS. You can use a backup to
restore a deleted instance.

e If you enable operation protection to improve the security of your account
and cloud products, two-factor authentication is required for sensitive
operations. For details about how to enable operation protection, see
Operation Protection in /dentity and Access Management User Guide.

Log in to the management console.

Click 9 i the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, locate the instance and choose More > Delete in the
Operation column.

If you have enabled operation protection, click Start Verification in the Delete
DB Instance dialog box. On the displayed page, click Send Code, enter the
verification code, and click Verify. The page is closed automatically.

In the displayed dialog box, click Yes.

----End

4.5 Recycling an Instance

4.5.1 Modifying the Recycling Policy

Unsubscribed yearly/monthly instances and deleted pay-per-use instances can be
moved to the recycle bin for management.
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Precautions

e The recycling policy is enabled by default and cannot be disabled. Instances in
the recycle bin are retained for 7 day by default, and this will not generate
any charges.

e Up to 100 instances can be moved to the recycle bin. Once the recycle bin is
full, you can still delete instances, but they cannot be placed in the recycle
bin, so the deletions will be permanent.

e You can modify the retention period, and the changes only apply to the
instances deleted after the changes, so exercise caution when performing this
operation.

e Recycling and backup cannot be performed when a node is in the
UNKNOWN state.

Procedure

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 In the navigation pane on the left, choose Recycle Bin.

Step 5 On the Recycle Bin page, click Modify Recycling Policy. In the displayed dialog
box, set the retention period for the deleted DB instances (range: 1 to 7 days).
Then, click OK.

Figure 4-8 Modify Recycling Policy
Modify Recycling Policy

Retention Period | — days

--—-End

4.5.2 Rebuilding an Instance

You can rebuild an instance from the recycle bin to restore data.
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Precautions

You can rebuild instances from the recycle bin within the retention period.

Procedure

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 In the navigation pane on the left, choose Recycle Bin.
Step 5 On the Recycle Bin page, locate the instance to be rebuilt and in the Operation

column, click Rebuild.

Figure 4-9 Rebuilding a DB Instance

Recycling Management

Modify Recycling Policy C

DB Instance Name/ID DB Instance Ty.. DB Engine Version  Billing Mode Created Deleted Operation

Single Nodes Community Editio Pay-per-use 2021/12/29 16:05:30 GMT 2021/12/29 16:07:51 GMT.

1974441819443,

Step 6 On the displayed page, set required parameters and submit the rebuilding task.
For details, see Restoring Data to a New Instance.

----End
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Instance Modifications

5.1 Changing an Instance Name

Procedure

Step 1
Step 2

Step 3

Step 4

Step 5

This section describes how to change an instance name to identify different

instances.

Log in to the management console.

Click in the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click £° next to the instance name you wish to change,
enter a new name and click OK to apply the changes.

Alternatively, in the DB Information area on the Basic Information page, click 4
in the DB Instance Name field, enter a new name and click to apply the
changes.

(11 NOTE

e The instance name can be the same as an existing instance name.

e The instance name must contain 4 to 64 characters and must start with a letter. It is
case sensitive and can contain letters, digits, hyphens (-), and underscores (_). It cannot
contain other special characters.

View the results on the Instances page.

--—-End

5.2 Changing an Instance Description

You can add and change descriptions for instances.
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Procedure
Step 1 Log in to the management console.
Step 2 Click D in the upper left corner and select a region and a project.
Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.
Step 4 On the Instances page, locate the instance you wish to edit the description for
and click Z in the Description column to edit the instance description. Then, click
OK.
Alternatively, click the target instance to go to the Basic Information page. In the
DB Information area, click Z in the Description field to edit the instance
description. To submit the change, click
{1 NOTE
The instance description can contain up to 64 characters, excluding carriage return
characters and special characters >!<"&'=
Step 5 View the results on the Instances page.

--—-End

5.3 Upgrading a Minor Engine Version

Precautions

DDS supports minor version upgrade to improve performance, add new functions,
and fix bugs.

If a new patch is released, you can click Upgrade Minor Version on the Instances
page to upgrade the minor engine version.

Figure 5-1 Minor version upgrade
NameflD |2 Description DB Instance... DB Engine Version Storage Engine  Stats |= Biling Mode ~ Address Operation

Payper-dle

hwuser<passwrc @101 Log In View Metrc Mare
Cuatonr, O A QESBIRL..  Log e Nore v

WiedTiger A
5305102 ! Auailable

e Pay attention to patches that address issues and vulnerabilities from the open
source community. When a new patch is released, install the patch in a timely
manner.

e During the upgrade, your services may be intermittently interrupted. Ensure
that your instance can be reconnected automatically or perform this
operation during off-peak hours.

e DDL operations, such as create event, drop event, and alter event, are not
allowed during the upgrade.
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Constraints
e Only cluster and replica set instances support minor engine version upgrade.
e The instance version must be 3.4, 4.0, or 4.2.
e If the instance status is abnormal or the instance is being operated, the
upgrade cannot be performed.
e The upgrade cannot be performed if the instance nodes are abnormal.
e Read replicas do not support minor version upgrade.
Procedure
Step 1 Log in to the management console.
Step 2 Click 0 in the upper left corner and select a region and a project.
Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.
Step 4 On the Instances page, locate the instance you want to upgrade and click
Upgrade Minor Version in the DB Engine Version column.
Figure 5-2 Minor version upgrade
NameflD |2 Description DB Instance... DB Engine Version Storage Engine  Stats |= Biling Mode ~ Address Operation
Payper-dle .
o WiredTier Aialatle et mongodhrwuser<passand-@1921..  Logln View Vetric More v
Alternatively, click the instance. In the DB Information area on the Basic
Information page, click Upgrade Minor Version in the DB Engine Version field.
Figure 5-3 Minor version upgrade
DB Information
) Z
g
wuser Reset Password Replica set
Enhanced Il | 1 vCPU |4 GB Change Community Edition 4.0 | Upgrade Minor Version
WiredTiger az2 Change
486 (3) 2200- 0200 Change
Step 5 In the displayed dialog box, specify Scheduled Time based on service

requirements and click OK. You can view the upgrade progress on the Task Center
page.
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e  Minimum downtime: The upgrade has little impact on services.
e Fastest completion: The upgrade takes a relatively short time.

Figure 5-4 Selecting a scheduled time

Upgrade Minor Version

€ The DB instance will be rebooted and services will be interrupted during the
upgrade. The interruption time depends on the amount of service data and other
factors. Therefore, perform the upgrade during off-peak hours.

Scheduled Time Minimum downtime Fastest completion

| I

--—-End

5.4 Upgrading a Major Engine Version

DDS does not support major engine version upgrade on the console. You can use
DRS to migrate data as required.

For example, you can use DRS to migrate data from DDS 3.4 to DDS 4.0 without
interrupting services.

Before using this method, you need to prepare the instance of a later version.

On the Instances page, click an instance you want to migrate. On the displayed
Basic Information page, click Migrate Database in the upper right corner of the

page.

Table 5-1 Database versions

Source DB Version Destination Migration Type
Database Version

Self-built MongoDB/ DDS Version upgrade

Other cloud e 34

MongoDB/DDS
e 40

e 34

e 40

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. 52



Document Database Service

User Guide

5 Instance Modifications

(11 NOTE

e Data cannot be migrated from a newer version database to an older version database.

e During the specification change, two primary/standby switchovers and two intermittent
disconnections will occur. After that, check the DRS task.

e After a major version upgrade, you can change the IP address of the newer version
database to the IP address of the older version database. To perform this operation,
release the IP address of the older version database first. For details, see Changing a
Private IP Address.

5.5 Scaling Up Storage Space

5.5.1 Scaling Up a Cluster Instance

You can scale up the storage space of an instance, and the backup space increases
accordingly.

If the purchased storage space exceeds 600 GB and the available storage
space is 18 GB, the database will be set to the read-only state when the disk
is full.

If the purchased storage space is less than or equal to 600 GB and the storage
usage reaches 97%, the database is set to the read-only state.

In addition, you can set alarm rules for the storage space usage. For details, see
Configuring Alarm Rules.

For details about the causes and solutions of insufficient storage space, see High
Storage Usage

Precautions

Pricing

Scaling is available when your account balance is sufficient.

For cluster instances, only shard nodes can be scaled up, and mongos and
config nodes cannot be scaled up.

Storage space can only be scaled up. It cannot be scaled down.

If you scale up a DB instance with disks encrypted, the expanded storage
space will be encrypted using the original encryption key.

An instance cannot be scaled up if it is in any of the following statuses:
- Creating

- Changing instance class

- Adding node

-  Deleting node

- Upgrading minor version

Services are not interrupted during scaling. The storage type cannot be
changed.

A pay-per-use instance is still billed on an hourly basis after the instance is
scaled up.
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e If you scale up a yearly/monthly instance, you will pay price difference or get
a refund.

Procedure

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the cluster instance name.

Step 5 In the Node Information area on the Basic Information page, click the shard tab,
locate the shard node you want to scale, and click Scale Storage Space in the
Operation column.

Figure 5-5 Scaling up storage space

Node Information

mongos shard config

Add shard

Name/ID Status Node Class Storage Space ..  (3) Operation

shard_1

80f4eeed25f4df2bbbd76R Available Enhanced 11| 2 vCP. [ | 6.35. |scale
Jideeed 25140l d76f..

e Space | Change Instance Class | Restart

shard_2
~

262272682f04342952701 Available Enhanced Il | 2 vCP. [ ] 447 Scale Storage Space | Change Instance Class | Restart
a£222e2e821043429be70 -

Step 6 On the displayed page, specify the desired amount of space to be added and click
Next.

Figure 5-6 Scale Storage Space

Scale Storage Space @

Current Configuration

Select at least 10 GB each time you scale up the storage, and the storage size
must be multiples of 10 GB. The maximum amount of storage space is 2,000 GB.

Step 7 On the displayed page, confirm the storage space.
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For yearly/monthly DB instances

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify your settings, click Submit to go to the
payment page and complete the payment.

For pay-per-use DB instances

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify the specifications, click Submit to scale up
the storage space.

Step 8 Check the results.

This process takes about 3 to 5 minutes. The status of the DB instance in the
instance list is Scaling up.

In the upper right corner of the instance list, click C to refresh the list. The
instance status changes to Available.

In the Node Information area on the Basic Information page, click the shard
tab and check whether the scale up was successful.

--—-End

Reference

What Should | Do If Storage Usage Is Unusually High?

5.5.2 Scaling Up a Replica Set Instance

You can scale up the storage space of an instance, and the backup space increases
accordingly.

If the purchased storage space exceeds 600 GB and the available storage
space is 18 GB, the database will be set to the read-only state when the disk
is full.

If the purchased storage space is less than or equal to 600 GB and the storage
usage reaches 97%, the database is set to the read-only state.

In addition, you can set alarm rules for the storage space usage. For details, see
Configuring Alarm Rules. For details about the causes and solutions of
insufficient storage space, see High Storage Usage.

Precautions

Scaling is available when your account balance is sufficient.
Storage space can only be scaled up. It cannot be scaled down.

If you scale up a DB instance with disks encrypted, the expanded storage
space will be encrypted using the original encryption key.

An instance cannot be scaled up if it is in any of the following statuses:
- Creating
- Changing instance class
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Adding node

Deleting node
Upgrading minor version
Switchover in progress

Pricing

Procedure

e During scaling, services will not be interrupted, and the storage type cannot

be changed.

e A pay-per-use instance is still billed on an hourly basis after the instance is

scaled up.

e If you scale up a yearly/monthly instance, you will pay price difference or get

a refund.

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document

Database Service.

Step 4 On the Instances page, locate the replica set instance and choose More > Scale
Storage Space in the Operation column.

Figure 5-7 Scale Storage Space

dds_rep_40
0albdc78d7814cdcBe7at...

dds_single_40
600e0abades 4af7aciad..

dds-ce25

Name/ID |= D... DB Instance T... D.. St.. Status |= Bi... Address Operation
Pay.
Replica Sets C. W Available . mongodb://rwuser<pa., Log In | View Metric | More
Change to
Pay Yearly/Monthly
single Nodes C. W Available C’V maongodb://rwuser:<pa. Log In
Pay.
Clusters C. W Available maongodb://rwuser:<pa. Login  Change

ds7cfbf346854b88beel4..

Instance Class

Alternatively, on the Instances page, click the name of the replica set instance. In
the Storage Space area on the Basic Information page, click Scale.

Figure 5-8 Scale Storage Space
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Step 5 On the displayed page, specify the desired amount of space to be added and click
Next.

Figure 5-9 Scale Storage Space

Current Configuration

Enhanced | 1 vCPU | 4 GB
9c4badb3043d4baf8c2c1ad3364b72bain02 Pay-per-use

Ultra-high /0, 20 GB

Storage Space

[} — 30 + @
0 50 000 s00 2,000 2,500 3,000

Select at least 10 GB each time you scale up the storage, and the storage size

must be multiples of 10 GB. If a DB instance has fewer than 16 vCPUs, the

maximum storage that can be scaled up to is 2,000 GB. For an instance of 16

vCPUs or more, the maximum storage that can be scaled up to is 4,000 GB.
Step 6 On the displayed page, confirm the storage space.

e  For yearly/monthly DB instances

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify your settings, click Submit to go to the
payment page and complete the payment.

e  For pay-per-use DB instances

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify the specifications, click Submit to scale up
the storage space.

Step 7 Check the results.

e  This process takes about 3 to 5 minutes. The status of the DB instance in the
instance list is Scaling up.

e In the upper right corner of the instance list, click C to refresh the list. The
instance status changes to Available.

e In the Storage Space area on the Basic Information page, check whether the
scaling up is successful.

--—-End

Reference
What Should | Do If Storage Usage Is Unusually High?

5.5.3 Scaling Up a Read Replica

This section describes how to scale up the storage space of a read replica of a
replica set instance.
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Precautions

Pricing

Procedure

Step 1
Step 2

Step 3

Step 4
Step 5

Step 6

Step 7

e Scaling is available when your account balance is sufficient.
e Storage space can only be scaled up. It cannot be scaled down.

e If you scale up a DB instance with disks encrypted, the expanded storage
space will be encrypted using the original encryption key.

e An instance cannot be scaled up if it is in any of the following statuses:
- Creating
- Changing instance class
- Adding node
- Deleting node
- Upgrading minor version
- Switchover in progress

e During scaling, services will not be interrupted, and the storage type cannot
be changed.

e A pay-per-use instance is still billed on an hourly basis after the instance is
scaled up.

e If you scale up a yearly/monthly instance, you will pay price difference or get
a refund.

Log in to the management console.

Click 9 i the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click the replica set instance name.

In the Node Information area on the Basic Information page, locate the read
replica you want to scale up and click Scale Storage Space in the Operation
column.

On the displayed page, specify the desired amount of space to be added and click
Next.

Select at least 10 GB each time you scale up the storage, and the storage size
must be multiples of 10 GB. If a DB instance has fewer than 16 vCPUs, the
maximum storage that can be scaled up to is 2,000 GB. For an instance of 16
vCPUs or more, the maximum storage that can be scaled up to is 4,000 GB.

On the displayed page, confirm the storage space.

e  For yearly/monthly instances

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.
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- If you do not need to modify your settings, click Submit to go to the
payment page and complete the payment.

For pay-per-use instances

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify the specifications, click Submit to scale up
the storage space.

Step 8 Check the results.

This process takes about 3 to 5 minutes. The status of the DB instance in the
instance list is Scaling up.

In the upper right corner of the instance list, click C to refresh the list. The
instance status changes to Available.

--—-End

Reference

What Should | Do If Storage Usage Is Unusually High?

5.5.4 Scaling Up a Single Node Instance

This section describes how to scale up the storage space of an instance. If you
scale up the storage space of an instance, the backup space increases accordingly.

If the purchased storage space exceeds 600 GB and the available storage
space is 18 GB, the database will be set to the read-only state when the disk
is full.

If the purchased storage space is less than or equal to 600 GB and the storage
usage reaches 97%, the database is set to the read-only state.

In addition, you can set alarm rules for the storage space usage. For details, see
Configuring Alarm Rules.

For details about the causes and solutions of insufficient storage space, see High
Storage Usage

Precautions

Scaling is available when your account balance is sufficient.
Storage space can only be scaled up. It cannot be scaled down.

If you scale up a DB instance with disks encrypted, the expanded storage
space will be encrypted using the original encryption key.

An instance cannot be scaled up if it is in any of the following statuses:
- Creating

- Changing instance class

- Deleting node

- Upgrading minor version

Services are not interrupted during scaling. The storage type cannot be
changed.
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Pricing
e A pay-per-use instance is still billed on an hourly basis after the instance is
scaled up.

e If you scale up a yearly/monthly instance, you will pay price difference or get
a refund.

Procedure

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, locate the single node instance and choose More > Scale
Storage Space in the Operation column.

Figure 5-10 Scale Storage Space

Name/ID | D.. DB instance Type D.. St. Status | Bi.. Address Operation

dds_rep_40

Pay-
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Alternatively, on the Instances page, click the name of the single node instance. In
the Storage Space area on the Basic Information page, click Scale.

Figure 5-11 Scale
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Step 5 On the displayed page, specify the desired amount of space to be added and click
Next.
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Figure 5-12 Scale Storage Space

Scale Storage Space @

Select at least 10 GB each time you scale up the storage, and the storage size

must be multiples of 10 GB. The maximum amount of storage space is 1,000 GB.
Step 6 On the displayed page, confirm the storage space.

e  For yearly/monthly DB instances

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify your settings, click Submit to go to the
payment page and complete the payment.

e  For pay-per-use DB instances

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify the specifications, click Submit to scale up
the storage space.

Step 7 Check the results.

e This process takes about 3 to 5 minutes. The status of the DB instance in the
instance list is Scaling up.

e In the upper right corner of the DB instance list, click © to refresh the list.
The instance status changes to Available.

e In the Storage Space area on the Basic Information page, check whether the
scaling up is successful.

--—-End

Reference

What Should | Do If Storage Usage Is Unusually High?

5.6 Changing an Instance Class
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5.6.1 Changing a Cluster Instance Class

This section describes how to change the class of a cluster instance.

Change Rules

Table 5-2 lists the specifications to which each instance specification can be
changed. Exercise caution when performing this operation. Once the instance
specification is changed, it cannot be changed back again.

Table 5-2 Change rules

Original Target Specification Supported

Specification

General-purpose General-purpose v
Enhanced X
Enhanced Il v

Enhanced General-purpose v
Enhanced X
Enhanced Il v

Enhanced I General-purpose X
Enhanced X
Enhanced Il v

{11 NOTE

Vv indicates that an item is supported, and x indicates that an item is not supported.

Precautions
e An instance cannot be deleted while its instance class is being changed.

e When the instance class is being changed, a primary/secondary switchover
may occur once or twice and the database connection will be interrupted
each time for up to 30s. You are advised to change the specifications during
off-peak hours to reduce impacts and ensure that the service system of your
client can reconnect to the database if the connection is interrupted.

e After the class of a cluster instance is changed, the system will change the
value of net.maxincomingConnections accordingly.

Pre-check Items for Instance Class Change

e The instance status and the status of the node whose specifications are to be
changed are normal.

e The primary/standby replication delay does not exceed 20s. (This pre-check
item applies only to shard and config nodes.)
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Pricing
e Instances billed on a pay-per-use basis are still billed based on the time used
after the instance class is changed.

e If you change the class of a yearly/monthly instance, you will either pay for
the difference or receive a refund.

- If the price of the new instance class is higher than that of the original
instance class, you need to pay for the price difference based on the used
resource period.

- If the price of the new instance class is lower than that of the original
instance class, you will be refunded the difference based on the used
resource period. The refund will be sent to your account. You can click
Billing Center in the upper right corner of the console to view your
account balance.

Changing mongos Class

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the cluster instance name.

Step 5 In the Node Information area on the Basic Information page, click the mongos
tab, locate the mongos node, and click Change Instance Class in the Operation
column.

Figure 5-13 Changing mongos class
Node Information

mongos shard config

Add mongos

NamefID Status MNode Class AZ Private |P Address EIP Operation

dds-ce25_mongos_node_1
000e813fb5574c2f9697d6e

Av Enhanced l..  azd 192.166.18.91 @ Unbou..

Av. Enhanced | azd 192.168.17.67 @ Unbou Change Instance Class | Restart | More +

Step 6 On the displayed page, select the required specifications and new instance class
and click Next.
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Step 7

Step 8

Figure 5-14 Changing mongos class

Change Instance Class ®

0.33 USD/hour ®

On the displayed page, confirm the instance class.
e If you need to modify your settings, click Previous.
e For pay-per-use instances

If you do not need to modify your settings, click Submit to change the
instance class. After the specifications are changed, you are still charged on
an hourly basis.

e  For yearly/monthly instances

- If you intend to scale down the instance class, click Submit. The refund is
automatically returned to your account.

- If you intend to scale up the instance class, click Pay Now. The scaling
starts only after the payment is successful.

View the results.

e When the instance class is being changed, the status displayed in the Status
column is Changing instance class. This process takes about 10 minutes.

e In the upper right corner of the instance list, click © to refresh the list. The
instance status changes to Available.

e In the Node Information area on the Basic Information page, click the
mongos tab and view the new instance class.

--—-End

Changing shard Class

Step 1
Step 2

Step 3

Step 4

Log in to the management console.

Click 9 i the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click the cluster instance name.
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Step 5

Step 6

In the Node Information area on the Basic Information page, click the shard tab,
locate the shard, and click Change Instance Class in the Operation column.

Figure 5-15 Changing shard Class

Node Information

Name/ID Status Node Class Storage Space Usage () Operation

v Available Enhanced Il | 2vCPUs | 4 GB

o sher available Enhanced | 2vCPUS | 4 GB Change Instance Class | Restart

On the displayed page, select the required specifications and new instance class
and click Next.

(10 NOTE

The time required depends on the number of instance nodes whose specifications are to be
changed. It takes about 5 to 10 minutes for each node. When the instance class is being
changed, a primary/secondary switchover may occur once or twice and the database
connection will be interrupted each time for up to 30s. Before the specification change,
learn about Pre-check Items for Instance Class Change. You are advised to change the
specifications during off-peak hours to reduce impacts and ensure that the service system
of your client can reconnect to the database if the connection is interrupted.

Figure 5-16 Changing shard class
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Step 7 On the displayed page, confirm the instance class.

e If you need to modify your settings, click Previous.
e  For pay-per-use instance

If you do not need to modify your settings, click Submit to change the
instance class. After the specifications are changed, you are still charged on
an hourly basis.

e  For yearly/monthly instance:

- If you intend to scale down the instance class, click Submit. The refund is
automatically returned to your account.

- If you intend to scale up the instance class, click Pay Now. The scaling
starts only after the payment is successful.
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Step 8 View the results.

e When the instance class is being changed, the status displayed in the Status
column is Changing instance class. This process takes about 25 to 30
minutes.

(10 NOTE

High database load increases the specification change duration. You are advised to
change the specifications during off-peak hours to reduce impacts.

e In the upper right corner of the instance list, click © to refresh the list. The
instance status changes to Available.

e Go to the Basic Information page of the cluster instance you scaled up, click
the shard tab in the Node Information area, and view the new instance
class.

--—-End

Changing config class

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the cluster instance name.

Step 5 In the Node Information area on the Basic Information page, click the config
tab, locate the config node, and click Change Instance Class in the Operation
column.

Figure 5-17 Changing config class

Node Information

Status Node Class Storage Space Usage (3)

Available Enhanced | 2 vCPUs | 4 GB 038% 0.08/20 GB

Step 6 On the displayed page, select the required specifications and new instance class
and click Next.

(11 NOTE

The time required depends on the number of instance nodes whose specifications are to be
changed. It takes about 5 to 10 minutes for each node. When the instance class is being
changed, a primary/secondary switchover may occur once or twice and the database
connection will be interrupted each time for up to 30s. Before the specification change,
learn about Pre-check Items for Instance Class Change. You are advised to change the
specifications during off-peak hours to reduce impacts and ensure that the service system
of your client can reconnect to the database if the connection is interrupted.
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Figure 5-18 Changing config class
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Step 7 On the displayed page, confirm the instance class.

If you need to modify your settings, click Previous.
For pay-per-use instances

If you do not need to modify your settings, click Submit to change the
instance class. After the specifications are changed, you are still charged on
an hourly basis.

For yearly/monthly instances

- If you intend to scale down the instance class, click Submit. The refund is
automatically returned to your account.

- If you intend to scale up the instance class, click Pay Now. The scaling
starts only after the payment is successful.

Step 8 View the results.

When the instance class is being changed, the status displayed in the Status
column is Changing instance class. This process takes about 25 to 30
minutes.

(10 NOTE

High database load increases the specification change duration. You are advised to
change the specifications during off-peak hours to reduce impacts.

In the upper right corner of the instance list, click C to refresh the list. The
instance status changes to Available.

Go to the Basic Information page of the cluster instance you scaled up, click
the config tab in the Node Information area, and view the new instance
class.

--—-End

Reference

How Do | Solve the High CPU Usage Issue?
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5.6.2 Changing a Replica Set Instance Class

This section describes how to change the class of a replica set instance.

Change Rules

Table 5-3 lists the specifications to which each instance specification can be
changed. Exercise caution when performing this operation. Once the instance
specification is changed, it cannot be changed back again.

Table 5-3 Change rules

Original Target Specification Supported

Specification

General-purpose General-purpose v
Enhanced X
Enhanced Il v

Enhanced General-purpose v
Enhanced X
Enhanced Il v

Enhanced I General-purpose X
Enhanced X
Enhanced Il v

{11 NOTE

Vv indicates that an item is supported, and x indicates that an item is not supported.

Precautions
e A DB instance cannot be deleted while its instance class is being changed.

e When the CPU or memory of a replica set instance is changed, the read
replica class is not changed.

e When the instance class is being changed, a primary/secondary switchover
may occur once or twice and the database connection will be interrupted
each time for up to 30s. You are advised to change the specifications during
off-peak hours to reduce impacts and ensure that the service system of your
client can reconnect to the database if the connection is interrupted.

e After the class of a replica set instance is changed, the system will change the
value of net.maxincomingConnections accordingly.

Pre-check Items for Instance Class Change

e The instance status and the status of the node whose specifications are to be
changed are normal.
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e The primary/standby replication delay does not exceed 20s.

Billing
e Instances in pay-per-use mode are still charged based on the time used after
the instance class is changed.

e If you change the class of a yearly/monthly instance, you will either pay for
the difference or receive a refund.

- If the price of the new instance class is higher than that of the original
instance class, you need to pay for the price difference based on the used
resource period.

- If the price of the new instance class is lower than that of the original
instance class, you will be refunded the difference based on the used
resource period. The refund will be sent to your account. You can click
Billing Center in the upper right corner of the console to view your
account balance.

Procedure

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, locate the replica set instance and choose More > Change
Instance Class in the Operation column.

Figure 5-19 Change Instance Class
Name/ID |= [k DB Instance T.. D... St. Status |= Bi..  Address Operation

dds_rep_40 A S . ol Pay ‘ l
i a Set W Availa ngodb://rwur a Log View Metric | More «

0a1bdc72d7814cdcBeTa6 eplica Sets v Available o mongodb://rwuser-<p; g In | Vi
Change to

Yearly/Monthly

dds_single_40 ~ Pay
Single Nodes C. W, Available or mongodb://rwuser<pa.. Log In
Scale Storage

Space

600e0abage814af7ac1ad

dds-ce25 st c bl Pay ‘ =
Cluster: - W Availa ngodb://rwuser:<pa.. Log '-
d57cIbf346854b88bse14 sters v Available cr. mongodby//rwuser:<p g In

Alternatively, on the Instances page, click the name of the replica set instance. In
the DB Information area on the Basic Information page, click Change to the
right of the Node Class field.
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Figure 5-20 Change
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Step 5 On the displayed page, select the required specifications and new instance class
and click Next.

(11 NOTE

The time required depends on the number of instance nodes whose specifications are to be
changed. It takes about 5 to 10 minutes for each node. When the instance class is being
changed, a primary/secondary switchover may occur once or twice and the database
connection will be interrupted each time for up to 30s. Before the specification change,
learn about Pre-check Items for Instance Class Change. You are advised to change the
specifications during off-peak hours to reduce impacts and ensure that the service system
of your client can reconnect to the database if the connection is interrupted.

Figure 5-21 Change Instance Class

Change Instance Class @

caing $0.15 USDmour @

Step 6 On the displayed page, confirm the instance class.

If you need to modify your settings, click Previous.
For pay-per-use instances

If you do not need to modify your settings, click Submit to change the
instance class. After the specifications are changed, you are still charged on
an hourly basis.
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e  For yearly/monthly instances

- If you intend to scale down the instance class, click Submit. The refund is
automatically returned to your account.

- If you intend to scale up the DB instance class, click Pay Now. The scaling
starts only after the payment is successful.

Step 7 View the results.

e When the instance class is being changed, the status displayed in the Status
column is Changing instance class. This process takes about 25 to 30
minutes.

(11 NOTE

High database load increases the specification change duration. You are advised to
change the specifications during off-peak hours to reduce impacts.

e In the upper right corner of the instance list, click C to refresh the list. The
instance status changes to Available.

e Go to the Basic Information page of the replica set instance you scaled up
and check whether the scaling up is successful in the DB Information area.

--—-End

Reference
How Do | Solve the High CPU Usage Issue?

5.6.3 Changing a Single Node Instance Class

This section describes how to change the class of your single node instance.

Change Rules

Table 5-4 lists the specifications to which each instance specification can be
changed. Exercise caution when performing this operation. Once the instance
specification is changed, it cannot be changed back again.

Table 5-4 Change rules

Original Target Specification | Supported

Specification

General-purpose General-purpose v
Enhanced X
Enhanced Il v

Enhanced General-purpose v
Enhanced X
Enhanced Il v

Enhanced I General-purpose x
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Original Target Specification Supported
Specification
Enhanced x
Enhanced Il v

(11 NOTE

+ indicates that an item is supported, and x indicates that an item is not supported.

Precautions
e An instance cannot be deleted while its instance class is being changed.

e Services will be interrupted for 5 to 10 minutes when you change the instance
class, so you are advised to perform these operations during off-peak hours.
After the restart is complete, the cached memory will be automatically
cleared. The instance needs to be warmed up to prevent congestion during
peak hours.

e After the class of a single node instance is changed, the system will change
the value of net.maxlncomingConnections accordingly.

Pre-check Items for Instance Class Change
e The DB instance is in the Available status.

Billing
e Instances billed on a pay-per-use basis are still billed based on the time used
after the instance class is changed.

e If you change the class of a yearly/monthly instance, you will either pay for
the difference or receive a refund.

- If the price of the new instance class is higher than that of the original
instance class, you need to pay for the price difference based on the used
resource period.

- If the price of the new instance class is lower than that of the original
instance class, you will be refunded the difference based on the used
resource period. The refund will be sent to your account. You can click
Billing Center in the upper right corner of the console to view your
account balance.

Procedure

Step 1 Log in to the management console.

Step 2 Click in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.
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Step 4 On the Instances page, locate the single node instance and choose More >
Change Instance Class in the Operation column.

Figure 5-22 Change Instance Class
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Alternatively, on the Instances page, click the name of the single node instance. In
the DB Information area on the Basic Information page, click Change to the
right of the Node Class field.

Figure 5-23 Change Instance Class
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Step 5 On the displayed page, modify required parameters and click Next.

Figure 5-24 Change Instance Class
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Step 6 On the displayed page, confirm the instance class.
e If you need to modify your settings, click Previous.
e  For pay-per-use instances
If you do not need to modify your settings, click Submit to change the
instance class. After the specifications are changed, you are still charged on
an hourly basis.
e  For yearly/monthly instances
- If you intend to scale down the instance class, click Submit. The refund is
automatically returned to your account.
- If you intend to scale up the instance class, click Pay Now. The scaling
starts only after the payment is successful.
Step 7 View the results.
e When the instance class is being changed, the status displayed in the Status
column is Changing instance class. This process takes about 10 minutes.
(11 NOTE
High database load increases the specification change duration. You are advised to
change the specifications during off-peak hours to reduce impacts.
e In the upper right corner of the instance list, click C to refresh the list. The
instance status changes to Available.
e Go to the Basic Information page of the single node you scaled up and check
whether the scaling process is successful in the Configuration area.
----End
Reference

How Do | Solve the High CPU Usage Issue?

5.7 Changing Cluster Instance Nodes

5.7.1 Adding Cluster Instance Nodes

Precautions

As service data increases, the number of current database nodes cannot meet the
service requirements. In this case, you can add more nodes to the instance.

e To add nodes, instance status must be Available, Deleting backup, or
Checking restoration.

e Nodes cannot be added to a DB instance that is being backed up.
e A DB instance cannot be deleted while nodes are being added.

Pricing Details

e A pay-per-use instance is still billed on an hourly basis after new nodes are
added.
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e If you add nodes to a yearly/monthly instance, you will pay price difference or
get a refund.

Adding mongos Nodes

Step 1
Step 2

Step 3

Step 4
Step 5

Step 6

Step 7

Log in to the management console.

Click 0 in the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click the cluster instance name.

On the mongos tab in the Node Information area, click Add mongos.

Figure 5-25 Node information

Node Information

Name/ID Status Node Class AZ Private IP Address EP Operation

e Available Enhanced Il | 2vCPUS | .. azé ® Unbound Change Instance Class | Restart | More v

Avallable Enhanced Il | 2vCPUs | azd ® Unbound Change Instance Class | Restart | More v

On the displayed page, specify Node Class, Nodes, and Parameter Template and
click Next.

Figure 5-26 Adding mongos Nodes

Add mongos @

A Community Edition cluster instance supports up to 32 mongos nodes.

On the displayed page, confirm the node configuration information.
e Yearly/Monthly

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.
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- If you do not need to modify your settings, click Submit to go to the
payment page and complete the payment.

e Pay-per-use

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify your settings, click Submit to add the
nodes.

Step 8 View the results.

e In the upper right corner of the DB instance list, click

e This process takes about 10 to 15 minutes. During that time, the status of the

DB instance in the instance list is Adding node.

to refresh the list.
The instance status changes to Available.

e On the mongos tab in the Node Information area, view the information

about the node you added.

e |If the mongos fail to be added, you can revert them in batches or delete them

one by one. For details, see section Reverting Cluster Instance Nodes.

--—-End

Adding shard Nodes

Step 1

Step 2

Step 3

Step 4
Step 5

Log in to the management console.

Click 0 in the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instance Management page, click the target cluster instance.

On the shard tab in the Node Information area, click Add shard.

Figure 5-27 Node information

Node Information
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Step 6 Specify Node Class, Storage Space, Nodes, and Parameter Template and click

Next.
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Figure 5-28 Add shard

Add shard @
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e The storage space you applied for will include the system overhead required
for inode, reserved block, and database operation. The storage space must be
a multiple of 10.

e A Community Edition cluster instance supports up to 32 shard nodes.

Step 7 On the displayed page, confirm the node configuration information.
e Yearly/Monthly

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify your settings, click Submit to go to the
payment page and complete the payment.

e Pay-per-use

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify your settings, click Submit to add the
nodes.
Step 8 View the results.

e This process takes about 10 to 15 minutes. The status of the DB instance in
the instance list is Adding node.

e In the upper right corner of the DB instance list, click to refresh the list.
The instance status changes to Available.

e On the shard tab in the Node Information area, view the information about
the node you added.

e If shard addition fails, you can rolls back the operation in batches or delete
shards one by one. For details, see Reverting Cluster Instance Nodes.

--—-End

5.7.2 Reverting Cluster Instance Nodes

This section describes how to rollback a failed node addition.
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Reverting Nodes in Batches

Step 1 Log in to the management console.

Step 2 Click in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, locate the cluster instance to which nodes fail to be added
and choose More > Revert in the Operation column.

Step 5 In the displayed dialog box, click Yes.

During the rollback, the instance status is Deleting node. This process takes about
1 to 3 minutes.

----End

Deleting a Single Node

Step 1 Log in to the management console.

Step 2 Click in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the cluster instance to which the node fails to be
added.

Step 5 In the Node Information area on the Basic Information tab, click the mongos or
shard tab, locate the mongos node, shard node, or read replica that fails to be
added, and click Delete.

Step 6 In the displayed dialog box, click Yes.

During deletion, the node status is Deleting node. This process takes about 1 to 3
minutes.

--—-End

5.8 Changing Replica Set Instance Nodes

5.8.1 Adding Replica Set Instance Nodes

DDS allows you to scale out a three-node replica set instance to up to five or even
seven nodes. All newly added nodes are secondary nodes and support primary/
secondary switchovers, improving data reliability.

Precautions

e To add nodes, instance status must be Available, Deleting backup, or
Checking restoration.
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Pricing Details

Procedure

A DB instance cannot be deleted while nodes are being added.

If there are any newly added standby nodes, they will be unable to participate
in this switchover. When you add a new standby node, the HA connection
address needs to be reconfigured, and the new node is frozen for 12 hours.

Nodes cannot be manually deleted.

A pay-per-use instance is still billed on an hourly basis after new nodes are
added.

If you add nodes to a yearly/monthly instance, you will pay price difference or
get a refund.

Step 1 Log in to the management console.

Step 2 Click Y i the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the replica set instance name.

Step 5 In the Node Information area on the Basic Information page, click Change
Secondary Nodes.

Step 6 Specify Total Nodes and click Next.

Figure 5-29 Selecting the number of nodes
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You can add five or seven nodes.

Step 7 On the displayed page, confirm the node configuration information.

For yearly/monthly DB instances

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.
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- If you do not need to modify your settings, click Submit to go to the
payment page and complete the payment.

e For pay-per-use DB instances

- If you need to modify your settings, click Previous to go back to the page
for you to specify details.

- If you do not need to modify your settings, click Submit to add the
nodes.
Step 8 View the result of adding nodes.

e When a node is being added, the status of the instance is Adding node. The
entire process takes about 15 minutes.

e In the Node Information area, view the information about the nodes you
added.

--—-End

5.8.2 Adding Read Replicas to a Replica Set Instance

Read replicas enhance read capabilities and reduce load on your instances. After
a DDS replica set instance is created, you can create read replicas based on service
requirements. To connect to a read replica, see Connecting to a Read Replica
Using Mongo Shell.

Constraints
e To use this function, contact customer service to apply for the required
permission.
e The version of a replica set instance must be 3.4, 4.0, or 4.2.
e Nodes cannot be added to an instance that is being backed up.
e An instance cannot be deleted when one or more nodes are being added.
Precautions
e A maximum of five read replicas can be added to a replica set instance.
e The read replica uses the same specifications as the primary node and
automatically synchronizes data from the primary node.
Procedure

Step 1 Log in to the management console.

Step 2 Click Y in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the replica set instance.

Step 5 In the Node Information area on the Basic Information page, click Add Read
Replicas.

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. 80


https://support.huaweicloud.com/eu/productdesc-dds/dds_readonly.html
https://support.huaweicloud.com/eu/qs-dds/dds_02_0073.html
https://support.huaweicloud.com/eu/qs-dds/dds_02_0073.html

Document Database Service
User Guide 5 Instance Modifications

Figure 5-30 Creating a read replica

Node Information
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Step 6 On the Add Read Replicas page, specify the number of nodes and delay, and click
Next.

Figure 5-31 Creating read replicas

Add Read Replicas @

Step 7 On the displayed page, confirm the node configuration information.

e If you need to modify your settings, click Previous to go back to the page for
you to specify details.

e If you do not need to modify your settings, click Submit to add nodes.

Step 8 View the results.

e When nodes are added, the status of the instance is Adding read replicas.
The entire process takes about 15 minutes.

e In the Node Information area, view the information about the nodes you
added.

e C(lick View Delay in the Operation column to view the delay of the current
node.

----End

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. 81



Document Database Service
User Guide 5 Instance Modifications

5.8.3 Manually Switching the Primary and Secondary Nodes of
a Replica Set

A replica set consists of the primary node, secondary node, and hidden node.
Primary and secondary nodes allow access from external services by providing IP
addresses. Hidden nodes are only used for backing up data. When a primary node
becomes faulty, the system automatically selects a new primary node to ensure
high availability. DDS supports primary/secondary switchovers for scenarios such
as disaster recovery.

Precautions

e To perform a switchover, the instance status needs to be Available, Changing
to yearly/monthly, and Changing a security group.

e The database connection may be interrupted during the switchover. Ensure
that your client supports reconnection.

e If there are any newly added standby nodes, they will be unable to participate
in this switchover. When you add a new standby node, the HA connection
address needs to be reconfigured, and the new node is frozen for 12 hours.

e The longer the delay for primary/secondary synchronization, the more time is
needed for a primary/secondary switchover. If the primary to secondary
synchronization delay exceeds 300s, primary/secondary switchover is not
supported. For details about the synchronization delay, see What Is the Time
Delay for Primary/Secondary Synchronization in a Replica Set?

Procedure

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the replica set instance.

Step 5 In the Node Information area on the Basic Information page, click Switch.

Figure 5-32 Performing a primary/standby switchover

Node Information

Add Secondary Nodes Add Read Replicas
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Step 6 In the displayed dialog box, click Yes.

Step 7 Check the result.

e During the switchover process, the DB instance status changes to Switchover
in progress. After the switchover is complete, the status is restored to
Available.
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e In the Node Information area, you can view the switchover result.

e After the switchover, the previous primary node becomes the secondary node.
You need to reconnect to the primary node. For details, see Connecting to a
DB Instance.

--—-End

5.9 Configuring the Maintenance Window

Precautions

Procedure

Step 1
Step 2

Step 3

Step 4

Step 5

During a maintenance window, Huawei Cloud O&M personnel perform
maintenance operations on the instance. To prevent service interruptions, set the
maintenance window to off-peak hours.

The default maintenance window is 02:00-06:00 but you can change it if needed.

e Before maintenance is performed, DDS will send SMS and email notifications
to the contact person you specified in the HUAWEI CLOUD account.

e During the maintenance window, the DB instance will be intermittently
disconnected for once or twice. Ensure that your applications support
automatic reconnection.

e Changing the maintenance window does not affect the execution of tasks
that have been scheduled.

Log in to the management console.

Click 9 i the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click the instance name. In the DB Information area on
the Basic Information page, click Change in the Maintenance Window field.

Figure 5-33 Changing the maintenance window

DB Information
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In the displayed dialog box, select an interval and a maintenance window, and
click OK.
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Figure 5-34 Changing the maintenance window

Change Maintenance Window
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Maintenance Window 02-:00 — 05200 v
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--—-End

5.10 Changing an AZ

You can migrate an instance to any AZ in the same region.

Precautions

Clusters and replica sets can be migrated between AZs.

Instances deployed across AZs and associated with an IPv6 subnet do not
support this operation.

Inactive standby nodes and read replicas in a replica set instance do not
support this operation.

Services will be interrupted for up to 60 seconds while the AZ is being
changed. The time required to change an AZ depends on the amount of data
to be migrated. The entire migration process may take up to an hour. You are
advised to use an HA connection to access the instance or configure your
client to automatically reconnect to the instance.

For details about regions and AZs, see Regions and AZs.

Supported Migration Types and Scenarios

Table 5-5 Supported migration types and scenarios

Migration Type | Scenario

Migrating data | DDS instances can be migrated to the AZ to which the ECS

from one AZ to | belongs. DDS instances and ECS in the same AZ can be

another AZ connected through a private network with lower network
latency.
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Procedure

Step 1
Step 2

Step 3

Step 4
Step 5

Step 6
Step 7

Migration Type | Scenario

Migrating data | The instance disaster recovery capability needs to be
from a single improved.
AZ to multiple

AZs

Log in to the management console.

Click 0 in the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click the instance name.

In the DB Information area on the Basic Information page, click Change to the
right of the AZ field.

On the displayed page, select a desired AZ and click OK.

On the Instances page, check the changed AZ.
e During the changes, the instance status is Changing AZ.

e In the upper right corner of the instance list, click C to refresh the list. After
the migration is complete, the instance status will become Available.

e In the DB Information on the Basic Information page, view the new AZ
where the DB instance is deployed.

--—-End
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Data Backups

6.1 Backup Principles and Solutions

DDS instances support automated and manual backups. You can periodically back
up databases. If a database is faulty or data is damaged, you can restore the
database using backup files to ensure data reliability.

Backup Principles
e Cluster instance

A cluster instance consists of a config node, and multiple mongos and shard
nodes. The config node is used to store the configuration information of a
cluster instance, and the shard node is used to store data of a cluster
instance. Backing up a cluster instance means that data on the config and
shard nodes is backed up separately. As shown in Figure 6-1, the config and
shard nodes in a cluster instance are backed up to their own hidden nodes.
The backup process occupies certain CPU and memory resources of the
hidden nodes. During the backup, the CPU usage, memory usage, and
primary/standby delay of the hidden node increase slightly, which is normal.
The backup files on the hidden nodes will then be compressed and stored in
OBS, and the storage space of the instance will not be occupied.
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Figure 6-1 Cluster backup principle
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As shown in Figure 6-2, replica set instance data is backed up on hidden
nodes. The backup process occupies certain CPU and memory resources of the
hidden node. During the backup, the CPU usage, memory usage, and primary/
standby delay of the hidden node increase slightly, which is normal. The
backup files on the hidden nodes will then be compressed and stored in OBS,
and the storage space of the instance will not be occupied.

Figure 6-2 Replica set backup principle

Single node instance:

Single-node instance backup is performed on only one node. The backup file
is stored in OBS as a package, which does not occupy the storage of the
instance.

NOTICE

A single node instance is backed up using mongodump. During the backup,
CPU and memory resources of the node are occupied. If the resources are
insufficient, the backup fails. You are advised to migrate the single-node
instance data to a replica set instance for backup.
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Figure 6-3 Single-node instance backup principle
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Backup and Restoration Solution

Table 6-1 describes how to back up and download backup files.

Table 6-1 Backup solutions

Task Method Supported Scenario
Type Instance Type
Backing | Automated Cluster, replica | You can perform automated
up data | backup set, single node | backup for DDS instances on
the management console.
Incremental Cluster and You can perform incremental
backup replica set backup for DDS instances on
the management console.
Remote Cluster, replica | You can perform cross-region
backup set, single node | backup on the DDS console.
Manual Cluster, replica | You can perform manual
backup set, single node | backup for DDS instances on
the management console.
mongodump | Cluster, replica | You can use the backup and
set, single node | restoration tool provided by
the MongoDB client to back
up your self-built MongoDB
database or MongoDB
database on the cloud.
mongoexport | Cluster, replica | You can use the backup and
set, single node | restoration tool provided by
the MongoDB client to back
up your self-built MongoDB
database or MongoDB
database on the cloud.
Downlo | OBS Browser+ | Cluster, replica | If the size of a backup file is
ading a set, single node | greater than 400 MB, use
backup OBS Browser+ to download
file the file.
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Task Method Supported Scenario
Type Instance Type
Browser Replica set and | You can directly download
single node backup files using a browser.
URL Cluster, replica | You can download backup
set, single node | files in a new browser
window, or using Xunlei or
Wget.

e For details about the DDS restoration scheme, see Solutions.

6.2 Configuring an Automated Backup Policy

DDS backs up data automatically based on the automated backup policy you set.
You are advised to regularly back up data in your database. If the database
becomes faulty or data is damaged, you can restore it with the backup.

The automated backup policy for DDS is enabled by default. After an instance is
created, you can modify or disable the automated backup policy as required.

The default automated backup policy is as follows:

e  Retention period: 7 days

e Time window: The default time window is a random time window within 24
hours, for example, 01:00-02:00. The backup time is in UTC format.

e  Backup cycle: Each day of the week.

Once the automated backup policy is enabled, a full backup is triggered
immediately. After that, full backups will be created based on the backup window
and backup cycle you specify. When an instance is being backed up, data is copied
and then compressed and uploaded to OBS. The length of time the backup data is
kept for depends on the backup retention period you configure. The backup
duration depends on the amount of data, and the average backup speed is 60
MB/s. After the automated backup policy is enabled, an incremental backup is
automatically performed every 5 minutes for replica set instances to ensure data
reliability. If the incremental backup function is required for cluster instances, you
need to manually enable it.

Automated Backup Description
e  Backup type

- Full backup: All data is backed up even if no data is updated since the
last backup.

- Incremental backup: Incremental backup is used to back up the data
newly added or modified since the last full or incremental backup. DDS
automatically backs up the updated data every 5-60 minutes since the
last automated or incremental backup was made.

e Backup mode
- Physical: Data is copied from physical disks.
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- Snapshot: The data status at a particular point in time is retained.
e Table 6-2 lists the automated backup methods supported by DDS.

Table 6-2 Backup methods

Instance Type Backup Mode Backup Type
Cluster Physical backup e Full backup

e Incremental backup
Replica set Physical backup e Full backup

e Incremental backup
Single node Physical backup Full backup
NOTE

Single node instances
apply to only a few
scenarios. You are
advised to use a single
node instance only for
learning.

Pricing
e  You can check your expenditure records for DDS backup fees by going to
Billing Center > Bills.

Precautions
e The backup process does not affect services.

e DDS checks existing automated backup files. If the retention period of a file
exceeds the backup retention period you set, DDS will delete the file.

e After the backup policy is modified, an automated backup will be triggered
based on the new backup policy. The retention period of the previously
generated automated backups remains unchanged.

e Single node instances do not support incremental backup.

Enabling or Modifying an Automated Backup Policy

Step 1 Log in to the management console.

Step 2 Click in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the instance name.

Step 5 In the navigation pane on the left, choose Backups & Restorations.
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Step 6 On the Backups & Restorations page, click Set Backup Policy. If you want to

. Once enabled, the backup policy

enable the automated backup policy, click
can be modified as shown in Figure 6-4.

Figure 6-4 Set Backup Policy

Set Backup Policy

0 Once the automated backup policy is enabled, a full backup is friggered immediately. After that, full backups

will be created based on the backup window and backup cycle you specify. When a DE instance is being

backed up, data is copied and then compressed and uploaded to OBS at an average speed of 60 MB/s. You

can set the backup retention days as required.

Automated Backup

Incremental Backup

Retention Period

Time Zone

Time Window

Backup Cycle

Backup Method

«@©

— 7 +
GMT+08:00
00:00-01:00 b
Al
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Physical o

Cancel

Table 6-3 Parameter description

Parameter

Description

(days)

Retention Period

e Retention Period refers to the number of days that data
is kept. You can increase the retention period if needed.

e The backup retention period is from 1 to 732 days.

e If you shorten the retention period, the new backup
policy takes effect for all backup files. Any backup files
that have expired, based on a newly configured retention
period, will be deleted, but the latest expired backup file
will be retained.

Time Zone

The default backup time zone is the UTC time.

Time Window

The backup interval is one hour. You are advised to set the
backup window to an off-peak period.
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Parameter Description

Backup Cycle e If you set the retention period to 1 to 6 days, data is
automatically backed up each day of the week and the
backup cycle cannot be changed.

e If you set the retention period to 7 to 732 days, you
must select at least one day of the week for the backup
cycle.

Backup Method e Physical: Data is copied from physical disks.

e Snapshot: The data status at a particular point in time is
retained.

Step 7 Click OK to save the changes.

Step 8 View the results.

e During the creation of an automated backup, you can query the backup
status on the Backups page or the Backups & Restorations tab. The backup
status is Backing up.

e In the upper right corner of the backup list, click C to refresh the list. The
backup status changes to Complete. The backup type is Automated and the
backup method is Physical.

--—-End

Disabling an Automated Backup Policy

NOTICE

When disabling the automated backup policy:
e Your data cannot be backed up.

e Your replica set instances cannot be restored to a specified point in time.

e If you choose to delete all the existing automated backup when disabling the
automated backup policy, related restoration or download operations will fail.

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the instance name.
Step 5 In the navigation pane on the left, choose Backups & Restorations.
Step 6 On the Backups & Restorations page, click Set Backup Policy. On the displayed

page, click D to disable the automated backup policy. Figure 6-5 shows the
dialog box for modifying the backup policy.

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. 92



Document Database Service
User Guide 6 Data Backups

Figure 6-5 Set Backup Policy

Set Backup Policy

6 Once the automated backup policy is enabled, a full backup is friggered immediately. After that, full backups
will be created based on the backup window and backup cycle you specify. When a DE instance is being
backed up, data is copied and then compressed and uploaded to OBS at an average speed of 60 MB/s. You
can set the backup retention days as reguired.

Automated Backup

Delete automated backups

Retention Period

Time Zone GMT+08:00
Time Window

Backup Cycle

Backup Method

You can determine whether to delete all automated backup files:

e If you do not select Delete automated backups, all backup files within the
retention period will be retained, but you can still delete them manually. For
details, see section Deleting an Automated Backup.

e If you select Delete automated backups, all backup files within the retention
period will be deleted.

If you shorten the retention period, the new backup policy takes effect for all
backup files. Any backup files that have expired, based on a newly configured
retention period, will be deleted, but the latest expired backup file will be retained.

Step 7 Click OK.
{10 NOTE

e If automated backups are disabled, any automated backups in progress stop
immediately.

e After automated backups are disabled, incremental backups are disabled by default.
e If you need to enable the automated backup policy again, see Enabling or Modifying
an Automated Backup Policy.

--—-End
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6.3 Configuring an Incremental Backup Policy

Incremental backup is used to back up the data newly added or modified since the
last full or incremental backup. DDS automatically backs up the updated data
every 5-60 minutes since the last automated or incremental backup was made.

When you create a DDS DB instance, incremental backup is enabled by default for
all DB instances except DB instances with fewer than 4 vCPUs. You can enable or
disable the backup policy after an instance is created. For details, see Enabling or
Modifying an Incremental Backup Policy and Disabling the Incremental
Backup Policy.

Prerequisites

Before enabling the incremental backup policy, ensure that the automated backup
policy has been enabled. For details, see Enabling or Modifying an Automated
Backup Policy.

Constraints
e  Only cluster instances support this function.

e To minimize the impact of incremental backup on instances, incremental
backup is disabled by default for DB instances with fewer than 4 vCPUs.

e Incremental backup stops in any of the following scenarios and starts again
after the next automated backup is complete:

- rename operation

- collmod operation

-  Creating a user

- Deleting a user

- Creating a role

- Deleting a role

- Enabling shard IP addresses of a cluster instance
- Enabling config IP addresses of a cluster instance

Enabling or Modifying an Incremental Backup Policy

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the instance name.

Step 5 In the navigation pane on the left, choose Backups & Restorations.
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Step 6 On the Backups & Restorations page, click Set Backup Policy. To enable
incremental backup, click . After incremental backup is enabled, a full
backup is triggered.
Table 6-4 Parameter description
Parameter Description
Automated Backup For details about automated backup
parameters, see Table 6-3.
Incremental Backup Before enabling the incremental
backup policy, ensure that the
automated backup policy has been
enabled.
Step 7 Click OK.
Step 8 View the results.

e During the creation of an automated backup, you can query the backup
status on the Backups page or the Backups & Restorations tab. The backup
status is Backing up.

e In the upper right corner of the backup list, click C to refresh the list. The
backup status changes to Complete.

--—-End

Disabling the Incremental Backup Policy

Step 1
Step 2

Step 3

Step 4
Step 5
Step 6

Step 7

Step 8

Log in to the management console.

Click 9 i the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click the instance name.

In the navigation pane on the left, choose Backups & Restorations.

On the Backups & Restorations page, click Set Backup Policy.

In the displayed dialog box, click D to the right of Incremental Backup to
disable the incremental backup policy.

Click OK.
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NOTICE

e After you disable this incremental backup, the incremental backup task will be
stopped, all incremental backup files will be deleted immediately, and
operations related to incremental backup fail.

e After a DB instance is deleted, all incremental backup files of the DB instance
are retained. The retention period depends on the incremental backup
retention period that you specified.

--—-End

6.4 Configuring the Cross-Region Backup Policy

DDS can store backup files in the destination region or OBS, so you can use the
backup files in the destination region to restore data to a new DDS instance.

After the cross-region backup policy is enabled, the system automatically stores
the backup files created for the instance to the destination region you specified.
You can manage cross-region backup files on the Backups page.

Precautions

e To apply for the permission to set cross-region backup policies, contact
customer service.

e Before enabling the cross-region backup policy, ensure that the automated
backup policy has been enabled. Otherwise, the cross-region backup cannot
take effect. For details, see Enabling or Modifying an Automated Backup
Policy.

Enabling or Modifying a Cross-Region Backup Policy

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the target instance.
Step 5 In the navigation pane on the left, choose Backups & Restorations.

Step 6 On the Backups & Restorations page, click Set Cross-Region Backup Policy.
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Figure 6-6 Set Cross-Region Backup Policy
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Table 6-5 Parameter description

Parameter

Description

Cross-Region Full
Backup

Click to back up the automated full backup file of
the instance to a remote location.

Cross-Region
Incremental Backup

Click to back up the incremental backup file of the
instance to a remote location.

NOTE

e Only replica set instances support cross-region incremental
backup.

e If cross-region full backup is not enabled, cross-region
incremental backup cannot be enabled.

e After cross-region incremental backup is enabled, you can
restore an instance to a specified time point only after the
next automated full backup replication is complete. The
specified time point must be later than the time when the
automated full backup is complete.

Region

Select the region for which you back up data for based
on service requirements.
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Parameter Description

Retention Period Retention Period refers to the number of days (range: 1
to 1,825) that data is kept. You can increase the retention
period to improve data reliability.

Step 7 Click OK.

Step 8 On the Cross-Region Backups tab of the Backups page, manage cross-region
backup files.

Figure 6-7 Cross-region backups

Backups @ Create Backup

DB Instance Name/iD DB Instance Typo DB Engine Version  status, Source Backup Reglon  Target Backup Region

aaaaaaaaaaaaaaa

e To modify the cross-region backup policy, click Set Cross-Region Backup in
the Operation column.

e To view generated cross-region backup files, click View Cross-Region Backup
in the Operation column. You can use the cross-region backup files to restore
data to a new instance.

--—-End

Disabling a Cross-Region Backup Policy

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the target instance.
Step 5 In the navigation pane on the left, choose Backups & Restorations.

Step 6 On the Backups & Restorations page, click Set Cross-Region Backup Policy.

Step 7 In the displayed dialog box, click D to disable the cross-region backup policy.
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Figure 6-8 Disabling a cross-region backup policy

Set Cross-Region Backup Policy

ﬂ All cross-region backups of your DB instances are stored in the region you
specify.

Do not modify the backup policy during the restoration of cross-region backups
or data restoration may fail.
Only automated full backups will be replicated to the target region

Cross-Region Full Backup
Cross-Region Incremental Backup
Region -

Retention Period

Step 8 Click OK.

NOTICE

e |f the cross-region backup policy is disabled, the cross-region backup task will
be stopped immediately, and all cross-region backup and cross-region
incremental backup files will be immediately deleted. Operations related to
cross-region backup or incremental backup may fail.

e After an instance is deleted, all cross-region backups and incremental backups
of the instance will be retained. The retention period is determined by the
retention period you specified in the cross-region backup policy.

--—-End

6.5 Creating a Manual Backup

This section describes how to create a manual backup. Creating a backup for a DB
instance helps ensure data can be restored if needed, ensuring data reliability.

Description
e Backup type

Full backup: All data is backed up even if no data is updated since the last
backup.

e Backup mode
Physical backup: Data is copied from physical disks.
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e Table 6-6 lists the manual backup methods supported by DDS.

Table 6-6 Backup methods

Instance Type Backup Mode Backup Type

Cluster Physical backup Full backup

Replica set Physical backup Full backup

Single node Physical backup Full backup

NOTE
Single node instances apply to
only a few scenarios. You are
advised to use a single node
instance only for learning.

Pricing Details

e  You can check your expenditure records for DDS backup fees by going to
Billing Center > Bills.

Precautions
e The backup process does not affect services.
e When you delete a DB instance, its automated backups are also deleted but
its manual backups are retained.
Procedure

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 Create a manual backup on the DDS console in any of the following ways:

e On the Instances page, locate an available instance and choose More >
Create Backup in the Operation column.

Figure 6-9 Method 1: Creating a backup
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e On the Instances page, choose Backups in the navigation pane on the left.
On the displayed page, click Create Backup.
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Figure 6-10 Method 2: Creating a backup
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e On the Instances page, click an available DB instance. In the navigation pane
on the left, choose Backups & Restorations. On the Backups & Restorations
page, click Create Backup.

Figure 6-11 Method 3: Creating a backup
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Step 5 In the displayed dialog box, specify Backup Name and Description and click OK.

e The manual backup name can be 4 to 64 characters long. It must start with a
letter and can contain only letters, digits, hyphens (-), and underscores (_).

e The description contains a maximum of 256 characters and cannot contain
the carriage return character and the following special characters: >!<"&'=
Step 6 View the results.

e During the creation of a manual backup, you can query the backup status on
the Backups or the Backups & Restorations page. The backup status is
Backing up. The time it takes to complete the backup depends on the size of
the job.

e If the manual backup is successfully created, the backup status is Complete.
The manual backup type is Manual and the backup method is Physical.

--—-End

6.6 Deleting a Manual Backup

This section describes how to delete manual backups to release the storage space.

Precautions
e Deleted backups cannot be restored. Exercise caution when performing this
operation.
e Backups being used to recover instances cannot be deleted.
Procedure

Step 1 Log in to the management console.

Step 2 Click Y i the upper left corner and select a region and a project.
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Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 Delete a manual backup.

On the DDS console, you can delete a manual backup using any of the following
methods:
e Method 1:

a. In the navigation pane on the left, choose Backups.

b. On the Backups page, click the Clusters, Replica Sets, or Single Nodes
tab.

c. Locate the manual backup to be deleted and click Delete in the
Operation column.

Figure 6-12 Deleting a Manual Backup
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e Method 2:
a. On the Instances page, click the target DB instance.
b. In the navigation pane on the left, choose Backups & Restorations.

c. On the Backups & Restorations page, locate the manual backup to be
deleted and click Delete.

Figure 6-13 Deleting a Manual Backup
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Step 5 In the displayed dialog box, click Yes.
----End

6.7 Deleting an Automated Backup

DDS allows you to delete failed automated backups to release storage space.
Deleted backups cannot be restored. Exercise caution when performing this
operation.

Method 1

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.
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Step 4
Step 5
Step 6

Step 7

Method 2

Step 1
Step 2

Step 3

Step 4
Step 5
Step 6

On the Instances page, click the instance name.
In the navigation pane on the left, choose Backups & Restorations.
On the Backups & Restorations page, locate the automated backup to be deleted

and click Delete.

Figure 6-14 Deleting an automated backup

Create Backup et Cross-Region Backup Policy Set Backup Policy Restore o Point i Time Restore Database and Table allc
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ab7asn
oos-4 -
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In the displayed dialog box, click Yes.

--—-End

Log in to the management console.

Click 0 in the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

In the navigation pane on the left of the Instances page, choose Backups.
On the Backups page, click the Clusters, Replica Sets, or Single Nodes tab.
Locate the automated backup to be deleted and click Delete in the Operation

column.

Figure 6-15 Deleting an automated backup

Same Regon Bockups  GiossRoglon Sacas
Backup name. Q
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Step 7 In the displayed dialog box, click Yes.

--—-End
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6.8 Downloading a Backup File

6.8.1 Using OBS Browser+

You can use OBS Brower+ to download a manual or an automated backup to a
local device for backup or restoration.

Precautions

e When you use OBS Browser+ to download backup data, you will not be billed
for outbound traffic from OBS.

e If the size of a backup file is greater than 400 MB, use OBS Browser+ to
download the backup file.

e Backups downloaded from the DDS console are all full backups.

Procedure

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 In the navigation pane on the left, choose Backups.

Step 5 On the Backups page, click the Clusters, Replica Sets, or Single Nodes tab,
locate the available backup you want to download and click Download in the
Operation column.

Figure 6-16 Download Backup

Clusters Replica Sets Single Nodes
Backup name - Q| C

Bac. |= DBInstanceN.. |= DBEngi. BackupT. |S BackupT.. |5 Stat. = Size  Backup ...

DDS-dd dds-ce25
~

Jec8c33 d57cfbf346854b38. Comm Automated 2021/12/29 0. o 41 GB Physical
Jecgc33d..  d57 6854ba8...

Step 6 In the displayed dialog box, select Use OBS Browser+ and click OK.
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Figure 6-17 Selecting a download method

Download Backup Data

Backup Mame Size

268 MB

Download Method Use Current Browser

Use Download URL

Step 7 On the displayed page, download the DDS backup file as prompted.

Figure 6-18 Download guide page

Backup Management / Download DDS-dds-ce25-20211227173050544

Download Backup File

Add an External —m—m——— B Download the
Bucket Backup File

View Backup Files

Step 8 Download OBS Browser+ following the step 1 provided in Figure 6-18.
Step 9 Decompress and install OBS Browser+.
Step 10 Log in to OBS Browser+.

For details about how to log in to OBS Browser+, see "Logging In to OBS Browser
+" in the Object Storage Service Tools Guide.

Step 11 Add an external bucket.

In the Add External Bucket dialog box of OBS Browser+, enter the bucket name
displayed in step 2 on page Figure 6-18, and click OK.

Step 12 Download the backup file.

On the OBS Browser+ page, click the external bucket that you added. In the search
box on the right of OBS Browser+, enter the backup file name displayed in step 3
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on page Figure 6-18. In the search result, locate the target backup and download
it.

Step 13 After the backup file is downloaded, use the LZ4 to decompress the file.
Run the following command to decompress the backup file:
1z4 -d $7| tar -xC 82
$7: indicates the downloaded backup file.
$2 indicates the directory to which the backup file is decompressed.
Step 14 You can restore data locally as required.

For details, see the following documentation.
e Restoring a Cluster Backup to an On-premises Database
e Restoring a Replica Set Backup to an On-Premises Database

--—-End

6.8.2 Using Current Browser

Precautions

Procedure

Step 1
Step 2

Step 3

Step 4
Step 5

Step 6

You can user a browser to download a manual or an automated backup to a local
device for backup or restoration

e  Cluster backup files cannot be downloaded using a browser.
e Backups downloaded from the DDS console are all full backups.

Log in to the management console.

Click 9 i the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

In the navigation pane on the left, choose Backups.

On the Backups page, click the Clusters, Replica Sets, or Single Nodes tab,
locate the available backup you want to download and click Download in the
Operation column.

In the displayed dialog box, select Use Current Browser for Download Method
and click OK.
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Figure 6-19 Selecting a download method

Download Backup Data

Backup Mame Size
mysgl-rds-79a4-20210429171024613 267 MB
[hc load Method Use OBS Browser+ Use Current Browser

Use Download URL

Step 7 After the backup file is downloaded, decompress it using LZ4.

Run the following command to decompress the backup file:

1z4 -d $7| tar -xC 82

$7. indicates the downloaded backup file.

$2 indicates the directory to which the backup file is decompressed.
Step 8 You can restore data locally as required.

For details, see the following documentation.
e Restoring a Cluster Backup to an On-premises Database
e Restoring a Replica Set Backup to an On-Premises Database

--—-End

6.8.3 Using Download URL

You can download manual or automated backup files using the URL provided by
DDS to a local device for backup or restoration.

Precautions

Backups downloaded from the DDS console are all full backups.

Procedure

Step 1 Log in to the management console.

Step 2 Click 9 i the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.
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Step 4 In the navigation pane on the left, choose Backups.

Step 5 On the Backups page, click the Clusters, Replica Sets, or Single Nodes tab,
locate the available backup you want to download and click Download in the
Operation column.

Step 6 In the displayed dialog box, select Use Download URL for Download Method,
click &' to copy the URL, and click OK.

Figure 6-20 Selecting a download method
Download Backup Data

Backup Name DB Instance Name Size

15561 MB

Download Method Use OBS Browser+ Use Current Browser Use Download URL

URL

Node Name |= URL

replica https://obs.cn-datebase-ssh.myhuaweic.. 4,

A valid URL for downloading the backup data is displayed.

e You can use various download tools, such as your browser and Xunlei to
download backup files.

e You can also run the following command to download backup files:
wget -O F/ILE NAME --no-check-certificate " DOWNLOAD _URL"
Parameter description:

FILE NAME is the new name of the downloaded backup file. The original
backup file name may be too long and exceed the maximum characters

allowed by the client file system, so you are advised to rename the backup
file.

DOWNLOAD_URL is the location of the backup file to be downloaded. If the
location contains special characters, escape is required.

Step 7 After the backup file is downloaded, decompress it using LZ4.
Run the following command to decompress the backup file:
lz4 -d $7| tar -xC $2

$7: indicates the downloaded backup file.
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$2 indicates the directory to which the backup file is decompressed.
Step 8 You can restore data locally as required.

For details, see the following documentation.
e Restoring a Cluster Backup to an On-premises Database
e Restoring a Replica Set Backup to an On-Premises Database

--—-End
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Data Restorations

7.1 Solutions

DDS provides multiple data restoration solutions. You can select a proper solution
to meet your service requirements.

Table 7-1 Solutions

Restoration Type

Supported
Instance Type

Scenario

Restoring Data to a
New Instance

Cluster, replica
set, single node

You can restore an existing
automated or manual backup file
to a new instance.

Restoring Data to the
Original Instance

Cluster, replica
set, single node

You can restore an existing
automated or manual backup file
to the original instance.

Restoring Data to a
Point in Time

Cluster and
replica set

You can restore an instance to a
point in time.

Restoring Database
Tables to a Point in
Time

Replica set

You can restore a database table to
a point in time.

Restoring Data to an
On-Premises
Database

Cluster, replica
set, single node

You can download a DDS backup
file to your local PC and restore
data to an on-premises database.

Restoring Data Using
mongorestore

Cluster, replica
set, single node

You can use tools provided by the
MongoDB client to restore data.

Restoring Data Using
mongoimport

Cluster, replica
set, single node

You can use tools provided by the
MongoDB client to restore data.
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7.2 Restoring Data to a New Instance

7.2.1 Restoring a Cluster Backup to a New Instance

DDS allows you to restore an existing automated or manual backup to a new
instance. The restored data is the same as the backup data.

When you restore an instance from a backup file, a full backup file is downloaded

from OBS and then restored to the instance at an average speed of 40 MB/s.
Precautions

To restore backup files to a new instance, your account balance must be greater

than or equal to $0 USD. You will pay for the new instance specifications.

Procedure

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the cluster instance name. Choose Backups &
Restorations in the navigation pane, select the backup to be restored, and click
Restore.

Figure 7-1 Restoring a cluster from a backup

Backup Name/ID |= Backup Type J= Backup Time J=  Status = Size  Backup Met..  Description Operation

DDS-
(I5Bbiwete . _wn oy v

Automated 02 Completed 37T5TME Physical - Restore | Download

Alternatively, on the navigation pane on the left, choose Backups. On the
Backups page, locate the target backup on the Clusters tab and click Restore in
the Operation column.

Figure 7-2 Restoring a cluster from a backup
Clusters Replica Sets Single Nodes
Backup name - Q||lC

Bac. |= DBInstance N.. = DB Engi.. Bac. J|=  BackupT.. |5 Stat. |= Size  Backup ... Description Operation

- DDS-dd. dds-ce25
7ec8c33..  d57cfbf346854b88..

Commu... Automa... 2021/12/290... Co. 41 GE Physical

Step 5 In the Restore DB Instance dialog box, select Create New Instance for
Restoration Method and click OK.
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Figure 7-3 Restoring a cluster backup to a new instance

Restore DB Instance

@ When you restore the DB instance from a backup file, a full backup file is downloaded from OBS and then restored to the
DB instance at an average speed
DB Instance Backup Mame DB Instance Name

DDS-dds-ce25-20211227173050544 dds-ce25

Restoration Methaod Create New Instance Restore to Original

Step 6 The Create New Instance page is displayed for you to create an instance using
the backup data. The new DB instance is independent from the original one.

You are recommended to deploy the restored DB instance in a different AZ to
ensure that applications will not be adversely affected by the failure in any
single AZ.

The database type, DB instance type, compatible MongoDB version, storage
engine, storage type, and shard quantity must be the same as those of the
original and cannot be changed.

The number of mongos nodes is 2 by default and ranges from 2 to 16. You
can specify the quantity.

The storage space is the same as that of the original shard node by default.
You can increase the storage space, but you cannot reduce it.

Other settings are the same as those of the original DB instance by default
and can be modified. For details, see Buying a Cluster Instance.

A full backup is triggered after the new instance is created.

--—-End

7.2.2 Restoring a Replica Set Backup to a New Instance

DDS allows you to restore an existing automated or manual backup to a new
instance. The restored data is the same as the backup data.

When you restore an instance from a backup file, a full backup file is downloaded
from OBS and then restored to the instance at an average speed of 40 MB/s.

Precautions

To restore backup files to a new instance, your account balance must be greater
than or equal to $0 USD. You will pay for the new instance specifications.

Procedure

Step 1 Log in to the management console.
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Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the replica set instance. Choose Backups &
Restorations in the navigation pane, select the backup to be restored, and click
Restore.

Figure 7-4 Restoring a replica set instance backup

Backup Name/ID |= Backup Type |= Backup T.. |= Status | Size Backup..  Description Operation
backup-tdh6550 Manual 2021/12/291 [« leted 12524 Physical Restore | Delete | Download
9b0COBedae004bTFa112 ! 2Hal/1aias omplete 2524 ys Restore | Delete | Download
DDs-dd: A0-20271..

5.Tep- - Automated 2021/12/29 0. Completed 12051 Physical - Download

efbed72b363746e7996¢

Alternatively, on the navigation pane on the left, choose Backups. On the
Backups page, locate the backup on the Replica Sets tab and click Restore in the
Operation column.

Figure 7-5 Restoring a replica set instance backup

Clusters ~ Replica Sets | Single Nodes

Backup name v Q||C
Backu. |S DBlInstanceN.. S DBEngine.. Backu. |= BackupT. |= Status |= Size  Backup .. Description ~ Operation
ggztgg:g ;;it:;;;;chmm Communit.. Manual 2021/12/29 1... Com.- 125.24 . Physical - Restore Delete Download
DDS;CHS’" _41 . Communit..  Automated — 2021/12/290.. Com 13828 .. Physical - Download
dod4c2ba 522b004ad.

Step 5 In the Restore DB Instance dialog box, select Create New Instance for
Restoration Method and click OK.

Figure 7-6 Restoring to a new instance
Restore DB Instance

© When you restore the DB instance from a backup file, a full backup file is downloaded from OBS and then restored to the
DB instance at an average speed of 40 MB/s.

DB Instance Backup Name DB Instance Name

DD5-dds-ch94-20211227221050399 dds-cb94

Restoration Method Create New Instance Restore to Original

Step 6 The Create New Instance page is displayed for you to create an instance using
the backup data. The new DB instance is independent from the original one.
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e You are recommended to deploy the restored DB instance in a different AZ to
ensure that applications will not be adversely affected by the failure in any
single AZ.

e The database type, DB instance type, compatible MongoDB version, storage
engine, and storage type must be the same as those of the original and
cannot be changed.

e The storage space is the same as that of the original instance by default. You
can increase the storage space, but you cannot reduce it.

e Other settings have default values and can be modified. For details, see
Buying a Replica Set Instance.

e A full backup is triggered after the new instance is created.

--—-End

7.2.3 Restoring a Single Node Backup to a New Instance

Precautions

Procedure

Step 1
Step 2

Step 3

Step 4

DDS allows you to restore an existing automated or manual backup to a new
instance. The restored data is the same as the backup data.

When you restore an instance from a backup file, a full backup file is downloaded
from OBS and then restored to the instance at an average speed of 40 MB/s.

To restore backup files to a new instance, your account balance must be greater
than or equal to $0 USD. You will pay for the new instance specifications.

Log in to the management console.

Click 0 in the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click the single node instance name. Choose Backups &
Restorations in the navigation pane, select the backup to be restored, and click
Restore.

Figure 7-7 Restoring a single node backup

Backup Name/ID |= Backup Type |= Backup T.. | Status |= Size  Backup ... Description  Operation

Automated 2021/12/280... Completed 2.04 KB Physical - Download

DDS-dds_single_40-202
a0af3d20da40494bbsaf .

Alternatively, on the navigation pane on the left, choose Backups. On the
Backups page, locate the target backup on the Single Nodes tab and click
Restore in the Operation column.
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Figure 7-8 Restoring a single node backup

Clusters Replica Sets Single Nodes
Backup name - Q |C
Backu.. S DBlnstanceN.. |S DBEngine.. Backu. JS BackupT. |5 Status |= Size Backup..  Description Operation
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Step 5 In the Restore DB Instance dialog box, select Create New Instance for

Step 6

Restoration Method and click OK.

Figure 7-9 Restoring a single node backup to a new instance

Restore DB Instance

© when you restore the DB instance from a backup file, a full backup file is downloaded from OBS and then restored to the

DB instance at an average speed of 40 MB/s
DB Instance Backup Name DB Instance Name
DDS-dds-54f9-20211227232050410 dds-54fg9

Restoration Method Create New Instance Restore to Original

The Create New Instance page is displayed for you to create an instance using
the backup data. The new DB instance is independent from the original one.

e You are recommended to deploy the restored DB instance in a different AZ to
ensure that applications will not be adversely affected by the failure in any
single AZ.

e The database type, DB instance type, compatible MongoDB version, storage
engine, and storage type must be the same as those of the original and
cannot be changed.

e The storage space is the same as that of the original instance by default. You
can increase the storage space, but you cannot reduce it.

e Other settings have default values and can be modified. For details, see
Buying a Replica Set Instance.

e A full backup is triggered after the new instance is created.

--—-End

7.3 Restoring Data to the Original Instance

7.3.1 Restoring a Cluster Backup to the Original Instance

DDS allows you to restore an existing automated or manual backup to an original
instance. The restored data is the same as the backup data.
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Precautions

Procedure

Step 1
Step 2

Step 3

Step 4

Step 5

When you restore an instance from a backup file, a full backup file is downloaded
from OBS and then restored to the instance at an average speed of 40 MB/s.

e Restoring backup data to the original instance will overwrite existing data on
the instance and cause the instance to be unavailable during the restoration.
Exercise caution when performing this operation.

e The administrator password of the instance remains unchanged after the
restoration.

e If you restore a manual backup, check whether the instance to which the
manual backup belongs exists. If the instance does not exist, the backup can
only be restored to a new instance.

Log in to the management console.

Click 0 in the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click the cluster instance name. Choose Backups &
Restorations in the navigation pane on the left, select the backup to be restored,
and click Restore.

Figure 7-10 Restoring a cluster from a backup

Backup Name/ID |= Backup Type |= Backup Time |  Status J= Size  Backup Met.  Description Operation

DDs-
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Alternatively, on the navigation pane on the left, choose Backups. On the
Backups page, locate the target backup on the Clusters tab and click Restore in
the Operation column.

Figure 7-11 Restoring a cluster from a backup
Clusters Replica Sets Single Nodes

Backup name - Q||lC

Bac. |S DBlinstanceN.. | DBEngi. Bac. JS BackupT. | Stat. |= Size Backup ..  Description  Operation

- DDS-dd dds-ce25
Tec8c33 d57cfbf346854b88

Commu... Automa... 2021/12/290... Co. 41 GE Physical

In the Restore DB Instance dialog box, select Restore to Original for Restoration
Method and click OK.
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Figure 7-12 Restore to Original

Restore DB Instance

stance from a backup file, a full backup file is downloaded from OBS and then restored to the
f 40 MB/s

DB Instance Backup Name DB Instance Name
DDS-dds-ce25-20211227173050544 dds-ce23
Restoration Methad Create New Instance Restore to Original

e On the Instances page, the status of the instance changes from Restoring to
Available.

e  After the restoration is complete, a full backup will be automatically
triggered.

--—-End

7.3.2 Restoring a Replica Set Backup to the Original Instance

DDS allows you to restore an existing automated or manual backup to an original
instance. The restored data is the same as the backup data.

When you restore an instance from a backup file, a full backup file is downloaded
from OBS and then restored to the instance at an average speed of 40 MB/s.

Precautions

e Restoring backup data to the original instance will overwrite existing data on
the instance and cause the instance to be unavailable during the restoration.
Exercise caution when performing this operation.

e The administrator password of the instance remains unchanged after the
restoration.

e If you restore a manual backup, check whether the instance to which the
manual backup belongs exists. If the instance does not exist, the backup can
only be restored to a new instance.

Procedure

Step 1 Log in to the management console.

Step 2 Click 0 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.
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Step 4

Step 5

On the Instances page, click the replica set instance. Choose Backups &
Restorations in the navigation pane on the left, select the backup to be restored,
and click Restore.

Figure 7-13 Restoring a replica set instance backup

Backup Name/ID |= Backup Type |= Backup T.. |= Status | Size  Backup ... Description  Operation
backup-tdh&550 . S R .

1/12/29 1. el 4 .. s Restore | Delete | Download
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Alternatively, on the navigation pane on the left, choose Backups. On the
Backups page, locate the backup on the Replica Sets tab and click Restore in the
Operation column.

Figure 7-14 Restoring a replica set instance backup

Clusters Replica Sets Single Nodes
Backup name - Ql|C
Backu.. |= DB Instance N.. = DB Engine... Backu.. J= Backup T.. |= Status = Size Backup ... Description Operation
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In the Restore DB Instance dialog box, select Restore to Original for Restoration
Method and click OK.

Figure 7-15 Restore to Original

Restore DB Instance

© When you restore the DB instance from a backup file, a full backup file is downloaded from OBS and then restored to the
DB instance at an average speed of 40 MB/s.

DB Instance Backup Name DB Instance Name

DDS-dds-cb94-20211227221050399 dds-cb94

Restore to Original

Restoration Method Create Mew Instance

Cancel

e On the Instances page, the status of the instance changes from Restoring to
Available.

e After the restoration is complete, a full backup will be automatically
triggered.

--—-End
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7.3.3 Restoring a Single Node Backup to the Original Instance

Precautions

Procedure

Step 1
Step 2

Step 3

Step 4

Step 5

DDS allows you to restore an existing automated or manual backup to an original
instance. The restored data is the same as the backup data.

When you restore an instance from a backup file, a full backup file is downloaded
from OBS and then restored to the instance at an average speed of 40 MB/s.

e Restoring backup data to the original instance will overwrite existing data on
the instance and cause the instance to be unavailable during the restoration.
Exercise caution when performing this operation.

e The administrator password of the instance remains unchanged after the
restoration.

e If you restore a manual backup, check whether the instance to which the
manual backup belongs exists. If the instance does not exist, the backup can
only be restored to a new instance.

Log in to the management console.

Click 9 i the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click the single node instance name. Choose Backups &
Restorations in the navigation pane on the left, select the backup to be restored,
and click Restore.

Figure 7-16 Restoring a single node backup

Backup Name/ID = Backup Type |= BackupT.. |5 Status | Size Backup..  Description  Operation

DD5-dds_single_40-202

. Automated 2021/12/29 0 G te 204 KB Physical - Restore| Download
a0af3d300a40494bbSar.. - ompleted v Restord

Alternatively, on the navigation pane on the left, choose Backups. On the
Backups page, locate the target backup on the Single Nodes tab and click
Restore in the Operation column.

Figure 7-17 Restoring a single node backup
Clusters Replica Sets Single Nodes
Ea:-(up name v Q C

Backu... |= DB Instance N.. |= DB Engine... Backu.. |= Backup T.. |& Status |= Size Backup ... Description Operation

DDS-dds- dds-54f9

omi i Autom 021/12/28 0. om 20
58449713 das64aTe2ecadels. Communit..  Automated 2021/12/29 0. Col 204KB Physical

In the Restore DB Instance dialog box, select Restore to Original for Restoration
Method and click OK.
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Figure 7-18 Restore to Original

Restore DB Instance

0 When you restore the DB instance from a backup file, a full backup file is downloaded from OBS and then restored to the
DB instance at an average speed o

DB Instance Backup Name DB Instance Name
DDS-dds-54f9-20211227232050410 dds-54f9
Restoration Method Create New Instance Restore to Original

e On the Instances page, the status of the instance changes from Restoring to
Available.

e  After the restoration is complete, a full backup will be automatically
triggered.

--—-End

7.4 Restoring Data to a Point in Time

7.4.1 Restoring a Cluster Instance to a Point in Time

DDS allows you to restore cluster instances to a point in time.

When you enter the point in time that you want to restore the instance to, DDS
downloads the most recent full backup file from OBS to the instance. Then,
incremental backups are also restored to the specified point in time on the
instance. Data is restored at an average speed of 30 MB/s.

Precautions
e To use this function, contact customer service to apply for the corresponding
permission.
e  Only cluster instances of version 4.0 can be restored to a point in time.

e Data can be restored to a specific point in time only after the automated
backup policy is enabled.

e Data can be restored to a new instance or the original instance.

e To ensure data security, the dropDatabase operation is blocked when the
incremental backup is restored to a point in time. Empty databases or views
may exist after the restoration. You can delete them.

e This function is restricted in the following scenarios: rename, collmod, user
creation, user deletion, role creation, role deletion, and retryable writes.
When a restricted scenario occurs, the incremental backup stops. After the
next automated full backup, the incremental backup resumes.
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Procedure

Step 1
Step 2

Step 3

Step 4
Step 5
Step 6
Step 7

Step 8

Log in to the management console.

Click 0 in the upper left corner and select a region and a project.

Click = in the upper left corner of the page and choose Databases > Document
Database Service.

On the Instances page, click the cluster instance name.
In the navigation pane on the left, choose Backups & Restorations.
On the Backups & Restorations page, click Restore to Point in Time.

Select the date and time range, select or enter a time point within the acceptable
range, and select Create New Instance or Restore to Original.

On the displayed page, the instance is restored based on the restoration method
you selected in Step 7.
e C(Create New Instance

The Create New Instance page is displayed for you to create an instance
using the backup data. The new instance is independent from the original
one.

- You are recommended to deploy the restored instance in a different AZ to
ensure that applications will not be adversely affected by the failure in
any single AZ.

- The database type, DB instance type, compatible MongoDB version,
storage engine, and storage type must be the same as those of the
original and cannot be changed.

- The storage space is the same as that of the original instance by default.
You can increase the storage space, but you cannot reduce it.

- Other settings can be modified. For details, see Buying a Cluster
Instance.

e  Restore to Original
Check that the status of the instance on the Instances page is Restoring.

NOTICE

- Restoring backup data to the original instance will overwrite existing data
on the instance and cause the instance to be unavailable during the
restoration. Exercise caution when performing this operation.

- The administrator password of the instance remains unchanged after the
restoration.

--—-End

7.4.2 Restoring a Replica Set Instance to a Point in Time

You can restore a replica set instance to a specific point in time.
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When you enter the point in time that you want to restore the instance to, DDS
downloads the most recent full backup file from OBS to the instance. Then,
incremental backups are also restored to the specified point in time on the
instance. Data is restored at an average speed of 30 MB/s.

Precautions

e Currently, you can restore a replica set instance to a new or original DB
instance at a point in time.

e Data can be restored to a specific point in time only after the automated
backup policy is enabled.

e The local database is not included in the databases that can be restored to a
specified time point.

e To ensure data security, the dropDatabase operation is blocked when the
incremental backup is restored to a point in time. Empty databases or views
may exist after the restoration. You can delete them.

Procedure

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the replica set instance name.
Step 5 In the navigation pane on the left, choose Backups & Restorations.

Step 6 On the Backups & Restorations page, click Restore to Point in Time.

Figure 7-19 Restoring to a point in time

Create Backup Set Cross-Region Backup Policy Modify Backup Policy Restore to Point in Time Q C

Backup Name/ID |= Backup Type J= Backup T.. JT Status |= Size Backup..  Description  Operation

backup-tdha550

Ob0C0Bedae004bifE112 Manual 2021/12/291 Completed 12524 Physical - Restore | Delete | Download

DDS-dds_rep_40-20211.

ef6cd72b36374667996C. Automated 2021712429 0.. Completed 1205 Physical - Restore | Download

Step 7 Select the date and time range, select or enter a time point within the acceptable
range, and select Create New Instance or Restore to Original.
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Figure 7-20 Restoring to a point in time

Restore to Point in Time

6 When you enter the time point that you want to restore the DB instance to, DDS downloads the most
recent full backup file from OBS to the DB instance. Then, incremental backups are also restored to the
specified point in time on the DB instance. Data is restored at an average spead of 30 MB/s.

Date Dec 29, 2021
Time Range Dec 29, 2021 00:00:00 — Dec 29, 2027 19:56:36 GMT+08:00 v
Time Point 19:56:36 Q)]

Restoration Method Create New Instance Restore to Original

Step 8 On the displayed page, the DB instance is restored based on the restoration
method you selected in Step 7.

Create New Instance

The Create New Instance page is displayed for you to create an instance
using the backup data. The new DB instance is independent from the original
one.

- You are recommended to deploy the restored DB instance in a different
AZ to ensure that applications will not be adversely affected by the
failure in any single AZ.

- The database type, DB instance type, compatible MongoDB version,
storage engine, and storage type must be the same as those of the
original and cannot be changed.

- The storage space is the same as that of the original instance by default.
You can increase the storage space, but you cannot reduce it.

- Other settings have default values and can be modified. For details, see
Buying a Replica Set Instance.

Restore to Original

NOTICE

- Restoring backup data to the original instance will overwrite existing data
on the instance and cause the instance to be unavailable during the
restoration. Exercise caution when performing this operation.

- The administrator password of the instance remains unchanged after the
restoration.

- If the backup method is logical backup, the backup cannot be restored to
the original instance.
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Check that the status of the DB instance on the Instances page is Restoring.

--—-End

7.4.3 Restoring a Replica Set Database and Table to a Point in
Time

To ensure data integrity and reduce impact on the original instance performance,
the system restores the full and incremental data at the selected time point to a
temporary instance, automatically exports the databases and tables to be restored,
and then restores the databases and tables to the original instance. The time
required depends on the amount of data to be backed up and restored on the
instance. Please wait.

Restoring databases and tables will not overwrite data in the instance. You can
select databases and tables to be restored.

Precautions

e Currently, only replica set instances of Community Editions 3.2 and 3.4
support the point-in-time recovery at the database and table level.

e Before performing the restoration, you need enable the automated backup
policy.

e  After a successful restoration, a new table named Original table
name_bak_Timestamp is generated in the instance by default. If the table
contains an index, the namespace of the index is changed to Original
database name.Original table name bak_Timestamp. You can rename the
table later as required.

e New databases and tables will be generated in the original DB instance.
Ensure that sufficient storage space is available.

e The length of <Database name>.<Table name> cannot exceed 120 characters.
The length of <Database name>.<Table name>.<Index name> cannot exceed
128 characters, or the restoration may fail.

e Ensure that the name of the restored table is different from that of the
existing table, or the restoration may fail.

e If you perform a table-level restoration and the table does not exist at the
required point in time, an empty table is automatically created. If you perform
a database-level restoration, the missing table is not created.

Procedure

Step 1 Log in to the management console.

Step 2 Click 9 in the upper left corner and select a region and a project.

Step 3 Click — in the upper left corner of the page and choose Databases > Document
Database Service.

Step 4 On the Instances page, click the replica set instance.

Step 5 In the navigation pane on the left, choose Backups & Restorations.
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Step 6 On the Backups & Restorations page, click Restore Database and Table.

Step 7 In the displayed dialog box, configure parameters as required.

Table 7-2 Database information

Parameter Description

Date Date when the automated backup of the DB instance is
generated.

Time Range Time range during which the automated backup can be
restored.

Time Point The specific point in time when the automated full

backup is generated.

Base Time Range Time range during which the database and table can be
restored based on the automated full backup.

Database and Table | Databases and tables that have been automatically
backed up within the base time range are displayed on
the left. Select the databases and tables on the left to
sync information to the area on the right.

Time Point The point in time within the base time range.
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Parameter Description
Custom Database You can add custom databases and tables as required.
and Table

e The system database cannot be restored. Therefore,
the database name cannot be admin or local.

e The database name cannot contain spaces and the
following special characters: ".\/$

e The table name cannot contain the dollar sign ($) or
"system." in prefix.

e The length of <Database name>.<Table name>
cannot exceed 120 characters. The length of
<Database name>.<Table name>.<Index name>
cannot exceed 128 characters, or the restoration may
fail.

e Ensure that the name of the restored table is different
from that of the existing table. Otherwise, the
restoration may fail.

e After a successful restoration, a new table named
Original table name_bak_Timestamp is generated
in the instance by default. If the table contains an
index, the namespace of the index is changed to
Original database name.Original table
name_bak_Timestamp. You can rename the table
later as required.

To distinguish the point in time of the custom databases
and tables from those synchronized on the right, set the
point in time to a different value. The system restores
data to the custom databases and tables based on the
time configured here.

Type You can restore data to a database or table.

If you perform a table-level restoration and the table
does not exist at the required point in time, an empty
table is automatically created. If you perform a
database-level restore, data will be restored to the
database separately, and the table will not be created.

Click OK to start the restoration. The data in the new database and table is the
same as that in the database and table at the selected time point.

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. 126



Document Database Service
User Guide 7 Data Restorations

Figure 7-21 Selecting database and table
Date 2020/02/10 &)
Time Range Feb 10, 2020 09:00:05 — Feb 10, 2020 16:15:14 GMT+08:00
Time Point 181814 | D
Base Time Range Feb 10, 2020 09:00:05 — Feb 10, 2020 16:15:14 GMT+08:00
Database and Table Custom Database and Table
Original Name New Name Original Name: New Name (2) Time Point Type Operation

(=) db custemt.. v | X

collection collection_bak_1581% 18:15:14

Cancel

Step 8 On the Instances page, the DB instance status is Restoring. During the restoration
process, services are not interrupted.

Step 9 After the restoration is successful, manage data in the database and table as
required.

If you need to use the original database and table names, you can use a rename
operation to back up the original database and table and switch your service to
the restored database and table. Then, delete the original database and table after
ensuring that your services are normal.

Example:
db.adminCommand ({renameCollection: "db1.test1", to: "db2.test2"})

The above command is used to move the test1 table from the db1 database to
the db2 database and rename the table to test2.

--—-End

7.5 Restoring Data to an On-Premises Database

7.5.1 Restoring a Cluster Backup to an On-premises Database

7.5.1.1 Overview

This section uses the Linux operating system as an example to describe how to
restore the downloaded backup file of a cluster to your on-premises database. For
details about how to download backup files, see Downloading Backup Files.

Precautions
e This method applies only to cluster instances.
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Prerequisites

Only DDS 3.4 and 4.0 instances can be restored in this method. DDS 4.2 does
not support this method.

The directories, IP addresses, and ports provided in the example are for
reference only. Configure these items based on your service requirements.

There is one backup file of the configsvr node and multiple backup files of the
shardsrv node. The number of backup files depends on the number of
shardsvr nodes.

After the backup file is downloaded, decompress the file using LZ4. Command
for reference: lz4 -d $1 | tar -xC $2

$7. indicates the downloaded backup file.
$2 indicates the directory to which the backup file is decompressed.

MongoDB client 3.4 or 4.0 has been installed on your on-premises database.

7.5.1.2 Directories and Configurations

NOTICE

The local directory, configuration file, and configuration information are not fixed
and can be customized.

The following uses backup files of two shardsvr cluster instances as an example
(instance ID: caclefc8e65e42ecad8953352321bfeein02).

Directory of the decompressed backup files of the configsvr node: /compile/
download/backups/
caclefc8e65e42ecad8953352321bfeein02_41c8a32fb10245899708dea453a8c5
c9no02

Directory of the decompressed backup files of the shardsvr1 node:

/compile/download/backups/
caclefc8e65e42ecad8953352321bfeein02_6cfa6167d4114d7c8cec5b47f9a78dc
5no002

Directory of the decompressed backup files of the shardsvr2 node:

/compile/download/backups/
caclefc8e65e42ecad8953352321bfeein02_92b196d2401041a7af869a2a3cab70
79n002

Data directories and log directories of the three configsvr nodes

/compile/cluster-restore/cfg1/data/db

/compile/cluster-restore/cfg1/log

/compile/cluster-restore/cfg2/data/db

/compile/cluster-restore/cfg2/log

/compile/cluster-restore/cfg3/data/db
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/compile/cluster-restore/cfg3/log

Data directories and log directories of the three nodes of shardsvr1
/compile/cluster-restore/shd11/data/db
/compile/cluster-restore/shd11/log
/compile/cluster-restore/shd12/data/db
/compile/cluster-restore/shd12/log
/compile/cluster-restore/shd13/data/db
/compile/cluster-restore/shd13/log

Data directories and log directories of the three nodes of shardsvr2
/compile/cluster-restore/shd21/data/db
/compile/cluster-restore/shd21/log
/compile/cluster-restore/shd22/data/db
/compile/cluster-restore/shd22/log
/compile/cluster-restore/shd23/data/db
/compile/cluster-restore/shd23/log

Log directories of the mongos node
/compile/cluster-restore/mgs1/log

/compile/cluster-restore/mgs2/log

IP Address and Port Information

The IP address bound to the process is 127.0.0.1. The port numbers are allocated
as follows:

e mongos node: 40301, 40302

e configsvr node: 40303, 40304, 40305

shardsvr1: 40306, 40307, and 40308

shardsvr2: 40309, 40310, and 40311

Configuration file description

e Configuration file of a single node and configuration files of three nodes in
the configsvr replica set

/compile/mongodb/mongodb-src-4.0.3/restoreconfig/single_40303.yaml

/compile/mongodb/mongodb-src-4.0.3/restoreconfig/configsvr_40303.yaml
/compile/mongodb/mongodb-src-4.0.3/restoreconfig/configsvr_40304.yaml
/compile/mongodb/mongodb-src-4.0.3/restoreconfig/configsvr_40305.yaml

e Configuration file of a single node and configuration files of three nodes in
the shardsvr1 replica set

Issue 01 (2023-01-30) Copyright © Huawei Technologies Co., Ltd. 129



Document Database Service
User Guide 7 Data Restorations

/compile/mongodb/mongodb-src-4.0.3/restoreconfig/single_40306.yaml

/compile/mongodb/mongodb-src-4.0.3/restoreconfig/shardsvr_40306.yaml
/compile/mongodb/mongodb-src-4.0.3/restoreconfig/shardsvr_40307.yaml
/compile/mongodb/mongodb-src-4.0.3/restoreconfig/shardsvr_40308.yaml

e Configuration file of a single node and configuration files of three nodes in
the shardsvr2 replica set:

/compile/mongodb/mongodb-src-4.0.3/restoreconfig/single_40309.yaml
/compile/mongodb/mongodb-src-4.0.3/restoreconfig/shardsvr_40309.yaml
/compile/mongodb/mongodb-src-4.0.3/restoreconfig/shardsvr_40310.yaml
/compile/mongodb/mongodb-src-4.0.3/restoreconfig/shardsvr_40311.yaml
e Configuration file of the mongos node:
/compile/mongodb/mongodb-src-4.0.3/restoreconfig/mongos_40301.yaml
/compile/mongodb/mongodb-src-4.0.3/restoreconfig/mongos_40302.yaml

Procedure

Command running directory: /compile/mongodb/mongodb-src-4.0.3
7.5.1.3 Restoring the configsvr Replica Set

Preparing Directories
rm -rf /compile/cluster-restore/cfg*
mkdir -p /compile/cluster-restore/cfg1/data/db
mkdir -p /compile/cluster-restore/cfg1/log
mkdir -p /compile/cluster-restore/cfg2/data/db
mkdir -p /compile/cluster-restore/cfg2/log
mkdir -p /compile/cluster-restore/cfg3/data/db

mkdir -p /compile/cluster-restore/cfg3/log

Procedure

Step 1 Prepare the configuration file and data directory of a single node and start the
process in single-node mode.

1. The configuration file is as follows (restoreconfig/single_40303.yaml):

net:

bindlp: 127.0.0.1

port: 40303

unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/cfg1/configsvr.pid}
storage:

dbPath: /compile/cluster-restore/cfg1/data/db/

directoryPerDB: true

engine: wiredTiger

wiredTiger:

collectionConfig: {blockCompressor: snappy}
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engineConfig: {directoryForindexes: true, journalCompressor: snappy}

indexConfig: {prefixCompression: true}
systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-
restore/cfg1/log/configsingle.log}

2. Copy the decompressed configsvr file to the dbPath directory on the single
node.

cp -aR

/compile/download/backups/
caclefc8e65e42ecad8953352321bfeein02_41c8a32fb10245899708dea453a8c5
c9no02/* /compile/cluster-restore/cfg1/data/db/

3. Start the process.
./mongod -f restoreconfig/single_40303.yaml

Step 2 Connect to the single node and run the following configuration command:

./mongo --host 127.0.0.1 --port 40303

1. Run the following commands to modify the replica set configuration:
var cf=db.getSiblingDB('local').system.replset.findOne();
cf['members'][0]['host']='127.0.0.1:40303";
cf['members'][1]['host']='127.0.0.1:40304";
cf['members'][2]['host']='127.0.0.1:40305";
cf['members'][0]['hidden']=false;
cf['members'][1]['hidden']=false;
cf['members'][2]['hidden']=false;
cf['members'][0]['priority']=1;
cf['members'][1]['priority']=1;
cf['members'][2]['priority']=1;
db.getSiblingDB('local').system.replset.remove({});
db.getSiblingDB('local’).system.replset.insert(cf)

2.  Run the following commands to clear the built-in accounts:
db.getSiblingDB(‘admin').dropAllUsers();
db.getSiblingDB(‘admin').dropAllRoles();

3.  Run the following command to update the mongos and shard information:
db.getSiblingDB('config').mongos.remove({});

Query the _id information about multiple shards in the config.shards table.
The _id information is used as the query condition of _id in the following
statements. Update records in sequence.

db.getSiblingDB('config').shards.update({'_id" : 'shard_1"},{$set: {"host"
'shard_1/127.0.0.1:40306,127.0.0.1:40307,127.0.0.1:40308'}})

db.getSiblingDB('config').shards.update({'_id' : 'shard_2'},{$set: {"host":
'shard_2/127.0.0.1:40309,127.0.0.1:40310,127.0.0.1:40311'}})

db.getSiblingDB('config').mongos.find ({});
db.getSiblingDB('config').shards.find({3});

4. Run the following command to stop the single-node process:
db.getSiblingDB(‘admin').shutdownServer();
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Step 3 Create a configsvr replica set.

1. Copy the dbPath file of the configsvr1 node to the directories of the other
two configsvr nodes.

cp -aR /compile/cluster-restore/cfg1/data/db/ /compile/cluster-restore/cfg2/
data/db/

cp -aR /compile/cluster-restore/cfg1/data/db/ /compile/cluster-restore/cfg3/
data/db/

2. Add the replica set configuration attribute to the configuration file

(restoreconfig/configsvr_40303.yaml) of the configsvr-1 node.
net:
bindlp: 127.0.0.1
port: 40303
unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/cfg1/configsvr.pid}
replication: {replSetName: config}
sharding: {archiveMovedChunks: false, clusterRole: configsvr}
storage:
dbPath: /compile/cluster-restore/cfg1/data/db/
directoryPerDB: true
engine: wiredTiger
wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
indexConfig: {prefixCompression: true}
systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-
restore/cfg1/log/configsvr.log}

3. Start the process.
./mongod -f restoreconfig/configsvr_40303.yaml

4. Add the replica set configuration attribute to the configuration file

(restoreconfig/configsvr_40304.yaml) of the configsvr-2 node.
net:
bindlp: 127.0.0.1
port: 40304
unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/cfg2/configsvr.pid}
replication: {replSetName: config}
sharding: {archiveMovedChunks: false, clusterRole: configsvr}
storage:
dbPath: /compile/cluster-restore/cfg2/data/db/
directoryPerDB: true
engine: wiredTiger
wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
indexConfig: {prefixCompression: true}
systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-
restore/cfg2/log/configsvr.log}

5. Start the process.
./mongod -f restoreconfig/configsvr_40304.yaml

6. Add the replica set configuration attribute to the configuration file
(restoreconfig/configsvr_40305.yaml) of the configsvr-3 node.
net:

bindlp: 127.0.0.1
port: 40305
unixDomainSocket: {enabled: false}
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processManagement: {fork: true, pidFilePath: /compile/cluster-restore/cfg3/configsvr.pid}
replication: {replSetName: config}
sharding: {archiveMovedChunks: false, clusterRole: configsvr}
storage:
dbPath: /compile/cluster-restore/cfg3/data/db/
directoryPerDB: true
engine: wiredTiger
wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
indexConfig: {prefixCompression: true}
systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-
restore/cfg3/log/configsvr.log}

7. Start the process.
./mongod -f restoreconfig/configsvr_40305.yaml

Step 4 Wait until the primary node is selected.
./mongo --host 127.0.0.1 --port 40303
Run the rs.status() command to check whether the primary node exists.

----End
7.5.1.4 Restoring the shardsvr1 Replica Set

Preparing Directories

rm -rf /compile/cluster-restore/shd1*

mkdir -p /compile/cluster-restore/shd11/data/db
mkdir -p /compile/cluster-restore/shd11/log
mkdir -p /compile/cluster-restore/shd12/data/db
mkdir -p /compile/cluster-restore/shd12/log
mkdir -p /compile/cluster-restore/shd13/data/db
mkdir -p /compile/cluster-restore/shd13/log

Procedure

Step 1 Prepare the configuration file and directory of a single node and start the process
in single-node mode.

1. The configuration file is as follows (restoreconfig/single_40306.yaml):
net:
bindlp: 127.0.0.1
port: 40306
unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/shd11/mongod.pid}
storage:
dbPath: /compile/cluster-restore/shd11/data/db/
directoryPerDB: true
engine: wiredTiger
wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
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Step 2 Connect to the single node and run the following configuration command:

indexConfig: {prefixCompression: true}

systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-

restore/shd11/log/mongod.log}

Copy the decompressed shardsvr1 file to the dbPath directory on the single

node.
cp -aR
/compile/download/backups/

caclefc8e65e42ecad8953352321bfeein02_6cfa6167d4114d7c8cec5b47f9a78dc

5n002/* /compile/cluster-restore/shd11/data/db/
Start the process.
./mongod -f restoreconfig/single_40306.yaml

Connection command: ./mongo --host 127.0.0.1 --port 40306

1.

Run the following commands to modify the replica set configuration:
var cf=db.getSiblingDB('local').system.replset.findOne();
cf['members'][0]['host']='127.0.0.1:40306";
cf['members'][1]['host']='127.0.0.1:40307";
cf['members'][2]['host']='127.0.0.1:40308";
cf['members'][0]['hidden']=false;
cf['members'][1]['hidden']=false;
cf['members'][2]['hidden']=false;
cf['members'][0]['priority']=1;

cf['members'][1]['priority']=1;

cf['members'][2] ['priority']=1;
db.getSiblingDB('local’).system.replset.remove({});
db.getSiblingDB('local’).system.replset.insert(cf)

Run the following commands to clear the built-in accounts:
db.getSiblingDB(‘admin').dropAllUsers();
db.getSiblingDB(‘admin').dropAllRoles();

Run the following commands to update the configsvr information:
Connection command: ./mongo --host 127.0.0.1 --port 40306
var vs = db.getSiblingDB('admin').system.version.find();

while (vs.hasNext()) {

var curr = vs.next();

if (curr.nasOwnProperty(‘configsvrConnectionString')) {

db.getSiblingDB(‘admin').system.version.update({'_id" : curr._id}, {$set:

{'configsvrConnectionString": 'config/
127.0.0.1:40303,127.0.0.1:40304,127.0.0.1:40305'}});

}
}

Run the following command to stop the single-node process:
db.getSiblingDB(‘admin').shutdownServer();
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Step 3 Create the shardsvr1 replica set.

1. Copy the dbPath file of the shardsvr1 node to the directories of the other two
shardsvr nodes.

cp -aR /compile/cluster-restore/shd11/data/db/ /compile/cluster-restore/
shd12/data/db/

cp -aR /compile/cluster-restore/shd11/data/db/ /compile/cluster-restore/
shd13/data/db/

2. Add the replica set configuration attribute to the configuration file
(restoreconfig/shardsvr_40306.yaml) of the shardsvr1-1 node.

--- For details about the value of replication.replSetName, see the shard _id
information in Step 2.3.

net:
bindlp: 127.0.0.1
port: 40306
unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/shd11/mongod.pid}
replication: {replSetName: shard_1}
sharding: {archiveMovedChunks: false, clusterRole: shardsvr}
storage:
dbPath: /compile/cluster-restore/shd11/data/db/
directoryPerDB: true
engine: wiredTiger
wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
indexConfig: {prefixCompression: true}
systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-
restore/shd11/log/mongod.log}

3. Start the process.
./mongod -f restoreconfig/shardsvr_40306.yaml

4. Add the replica set configuration attribute to the configuration file
(restoreconfig/shardsvr_40307.yaml) of the shardsvr1-2 node.

--- For details about the value of replication.replSetName, see the shard _id
information in Step 2.3.

net:
bindlp: 127.0.0.1
port: 40307
unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/shd12/mongod.pid}
replication: {replSetName: shard_1}
sharding: {archiveMovedChunks: false, clusterRole: shardsvr}
storage:
dbPath: /compile/cluster-restore/shd12/data/db/
directoryPerDB: true
engine: wiredTiger
wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
indexConfig: {prefixCompression: true}
systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-
restore/shd12/log/mongod.log}

5. Start the process.
./mongod -f restoreconfig/shardsvr_40307.yaml
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6. Add the replica set configuration attribute to the configuration file
(restoreconfig/shardsvr_40308.yaml) of the shardsvr1-3 node.

--- For details about the value of replication.replSetName, see the shard _id
information in Step 2.3.

net:
bindlp: 127.0.0.1
port: 40308
unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/shd13/mongod.pid}
replication: {replSetName: shard_1}
sharding: {archiveMovedChunks: false, clusterRole: shardsvr}
storage:
dbPath: /compile/cluster-restore/shd13/data/db/
directoryPerDB: true
engine: wiredTiger
wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
indexConfig: {prefixCompression: true}
systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-
restore/shd13/log/mongod.log}

7. Start the process.
./mongod -f restoreconfig/shardsvr_40308.yaml

Step 4 Wait until the primary node is selected.
./mongo --host 127.0.0.1 --port 40306
Run the rs.status() command to check whether the primary node exists.

----End
7.5.1.5 Restoring the shardsvr2 Replica Set

Preparing Directories

rm -rf /compile/cluster-restore/shd2*

mkdir -p /compile/cluster-restore/shd21/data/db
mkdir -p /compile/cluster-restore/shd21/log
mkdir -p /compile/cluster-restore/shd22/data/db
mkdir -p /compile/cluster-restore/shd22/log
mkdir -p /compile/cluster-restore/shd23/data/db
mkdir -p /compile/cluster-restore/shd23/log

Procedure

Step 1 Prepare the configuration file and directory of a single node and start the process
in single-node mode.

1. The configuration file is as follows (restoreconfig/single_40309.yaml):
net:
bindlp: 127.0.0.1
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port: 40309
unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/shd21/mongod.pid}
storage:
dbPath: /compile/cluster-restore/shd21/data/db/
directoryPerDB: true
engine: wiredTiger
wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
indexConfig: {prefixCompression: true}
systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-
restore/shd21/log/mongod.log}

Copy the decompressed shardsvr2 file to the dbPath directory on the single
node.

cp -aR

/compile/download/backups/
caclefc8e65e42ecad8953352321bfeein02_92b196d2401041a7af869a2a3cab70
79n002/* /compile/cluster-restore/shd21/data/db/

Start the process.
./mongod -f restoreconfig/single_40309.yaml

Step 2 Connect to the single node and run the following configuration command:

Connection command: ./mongo --host 127.0.0.1 --port 40309

1.

Run the following commands to modify the replica set configuration:
var cf=db.getSiblingDB('local').system.replset.findOne();
cf['members'][0]['host']='127.0.0.1:40309';
cf['members'][1]['host']='127.0.0.1:40310";
cf['members'][2]['host']='127.0.0.1:40311";
cf['members'][0]['hidden']=false;
cf['members'][1]['hidden']=false;
cf['members'][2]['hidden']=false;
cf['members'][0]['priority']=1;
cf['members'][1]['priority']=1;
cf['members'][2]['priority']=1;
db.getSiblingDB('local').system.replset.remove({});
db.getSiblingDB('local’).system.replset.insert(cf)

Run the following commands to clear the built-in accounts:
db.getSiblingDB('admin').dropAllUsers();
db.getSiblingDB('admin').dropAllRoles();

Run the following commands to update the configsvr information:
var vs = db.getSiblingDB('admin').system.version.find();
while (vs.hasNext()) {

var curr = vs.next();

if (curr.nasOwnProperty(‘configsvrConnectionString')) {

Issue 01 (2023-01-30)

Copyright © Huawei Technologies Co., Ltd. 137



Document Database Service
User Guide 7 Data Restorations

db.getSiblingDB('admin').system.version.update({'_id" : curr._id}, {$set:
{'configsvrConnectionString": 'config/
127.0.0.1:40303,127.0.0.1:40304,127.0.0.1:40305'}});

}
}

4. Run the following command to stop the single-node process:
db.getSiblingDB(‘admin').shutdownServer();

Step 3 Create the shardsvr2 replica set.

1. Copy the dbPath file of the shardsvr2 node to the directories of the other two
shardsvr nodes.

cp -aR /compile/cluster-restore/shd21/data/db/ /compile/cluster-restore/
shd22/data/db/

cp -aR /compile/cluster-restore/shd21/data/db/ /compile/cluster-restore/
shd23/data/db/

2. Add the replica set configuration attribute to the configuration file
(restoreconfig/shardsvr_40309.yaml) of the shardsvr2-1 node.

--- For details about the value of replication.replSetName, see the shard _id
information in Step 2.3.

net:
bindlp: 127.0.0.1
port: 40309
unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/shd21/mongod.pid}
replication: {replSetName: shard_2}
sharding: {archiveMovedChunks: false, clusterRole: shardsvr}
storage:
dbPath: /compile/cluster-restore/shd21/data/db/
directoryPerDB: true
engine: wiredTiger
wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
indexConfig: {prefixCompression: true}
systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-
restore/shd21/log/mongod.log}

3. Start the process.
./mongod -f restoreconfig/shardsvr_40309.yaml

4. Add the replica set configuration attribute to the configuration file
(restoreconfig/shardsvr_40310.yaml) of the shardsvr2-2 node.

--- For details about the value of replication.replSetName, see the shard _id
information in Step 2.3.

net:
bindlp: 127.0.0.1
port: 40310
unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/shd22/mongod.pid}
replication: {replSetName: shard_2}
sharding: {archiveMovedChunks: false, clusterRole: shardsvr}
storage:
dbPath: /compile/cluster-restore/shd22/data/db/
directoryPerDB: true
engine: wiredTiger
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Step 4

wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
indexConfig: {prefixCompression: true}

systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-

restore/shd22/log/mongod.log}
5. Start the process.
./mongod -f restoreconfig/shardsvr_40310.yaml

6. Add the replica set configuration attribute to the configuration file
(restoreconfig/shardsvr_40311.yaml) of the shardsvr2-2 node.

--- For details about the value of replication.replSetName, see the shard _id

information in Step 2.3.

net:
bindlp: 127.0.0.1
port: 40311
unixDomainSocket: {enabled: false}

processManagement: {fork: true, pidFilePath: /compile/cluster-restore/shd23/mongod.pid}

replication: {replSetName: shard_2}
sharding: {archiveMovedChunks: false, clusterRole: shardsvr}
storage:
dbPath: /compile/cluster-restore/shd23/data/db/
directoryPerDB: true
engine: wiredTiger
wiredTiger:
collectionConfig: {blockCompressor: snappy}
engineConfig: {directoryForindexes: true, journalCompressor: snappy}
indexConfig: {prefixCompression: true}

systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-

restore/shd23/log/mongod.log}
7. Start the process.
./mongod -f restoreconfig/shardsvr_40311.yaml

Wait until the primary node is selected.
./mongo --host 127.0.0.1 --port 40309
Run the rs.status() command to check whether the primary node exists.

--—-End

7.5.1.6 Restoring the mongos Node

Step 1

Step 2

Prepare the configuration file and directory of the mongos node.
rm -rf /compile/cluster-restore/mgs*

mkdir -p /compile/cluster-restore/mgs1/log

mkdir -p /compile/cluster-restore/mgs2/log

Configuration file (restoreconfig/mongos_40301.yaml)

net:

bindlp: 127.0.0.1

port: 40301

unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/mgs1/mongos.pid}
sharding: {configDB: 'config/127.0.0.1:40303,127.0.0.1:40304,127.0.0.1:40305'}
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systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-restore/
mgs1/log/mongos.log}

Step 3 Configuration file (restoreconfig/mongos_40302.yaml)
net:
bindlp: 127.0.0.1
port: 40302
unixDomainSocket: {enabled: false}
processManagement: {fork: true, pidFilePath: /compile/cluster-restore/mgs2/mongos.pid}
sharding: {configDB: 'config/127.0.0.1:40303,127.0.0.1:40304,127.0.0.1:40305'}
systemLog: {destination: file, logAppend: true, logRotate: reopen, path: /compile/cluster-restore/
mgs2/log/mongos.log}
Step 4 Start the mongo node.

./mongos -f restoreconfig/mongos_40301.yaml
./mongos -f restoreconfig/mongos_40302.yaml

--—-End

7.5.1.7 Checking the Cluster Status

Connect to the cluster through mongos and check th