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Question Summary

Product Consultation
e Can | Migrate Servers from Other Clouds to Huawei Cloud?
e Can | Ask Huawei Cloud Technical Support to Help Me Migrate Services?
e How Do | Migrate an ECS from One Account to Another?
e How Do | Migrate an ECS from One Region to Another Using SMS?

e Can | Migrate ECSs from Huawei Cloud to On-Premises Environments or
Other Clouds Using SMS?

e How Do | Obtain an AK/SK Pair for a Huawei Cloud Account?

e How Do | Obtain an AK/SK Pair for an IAM User?

e Does SMS Support Resumable Data Transfer?

e How Do | Display the OS Name of a Target Server on the ECS Console?
e How Do | Create a Target Server That Meets the SMS Requirements?

e Can | Use SMS to Migrate Self-built Databases, Big Data Services, or
Websites Deployed on a Source Server?

e How Do | Obtain the SMS Domain Name Required for Starting the SMS-
Agent?

e Dol Need to Activate the Windows OS and Paid Software After the
Migration Is Complete?

Billing
How Is SMS Billed?

OS Compatibility and Migration Restrictions
e What Are the Constraints on and What OSs Are Supported by SMS?

e How Do I Resolve Error "Inconsistent firmware type. Source: UEFI, Target:
BIOS" When | Create a Migration Task?

Migration Network
e SMS.3802 Failed to Establish an SSH Connection with the Target Server

e SMS.1807 Failed to Connect to the Target Server. Check Whether Its IP
Address Is Reachable and Confirm that Port 8900 Is Enabled
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SMS.0203 Connection from Source Server to APl Gateway Timed Out
How Do | Restore the Connection Between the Agent and SMS?
Why the Migration Progress Is Suspended or Slow?

How Do | Set Up a Secure Migration Network for Using SMS?

What Are the Network Requirements for Existing Target Servers?
How Do | Configure Security Group Rules for Target Servers?

Known Errors and Solutions

SMS.0202 AK/SK Authentication Failed. Ensure that the AK and SK Are
Correct

SMS.0203 Connection from Source Server to APl Gateway Timed Out

SMS.0204 Insufficient Permissions. Obtain the Required Fine-grained
Permissions

SMS.3802 Failed to Establish an SSH Connection with the Target Server
SMS.6517 rsync Not Installed on the Source Server

4.10.42 SMS.6563 File initrd or initramfs of the xxxx Version Not Found
Under /boot Directory. For solution, see SMS API Reference.

Agent Installation and Startup

How Do | Download and Install the Agent on Source Servers?
Why Is My Target Server Locked During the Migration?

How Do | Unlock a Target Server Manually?

Why Does the Agent Not Start the First Time | Launch It?
SMS.1902 Failed to Start the I/O Monitoring Module

How Do | Resolve Error "utf-8 codec can't decode byte Oxce in position0:
invalid continuation byte" When | Start the Agent?

Disk Management

Why Was a 40-GB EVS Disk Added to the Target Server During the
Migration?

How Do | Resize Partitions and Disks When | Migrate a Windows Source
Server?
How Do | Shrink the Disk Partitions on a Windows Source Server?

How Do | Resolve Error "Some disks on the target server are smaller than
those on the source server. Select another target server” When |
Configure the Target Server?

How Do | Resolve Error "Target server has fewer disks than source server.
Select another target server" When | Configure the Target Server?

Migration or Synchronization Failures

After the Migration Is Complete, How Do | Replicate Any New Data from
the Source Server to the Target Server?

What Do | Do If the SMS-Agent Exits Suddenly and Disconnects a
Windows Source Server from the SMS Console During a Migration?
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Target Server Configuration and Launch
e What Are the Differences Between Target and Source Servers After the

Migration?

e How Will the Authentication of a Target Server Change After the
Migration?

e After a Windows Server Is Migrated, Why Is the Used Space of C: Drive
Increased?

e  Why Is the File System Size Inconsistent Before and After the Migration?

e Why Can't | See Data Disks on a Windows Target Server After the
Migration Is Complete?

e After the Migration Is Complete, Will Deleting the Target Server
Configuration or Server Record Affect the Source or Target Server?

e If | Change the Password of the Source Server and Perform an
Incremental Synchronization After the Full Migration Is Complete, Will
the New Password Be Synchronized to the Target Server?
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Product Consultation

2.1 Can | Migrate ECSs from Huawei Cloud to On-
Premises Environments or Other Clouds Using SMS?

No, but you can create images for your ECSs, export the images, and download
them to a local PC or transfer them to other clouds. For details, see Exporting
Images.

2.2 Can | Ask Huawei Cloud Technical Support to Help
Me Migrate Services?

We do not directly migrate your services. To learn how to use SMS for the
migration, see SMS Documentation.

If you need professional migration solutions and tools, Cloud Migration Service
on Huawei Cloud is available for you. It helps you smoothly and quickly migrate
services and makes you stay focused on service development.

2.3 Does SMS Support Resumable Data Transfer?

Yes. Data transfer can be resumed if:

The transfer is interrupted because the source server is disconnected from
SMS due to network problems or other reasons. In this case, you do not need
to worry about data loss or migration failure. All you need to do is restore the
connection and restart the migration using the Start button on the SMS
console. For details about how to restore the connection, see How Do |
Restore the Connection Between the Agent and SMS?

You are performing a Linux file-level migration, but the transfer is interrupted
because the source server is disconnected from SMS after the Agent or the
source server is restarted. You need to click Start on the SMS console to
continue the unfinished migration task. If you are performing a Windows or
Linux block-level migration, the data transfer cannot be resumed, and you
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need to delete the migration task and create a new one to migrate all data
again.

2.4 How Do | Migrate an ECS from One Account to
Another?
To migrate an ECS from one account to another, perform the following operations:

1. Install the Agent on the ECS under the original account, but when starting the
Agent, enter the AK/SK pair of the destination account. To learn how to install
the SMS-Agent, see Installing the SMS-Agent on Windows or Installing the
SMS-Agent on Linux.

2. Sign in to the console using the destination account, configure the target
server, start the replication, and launch the target server.

(11 NOTE

You can also migrate ECSs across regions. For details, see How Do | Migrate an ECS from
One Region to Another Using SMS?

2.5 How Do | Migrate an ECS from One Region to
Another Using SMS?

The figure below illustrates how to migrate ECSs from one region to another.

Figure 2-1 Migration process
Make preparations.

Install the Agent on
SOUIce Servers.

Configure target servers.
Start full migration.

Launch target servers.

Synchronize incremental
data.

Issue 03 (2025-11-06) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 5


https://support.huaweicloud.com/eu/qs-sms/sms3_02_0005.html
https://support.huaweicloud.com/eu/qs-sms/sms3_02_0006.html
https://support.huaweicloud.com/eu/qs-sms/sms3_02_0006.html
https://support.huaweicloud.com/eu/qs-sms/sms3_02_0009.html
https://support.huaweicloud.com/eu/qs-sms/sms3_02_0009.html
https://support.huaweicloud.com/eu/qs-sms/sms3_02_0010.html
https://support.huaweicloud.com/eu/qs-sms/sms3_02_0011.html

Server Migration Service
FAQs

2 Product Consultation

Table 2-1 Migration procedure

Step

Description

Make
preparations.

Before using SMS to migrate servers, you need to prepare
and configure accounts, permissions, and source and target
servers.

Install the Agent

Install the Agent on the source ECSs in the region you are

target servers.

on source migrating from.

SErvers. ¢ Installing the Windows Agent
e Installing the Linux Agent
After the SMS-Agent is installed and started, configure target
servers in the target region on the SMS console.

Configure

Start a full
replication.

After the target servers are configured, start the migration
tasks to migrate applications and data from the source
servers to the target servers.

Launch the
target servers.

After the full data migration is complete, launch the target
servers to verify services.

Synchronize
incremental
data.

After the target servers are launched, if there are data
changes on your source servers, you can synchronize the
incremental data to the target servers.

2.6 How Do | Migrate a Linux Source Server as a Non-

root User?

Scenarios

If you must use a non-root user account to perform the migration, ensure that the
user has the required permissions.

Procedure

Step 1 For a hypothetical user, test, check whether the user is included in /etc/passwd. If
it is not, run the two commands below to add the user and set a password for it.

If it is, confirm that user test has a /fhome directory. If the user does not have a
home directory, add one.

useradd -m test
passwd test
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Step 2 Modify the /etc/sudoers file to configure permissions.

1. Add the following information to the end of the /etc/sudoers file based on
the OS distribution:
- Debian and Ubuntu

test ALL=(ALL:ALL) ALL
test ALL=(ALL:ALL) NOPASSWD:ALL

- Other distributions
test ALL=(ALL) ALL
test ALL=(ALL) NOPASSWD:ALL

2. If Defaults requiretty is in the /etc/sudoers file, comment it out.

/A\ CAUTION

These modifications to the sudoers file enable the user to execute
administrator-level commands without entering a password. After the
migration is completed, you need to undo the modifications, or an exception
occurs.

Step 3 Switch to the regular account (test in this example) and run the following
command to start the Agent:
sudo ./startup.sh

--—-End

2.7 How Do | Create an ECS?

Scenarios
Source servers can be migrated to ECSs on Huawei Cloud. You can prepare one or

more ECSs as target servers on Huawei Cloud before the migration.

Procedure

Step 1 Sign in to the console.

Step 2 Click 9 in the upper left corner and select the desired region and project.
Step 3 Click Service List and choose Compute > Elastic Cloud Server.

The Elastic Cloud Server page is displayed.
Step 4 Click Buy ECS and configure basic parameters.

For more information, see Purchasing an ECS.

(11 NOTE

e A target server running Windows must have at least 2 GB of memory.
e A target server must run the same type of OS as the source server.

e A target server must have at least as many disks as the source server, and each disk on
the target server must be at least as large as the paired source disk.
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Step 5 Click Next.
After the ECS is purchased, it will be displayed in the ECS list.

--—-End

2.8 What Is Block-Level Migration?
What is a block?

In block-level migrations, a block refers to a disk block. A disk block is the
minimum logical unit for file systems to manage disk partitions. Disk blocks are
similar to clusters in Windows. A block is also the minimum logic unit of disks
used by OSs and software. The smallest unit for disk read or write is a sector. A
sector is a physical area on a disk. The read and write operations to disk blocks are
performed in sectors. Generally, a file is stored in several blocks, and one block
maps to several physical sectors.

What is a block-level migration?

In block-level migrations, file systems are migrated by blocks. If the network is
interrupted before the migration is complete, only impacted blocks need to be
migrated again after the network recovers. If files are modified during the
migration, only modified blocks need to be synchronized.

In file-level migrations, various tools like TAR are used for remote replication over
SSH or other transmission protocols. If a file is modified during decompression or
the network is interrupted before the migration is complete, the migration will fail.
In addition, if a file is modified during the migration, the entire file needs to be
synchronized. It means that all the blocks of the file must be synchronized. So, the
synchronization efficiency is low.

2.9 What are Valid Data Blocks?

Valid data blocks are blocks that are allocated or used by a file system, for
example, Ext. SMS migrates only valid data blocks. SMS does not migrate data
blocks that are not allocated or used. This reduces the amount of data that needs
to be migrated and improves migration efficiency.

2.10 How Does Migration Using SMS Differ from
Migration Using IMS?

Migration Using SMS

SMS helps you migrate applications and data from x86 physical or virtual servers
on premises or in other private or public clouds to ECSs on Huawei Cloud.

Advantages

e Ease of use
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You just need to install and configure the Agent on source servers and
configure the target servers and start the migration on the SMS console. SMS
takes care of the remaining work automatically.

e Seamless migration

Your services do not have to go down during the migration. If the network is
interrupted during migration, SMS allows you to restart the migration and
continue transferring data from where it left off.

e High security

The Agent installed on source servers uses AK/SK pairs for authentication.
Dynamically generated SSL certificates and keys are used to encrypt
transmission channels for data security.

Constraints

For details, see What OSs Can Be Migrated and What Are the Restrictions on
Using SMS?

Migration Using IMS

If you want to migrate a server using IMS, you need to complete the initial
network and driver (Xen or KVM) configurations on the server, create an image of
the server, import the image to the IMS console, and use the image to create an
ECS.

Advantages

e |IMS enables you to import images (in VHD, VMDK, QCOW?2, or RAW format)
of existing servers to the cloud platform.

- The supported formats include VHD, VMDK, QCOW2, RAW, VHDX,
QCOW, VDI, QED, ZVHD, and ZVHD?2. Image files in other formats need
to be converted into any of these supported formats before being
imported. The open-source tool gemu-img can be used for conversion.

- The supported OSs includes SUSE, Oracle Linux, Red Hat Enterprise Linux,
Ubuntu, openSUSE, CentOS, Debian, Fedora, and EulerOS.

e IMS allows you to share or replicate images across regions to migrate ECSs
between accounts and regions.

e IMS enables you to create system and data disk images and use these images
on the cloud platform for batch deployment.

Constraints

Local storage space is occupied, and only image files no larger than 1 TB can be
imported.

2.11 Why Is the OS Name of the Target ECS Displayed
on the ECS Console Different from That of the Source

Server?

The console displays the ECS image name rather than the OS name.
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Figure 2-2 Image name
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e If you use an existing ECS as the target server, the name of the image used to
create the ECS is displayed on the ECS console.

e If you choose to automatically create an ECS as the target server, the name of
the public image selected by SMS is displayed on the ECS console.

NOTICE

To display the OS name of the source server on the ECS console, prepare an
image named after the source server OS, create an ECS using that image, and
use that ECS as the target server.

2.12 How Do | Determine Whether a Migration Is
Complete?

A migration in the Finished status is complete.

Servers

using s,

2.13 How Does SMS Differ from IMS in the Migration
Scenario?

The following describes the differences between SMS and IMS in terms of
application scenarios, migration processes, and service continuity.

Application Scenarios

e IMS is used to migrate on-premises servers to the cloud. IMS enables you to
create images for source servers and use the images for migration. The
images are usually used for deploying specific software environments, batch
deploying software environments, and backing up server running
environments. For details, see IMS Application Scenarios.

e SMS is used to migrate x86 physical servers or VMs on premises or in private
or public clouds to Huawei Cloud. For details, see What Is SMS?

Issue 03 (2025-11-06) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 10


https://support.huaweicloud.com/eu/productdesc-ims/ims_01_0003.html
https://support.huaweicloud.com/eu/productdesc-sms/sms_01_0002.html

Server Migration Service
FAQs 2 Product Consultation

Migration Process

e To use IMS for migration, you need to create images for source servers and
then use the images to create target servers. For details, see Creating a
Private Image.

e To use SMS for migration, you need to install and start the SMS-Agent on
each source server and start the migration. For details, see How Do I Install
the Agent on Source Servers?

Service Continuity

e If you use IMS for migration, your services need to be stopped for a long time
for image creation.

e If you use SMS for migration, your services do not have to go down during
the migration. You only need to pause services briefly for service cutover
before the final synchronization. After the final synchronization is complete,
you can start services on the target server. SMS ensures minimal downtime.

(1] NOTE

Service cutover refers to switching services from the source to the target.

2.14 What Are the Snapshots of a Target Server Used
for?

SMS creates snapshots for target servers at certain time points. These snapshots
are used for service cutover, data synchronization, and cloning target servers.

e  Cutover snapshots: After a migration is complete, SMS creates a snapshot for
each target server disk. These snapshots are used for rollback if any service
faults happen after the service cutover. Old snapshots are deleted and new
snapshots are created automatically whenever the target server is launched
again.

(10 NOTE

It is recommended that these snapshots are deleted after your services have been
running properly on the target server.

e Synchronization snapshots: For a Windows migration or Linux block-level
migration, after the source data is migrated and synchronized and before the
target server is launched, SMS creates a snapshot for each target server disk
to ensure data consistency between the source and target.

e Clone snapshots: When you clone a target server, SMS creates a snapshot for
each target server disk. These snapshots are used to clone the target server
and put the migration status back to continuous synchronization after the
clone is complete.
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2.15 How Many Source Resources Will Be Used for a
Linux Block-Level Migration?

Memory Usage (for Data Cache)

CPU Usage

There are six data cache nodes configured by the Agent on a source server. The
default size of a single cache node is 4 MB.

e  Minimum memory occupied by data cache: 6 x 1 MB = 6 MB

e Default memory occupied by data cache: 6 x 4 MB = 24 MB

e Maximum memory occupied by data cache: 6 x 8 MB = 48 MB

The following table describes how much CPU resource is used by a Linux block-

level migration.

Number of | CPU Usage Default Compression | CPU Usage
CPUs Before the Agent | Threads After the Agent
Starts (n) Configured by the Starts

Agent

1 - 0. Data is not <n+10%
compressed.

2 n = 50% 0. Data is not <n+10%
compressed.

2 n < 50% 1 <n+50%

4 n=75% 0. Data is not <n+4%
compressed.

4 50% < =n < 75% 1 <n+25%

4 25% < n < 50% 2 <n+50%

4 n < 25% 3 <n+75%

8 n > 87% 0. Data is not <n+3%
compressed.

8 75% < n < 87% 1 <n+13%

8 62% < n < 75% 2 <n+25%

8 n<62% 3 <n+ 38%

16 n = 93% 0. Data is not <n+1%
compressed.

16 87% < n < 93% 1 <n+6%
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Number of | CPU Usage Default Compression | CPU Usage
CPUs Before the Agent | Threads After the Agent
Starts (n) Configured by the Starts
Agent
82% < n<87% 2 <n+13%
n < 82% 3 <n+17%
> 32 - 3 <n+10%

If the number of compression threads is larger than 0, the CPU usage after
the Agent starts can be calculated as follows:

p <100

CPUusage <(n+——)%

in which, c¢ indicates the number of CPUs, p indicates the number of
compression threads, and n indicates the CPU usage before the Agent starts.

If the number of compression threads is 0, the Agent occupies less than 10%
of the CPU capacity. The formula for calculating the CPU usage is as follows:

CPUusage <(n+10)%

By default, data compression is enabled for Linux block-level migrations. To
disable this function, see How Do | Disable Data Compression When the
CPU Usage Is Too High During a Linux Block-level Migration?

2.16 Do | Need to Activate the Windows OS and Paid
Software After the Migration Is Complete?

SMS migrates entire servers. After you use SMS to migrate a source server running
Windows, you need to activate Windows and other paid software on the target
server by yourself. SMS cannot help you do that. You can get help from the
software providers.

2.17 Which Directories Are Not Synchronized by
Default During Incremental Synchronization on a Linux

Server?

When incremental synchronization is performed after full replication is complete
on a Linux server, data will not be synchronized for the following directories
related to server configurations:

/proc/*,
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/lost+found/*,
/tmp/_MEI*,
/var/lib/ntp/proc/*,
/etc/fstab,

Jetc/X11/%,
/root/initrd_bak/*,
/lib/modules/*,
/boot/grub2/x86_64-efi/*,
/boot/grub2/i386-pc/*

Reasons

After the full migration of a Linux server, some parameter settings in the
preceding directories on the target server are modified to make the target server
compatible with Huawei Cloud and ensure that the target server can start
properly. During incremental synchronization, to ensure that the parameter
settings in these directories on the target server are not overwritten or modified
by the source server settings, these directories are not synchronized by default.

Notes

If there is service data in the preceding directories, you need to manually
synchronize the incremental service data to the target server.

2.18 Why Can't the Create new Option Be Selected
When | Configure a Migration Task for a Windows
Source Server?

SMS does not support automatic creation of Windows target servers. You need to
create a server with the recommended specifications and use the server as the
target server.
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Billing

3.1 Billing

SMS is free, but you are billed at standard rates for resources used during the
migration process.

/A\ CAUTION

The costs are for reference only. The actual amounts may vary.

EVS Disks

SMS creates and attaches a 40-GB EVS disk to each target server during the
migration. These EVS disks are billed on a pay-per-use basis. After the migration is
complete, these temporary EVS disks will be released. Do not delete these EVS
disks or change their billing mode to yearly/monthly before the migration is
complete, or the migration will fail.

For pricing details about EVS, see EVS Pricing Details.

EVS Disk Snapshots

SMS creates snapshots for target servers at certain time points. These snapshots
are used for service cutover, data synchronization, and cloning target servers. For
details, see What Are the Snapshots of a Target Server Used for?

Legacy snapshots are free. You can use them free of charge. For the billing

information about standard snapshots, see Billing for EVS Snapshots.
Data Transfer

Traffic is generated during the migration and is billed as follows:

e If the source public IP address is billed by bandwidth and you use the fixed
bandwidth for migration over the Internet, the traffic you used will not be
billed.
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If the source public IP address is billed by traffic and you migrate data over
the Internet, the price is calculated by multiplying the unit price of traffic by
the amount of data migrated. For details about the unit price of traffic,
contact the provider of the source public IP address. The amount of data
migrated is the actual usage of disks on source servers.

If you use Direct Connect or Virtual Private Network (VPN) for migration,
the cost depends on the price of your Direct Connect or VPN connections.
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OS Compatibility and Migration
Restrictions

4.1 What Are the Constraints on and What OSs Are
Supported by SMS?

Server Requirements

Item Constraint

Server specifications e Windows: Source and target servers must each
have more than 1 CPU and 1 GB of memory.

e Linux: Source and target servers must each have at
least 1 CPU and 1 GB of memory.

CPU and memory e The CPU usage of a source server must not exceed
80%.

e The available memory of a source server must be
greater than 256 MB.

OSs e Supported Windows OSs
e Supported Linux OSs
e A server running multiple OSs cannot be migrated.

Available disk space e Windows

- At least 320 MB available space on a partition
not smaller than 600 MB

- At least 40 MB available space on a partition
smaller than 600 MB

e Linux
At least 200 MB of available space on the root
partition
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Item Constraint

Disk quantity SMS imposes a disk limit on source servers due to ECS
constraints. While an ECS supports up to 24 disks,
SMS reserves one slot for a temporary disk during
migration. This means that a source server can have a
maximum of 23 disks.

Disk size e The mkfs tool included in the SMS agent image for
Linux cannot create file systems larger than 16 TB.
As a result, disks exceeding 16 TB are not
supported on target servers. To ensure
compatibility, you can adjust disk and partition
settings of source servers to meet this requirement.
This restriction does not apply to Windows servers.

e To migrate a source server with GPT disks, the
paired disks on the target server must be at least 1
GB larger.

File systems e Windows: Only NTFS file systems are supported.

e Linux: Only Ext2, Ext3, Ext4, VFAT, and XFS file
systems are supported.

Shared file systems Only files on local disks can be migrated. Shared file
systems cannot be migrated.

For example, files in Network File System (NFS),
Common Internet File System (CIFS), and Network
Attached Storage (NAS).

Nested LVM systems Nested LVM systems cannot be migrated.

Required components Source servers must contain the components required
for migration.

e Windows: WMI and VSS
e Linux: SSH (such as OpenSSH), rsync, and GRUB

Migration Constraints

Item Constraint

Source server quantity | A maximum of 1,000 source servers are allowed per
account. Delete the records of migrated servers in a
timely manner so that other servers can continue to be

migrated.
Number of concurrent | A maximum of 100 source servers can be migrated at
migrations the same time.
External storage of SMS cannot migrate data from the external storage
servers attached to a source server.
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Item

Constraint

Encrypted files

SMS cannot migrate OSs that contain protected folders
or encrypted volumes.

Encrypted systems

SMS cannot migrate OSs that are encrypted, such as
Windows OSs protected with BitLocker.

Servers that run multi-
node databases and
Active Directory
Domain Services (AD
DS)

SMS cannot migrate servers that host active directories
or multi-node databases.

Data of database
applications and
domain controller
applications

SMS cannot migrate data of database applications and
domain controller applications.

Applications bound to
hardware

SMS cannot migrate OSs that contain applications
bound to hardware.

Dynamic disks

Dynamic disks in Windows systems are migrated as
basic disks. After the migration is complete, the target
server will not have dynamic disks.

Unmounted or
uninitialized disks
(empty disks)

SMS only migrates data on disks that are mounted and
actively used on a source server. Data on unmounted
or uninitialized disks will not be migrated.

SMS requires that the source and target servers have
the same number of disks, including any unmounted
or uninitialized disks.

e If you use an existing server as the target, make
sure it has the same number of disks as the source
server, including unmounted or uninitialized ones.
After the migration is complete, you can delete any
unmounted or uninitialized disks from the target
server if they are no longer needed.

e If you allow the system to create a new target
server, the system will automatically create a server
with the same number of disks as the source server,
including unmounted or uninitialized disks. After
the migration is complete, you can delete any
unmounted or uninitialized disks from the target
server if they are no longer needed.

NOTE

If you want to migrate data from an unmounted disk on the

source server, mount the disk to the source server before the
migration.

Servers with system
volumes located on
disks other than the
first disk

SMS cannot migrate servers whose system volumes are
not on the first disk.
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Item Constraint

Thinly-provisioned SMS cannot migrate thinly-provisioned volumes

logical volumes tagged with pool.

Servers with RAID SMS cannot migrate servers with RAID arrays.

arrays

Big data clusters and SMS cannot migrate clusters including but not limited

container clusters to container clusters and big data clusters.

Compressed RAM- SMS cannot migrate ZRAM devices. These devices are

based block devices ignored during the collection phase, as they

(ZRAM devices) temporarily store compressed memory blocks. Manual
configuration is required after the migration is
complete.

Supported Windows OSs

Table 4-1 Supported Windows OSs

OS Version Bit UEFI Supported Remarks
Windows Server 64 No Windows Server
2008 2008 and
- Windows Server
Windows Server 64 No 2008 R2 cannot
2008 R2 boot in UEFI
mode.
Windows Server 64 Yes -
2012
Windows Server 64 Yes
2012 R2
Windows Server 64 Yes
2016
Windows Server 64 Yes
2019
Windows Server 64 Yes
2022
Windows 7 64 No
Windows 8.1 64 No
Windows 10 64 Yes
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Linux OSs Supported for File-Level Migration

Table 4-2 Linux distributions supported for file-level migration

(0} Version Bit UEFI
Suppor
ted

Red Hat Red Hat Enterprise Linux 6.0 (Only KVM 64 No

Enterprise servers are supported.)

Linux

Red Hat Enterprise Linux 64 No
6.1/6.2/6.3/6.4/6.5/6.7/6.8/6.9/6.10

Red Hat Enterprise Linux 7.0 64 No
Red Hat Enterprise Linux 64 Yes
7.1/7.2/7.3/7.4/7.5/7.6/7.7/7.8/7.9

Red Hat Enterprise Linux 64 Yes
8.0/8.1/8.2/8.3/8.4/8.5/8.6/8.7/8.8/8.9/8.10

Red Hat Enterprise Linux 64 Yes
9.0/9.1/9.2/9.3/9.4/9.5/9.6

Red Hat Red Hat Enterprise Linux CoreOS 4.15 64 Yes

Enterprise

Linux

CoreOS

NOTE

Data

consistency

verification

is not

supported.

Before the

migration,

view What

Should I

Consider

and

Prepare

Before

Migrating

a Server

Running

Red Hat

Enterprise

Linux

CoreOS?

CentOS CentOS 6.0 (Only KVM servers are supported.) | 64 No

CentOS 6.1/6.2/6.3/6.4/6.5/6.6/6.7/6.8/6.9/6.10 | 64 No
CentOS 7.0 64 No
CentOS 7.1/7.2/7.3/7.4/7.5/7.6/7.7/7.8/7.9 64 Yes
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oS Version Bit UEFI
Suppor
ted
CentOS 8.0/8.1/8.2/8.3/8.4/8.5 64 Yes
CentOS Stream 8 64 Yes
NOTE
This distribution will be identified as CentOS 8.0.
This does not affect the migration.
CentOS Stream 9 64 Yes
NOTE
This distribution will be identified as CentOS 9.0.
This does not affect the migration.
Oracle Oracle Linux 64 No
6.0/6.1/6.2/6.3/6.4/6.5/6.6/6.7/6.8/6.9/6.10
Oracle Linux 7.0 64 No
Oracle Linux 7.1/7.2/7.3/7.4/7.5/7.6/7.7/7.8/79 | 64 Yes
Oracle Linux 8.0/8.1/8.2/8.3/8.4/8.5/8.6/8.7/8.8 | 64 Yes
Oracle Linux 9.0/9.1/9.2/9.3 64 Yes
SUSE SUSE Linux Enterprise Server 11 SP3 64 No
SUSE Linux Enterprise Server 11 SP4 64 Yes
SUSE Linux Enterprise Server 12 SPQ 64 Yes
NOTE
Btrfs file systems on this distribution cannot be
migrated.
SUSE Linux Enterprise Server 12 64 Yes
SP1/SP2/SP3/SP4/SP5
SUSE Linux Enterprise Server 15 64 Yes
SP0O/SP1/SP2/SP3/SP5/SP6
SUSE Linux Enterprise Server 15 SP4 64 No
Ubuntu Ubuntu Server 12.04 64 No
Ubuntu Server 12.10 64 Yes
Ubuntu Server 13.10 64 Yes
Ubuntu Server 14.04/14.10 64 Yes
Ubuntu Server 15.04/15.10 64 Yes
Ubuntu Server 16.04/16.10 64 Yes
Ubuntu Server 17.04/17.10 64 Yes
Ubuntu Server 18.04 64 Yes
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ted
Ubuntu Server 18.10 64 No
Ubuntu Server 19.04/19.10 64 Yes
Ubuntu Server 20.04 64 Yes
Ubuntu Server 21.04/21.10 64 Yes
Ubuntu Server 22.04/22.10 64 Yes
Ubuntu Server 23.04/23.10 64 Yes
Ubuntu Server 24.04 64 Yes
Debian Debian GNU/Linux 6.0.10 64 No
Debian GNU/Linux 7.11.0 64 No
Debian GNU/Linux 64 No
8.0/8.1/8.2/8.3/8.4/8.5/8.6/8.7/8.8/8.9/8.10/8.11
Debian GNU/Linux 64 No
9.0/9.1/9.2/9.3/9.4/9.5/9.6/9.7/9.8/9.9/9.10/9.11
/9.12/9.13
Debian GNU/Linux 64 Yes

10.0/10.1/10.2/10.3/10.4/10.5/10.6/10.7/10.8/1
0.9/10.10/10.11/10.12/10.13

Debian GNU/Linux 11.0/11.1/11.2 64 Yes
Debian GNU/Linux 11.3/11.4/11.5/11.7/11.11 64 No
Debian GNU/Linux 11.6/11.9 64 Yes

Debian GNU/Linux 12.0/12.1/12.2/12.4/12.5 64 Yes

Debian GNU/Linux 12.11 64 No
Fedora Fedora 23/24/25/26/27/28/29/33/34/35/36/37 | 64 No
Fedora 30/31/32/38/39 64 Yes
EulerOS EulerOS 2.2.0 64 No
EulerOS 2.3.0 64 No
EulerOS 2.5.0 64 No
Amazon Amazon Linux 2.0 64 No
Hinux Amazon Linux 2018.3 64 No
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oS Version Bit UEFI
Suppor
ted
Amazon Linux 2023 AMI 64 No
NOTE
You are advised to run the following command on
the source server as the root user to install the
required components before the migration:
yum install kernel-modules-extra
Alibaba Alibaba Cloud Linux 3.2104 64 Yes
Cloud Linux ) ) -
Alibaba Cloud Linux 3.2104 (Quick Start) 64 No
Alibaba Cloud Linux 3.2104 (SCC) 64 Yes
Alibaba Cloud Linux 3.2104 LTS (MLPS 2.0 64 No
Level 3)
Alibaba Cloud Linux 2.1903 LTS 64 Yes
Alibaba Cloud Linux 2.1903 LTS (SCC) 64 No
Alibaba Cloud Linux 2.1903 LTS (Quick Start) 64 No
Alibaba Cloud Linux 2.1903 LTS (MLPS 2.0 64 No
Level 2)
AlmalLinux | AlmaLinux OS 64 Yes
8.3/8.4/8.5/8.6/8.7/8.8/8.9/8.10/9.0/9.1/9.2/9.3/
9.4
TencentOS | TencentOS Server 2.4 64 No
TencentOS Server 2.4 (TK4) 64 No
TencentOS Server 3.1 (TK4) 64 No
Kylin Kylin Linux Advanced Server V10 (Sword) 64 No
openEuler | openEuler 20.03 64 No
openEuler 21.09 64 No
openSUSE openSUSE 15.1/15.2/15.3/15.4 64 No
openSUSE 15.0/15.5 64 Yes
Rocky Linux | Rocky Linux 8.5/8.6/8.7/9.0/9.1 64 No
Rocky Linux 8.3/8.4/8.8/8.9/9.2/9.3/9.4 64 Yes
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Linux OSs Supported for Block-Level Migration

Table 4-3 Linux OSs and kernel versions supported for block-level migration

(01

Kernel Version

CentOS

2.6.32-131.0.15.el6.x86_64
2.6.32-220.13.1.el6.x86_64
2.6.32-220.17.1.el6.x86_64
2.6.32-220.2.1.el6.x86_64
2.6.32-220.23.1.el6.x86_64
2.6.32-220.4.1.el6.x86_64
2.6.32-220.4.2.el6.x86_64
2.6.32-220.7.1.el6.x86_64
2.6.32-220.el6.x86_64

2.6.32-279.11.1.el6.x86_64
2.6.32-279.1.1.el6.x86_64
2.6.32-279.14.1.el6.x86_64
2.6.32-279.19.1.el6.x86_64
2.6.32-279.2.1.el6.x86_64
2.6.32-279.22.1.el6.x86_64
2.6.32-279.5.1.el6.x86_64
2.6.32-279.5.2.el6.x86_64
2.6.32-279.9.1.el6.x86_64
2.6.32-279.el6.x86_64

2.6.32-358.0.1.el6.x86_64
2.6.32-358.11.1.el6.x86_64
2.6.32-358.14.1.el6.x86_64
2.6.32-358.18.1.el6.x86_64
2.6.32-358.2.1.el6.x86_64
2.6.32-358.23.2.el6.x86_64
2.6.32-358.6.1.el6.x86_64
2.6.32-358.6.2.el6.x86_64
2.6.32-358.el6.x86_64
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(01

Kernel Version

2.6.32-431.11.2.el6.x86_64
2.6.32-431.1.2.0.1.el6.x86_64
2.6.32-431.17.1.el6.x86_64
2.6.32-431.20.3.el6.x86_64
2.6.32-431.20.5.el6.x86_64
2.6.32-431.23.3.el6.x86_64
2.6.32-431.29.2.el6.x86_64
2.6.32-431.3.1.el6.x86_64
2.6.32-431.5.1.el6.x86_64
2.6.32-431.el6.x86_64

2.6.32-504.12.2.el6.x86_64
2.6.32-504.1.3.el6.x86_64
2.6.32-504.16.2.el6.x86_64
2.6.32-504.23.4.el6.x86_64
2.6.32-504.30.3.el6.x86_64
2.6.32-504.3.3.el6.x86_64
2.6.32-504.8.1.el6.x86_64
2.6.32-504.el6.x86_64

2.6.32-573.1.1.el6.x86_64
2.6.32-573.12.1.el6.x86_64
2.6.32-573.18.1.el6.x86_64
2.6.32-573.22.1.el6.x86_64
2.6.32-573.26.1.el6.x86_64
2.6.32-573.3.1.el6.x86_64
2.6.32-573.7.1.el6.x86_64
2.6.32-573.8.1.el6.x86_64
2.6.32-573.el6.x86_64

2.6.32-642.11.1.el6.x86_64
2.6.32-642.1.1.el6.x86_64
2.6.32-642.13.1.el6.x86_64
2.6.32-642.13.2.el6.x86_64
2.6.32-642.15.1.el6.x86_64
2.6.32-642.3.1.el6.x86_64
2.6.32-642.4.2.el6.x86_64
2.6.32-642.6.1.el6.x86_64
2.6.32-642.6.2.el6.x86_64
2.6.32-642.el6.x86_64
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(01

Kernel Version

2.6.32-696.10.1.el6.x86_64
2.6.32-696.10.2.el6.x86_64
2.6.32-696.10.3.el6.x86_64
2.6.32-696.1.1.el6.x86_64
2.6.32-696.13.2.el6.x86_64
2.6.32-696.16.1.el6.x86_64
2.6.32-696.18.7.el6.x86_64
2.6.32-696.20.1.el6.x86_64
2.6.32-696.23.1.el6.x86_64
2.6.32-696.28.1.el6.x86_64
2.6.32-696.30.1.el6.x86_64
2.6.32-696.3.1.el6.x86_64
2.6.32-696.3.2.el6.x86_64
2.6.32-696.6.3.e16.x86_64
2.6.32-696.el6.x86_64

2.6.32-71.14.1.el6.x86_64
2.6.32-71.18.1.el6.x86_64
2.6.32-71.18.2.el6.x86_64
2.6.32-71.24.1.el6.x86_64
2.6.32-71.29.1.el6.x86_64
2.6.32-71.7.1.el6.x86_64
2.6.32-71.el6.x86_64
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(01

Kernel Version

2.6.32-754.10.1.el6.x86_64
2.6.32-754.11.1.el6.x86_64
2.6.32-754.12.1.el6.x86_64
2.6.32-754.14.2.el6.x86_64
2.6.32-754.15.3.el6.x86_64
2.6.32-754.17.1.el6.x86_64
2.6.32-754.18.2.el6.x86_64
2.6.32-754.2.1.el6.x86_64
2.6.32-754.22.1.el6.x86_64
2.6.32-754.23.1.el6.x86_64
2.6.32-754.24.2.el6.x86_64
2.6.32-754.24.3.el6.x86_64
2.6.32-754.25.1.el6.x86_64
2.6.32-754.27.1.el6.x86_64
2.6.32-754.28.1.el6.x86_64
2.6.32-754.29.1.el6.x86_64
2.6.32-754.29.2.el6.x86_64
2.6.32-754.30.2.el6.x86_64
2.6.32-754.31.1.el6.x86_64
2.6.32-754.33.1.el6.x86_64
2.6.32-754.35.1.el6.x86_64
2.6.32-754.3.5.el6.x86_64
2.6.32-754.6.3.el6.x86_64
2.6.32-754.9.1.el6.x86_64
2.6.32-754.el6.x86_64

3.10.0-1062.1.1.el7.x86_64
3.10.0-1062.12.1.el7.x86_64
3.10.0-1062.1.2.el7.x86_64
3.10.0-1062.18.1.el7.x86_64
3.10.0-1062.4.1.el7.x86_64
3.10.0-1062.4.2.el7.x86_64
3.10.0-1062.4.3.el7.x86_64
3.10.0-1062.7.1.el7.x86_64
3.10.0-1062.9.1.el7.x86_64
3.10.0-1062.el7.x86_64
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(01

Kernel Version

3.10.0-1127.10.1.el7.x86_64
3.10.0-1127.13.1.el7.x86_64
3.10.0-1127.18.2.el7.x86_64
3.10.0-1127.19.1.el7.x86_64
3.10.0-1127.8.2.el7.x86_64
3.10.0-1127.el7.x86_64

3.10.0-1160.2.1.el7.x86_64
3.10.0-1160.2.2.el7.x86_64
3.10.0-1160.el7.x86_64

3.10.0-123.1.2.el7.x86_64
3.10.0-123.13.1.el7.x86_64
3.10.0-123.13.2.el7.x86_64
3.10.0-123.20.1.el7.x86_64
3.10.0-123.4.2.el7.x86_64
3.10.0-123.4.4.el7.x86_64
3.10.0-123.6.3.el7.x86_64
3.10.0-123.8.1.el7.x86_64
3.10.0-123.9.2.el7.x86_64
3.10.0-123.9.3.el7.x86_64
3.10.0-123.el7.x86_64

3.10.0-229.11.1.el7.x86_64
3.10.0-229.1.2.el7.x86_64
3.10.0-229.14.1.el7.x86_64
3.10.0-229.20.1.el7.x86_64
3.10.0-229.4.2.el7.x86_64
3.10.0-229.7.2.el7.x86_64
3.10.0-229.el7.x86_64
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(01

Kernel Version

3.10.0-327.10.1.el7.x86_64
3.10.0-327.13.1.el7.x86_64
3.10.0-327.18.2.el7.x86_64
3.10.0-327.22.2.el7.x86_64
3.10.0-327.28.2.el7.x86_64
3.10.0-327.28.3.el7.x86_64
3.10.0-327.3.1.el7.x86_64
3.10.0-327.36.1.el7.x86_64
3.10.0-327.36.2.el7.x86_64
3.10.0-327.36.3.el7.x86_64
3.10.0-327.4.4.el7.x86_64
3.10.0-327.4.5.el7.x86_64
3.10.0-327.el7.x86_64

3.10.0-514.10.2.el7.x86_64
3.10.0-514.16.1.el7.x86_64
3.10.0-514.21.1.el7.x86_64
3.10.0-514.21.2.el7.x86_64
3.10.0-514.2.2.el7.x86_64
3.10.0-514.26.1.el7.x86_64
3.10.0-514.26.2.el7.x86_64
3.10.0-514.6.1.el7.x86_64
3.10.0-514.6.2.el7.x86_64
3.10.0-514.el7.x86_64

3.10.0-693.11.1.el7.x86_64
3.10.0-693.11.6.el7.x86_64
3.10.0-693.1.1.el7.x86_64
3.10.0-693.17.1.el7.x86_64
3.10.0-693.21.1.el7.x86_64
3.10.0-693.2.1.el7.x86_64
3.10.0-693.2.2.el7.x86_64
3.10.0-693.5.2.el7.x86_64
3.10.0-693.el7.x86_64
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(o)) Kernel Version

3.10.0-862.11.6.el7.x86_64
3.10.0-862.14.4.el7.x86_64
3.10.0-862.2.3.el7.x86_64
3.10.0-862.3.2.el7.x86_64
3.10.0-862.3.3.el7.x86_64
3.10.0-862.6.3.el7.x86_64
3.10.0-862.9.1.el7.x86_64
3.10.0-862.el7.x86_64
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(01

Kernel Version

Ubuntu

4.4.0-21-generic
4.4.0-22-generic
4.4.0-24-generic
4.4.0-28-generic
4.4.0-31-generic
4.4.0-34-generic
4.4.0-36-generic
4.4.0-38-generic
4.4.0-42-generic
4.4.0-43-generic
4.4.0-45-generic
4.4.0-47-generic
4.4.0-51-generic
4.4.0-53-generic
4.4.0-57-generic
4.4.0-59-generic
4.4.0-62-generic
4.4.0-63-generic
4.4.0-64-generic
4.4.0-66-generic
4.4.0-67-generic
4.4.0-70-generic
4.4.0-71-generic
4.4.0-72-generic
4.4.0-75-generic
4.4.0-77-generic
4.4.0-78-generic
4.4.0-79-generic
4.4.0-81-generic
4.4.0-83-generic
4.4.0-87-generic
4.4.0-89-generic
4.4.0-91-generic
4.4.0-92-generic
4.4.0-93-generic
4.4.0-96-generic
4.4.0-97-generic
4.4.0-98-generic
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(01

Kernel Version

4.4.0-101-generic
4.4.0-103-generic
4.4.0-104-generic
4.4.0-116-generic
4.4.0-119-generic
4.4.0-121-generic
4.4.0-122-generic
4.4.0-124-generic
4.4.0-127-generic
4.4.0-128-generic
4.4.0-130-generic
4.4.0-131-generic
4.4.0-133-generic
4.4.0-134-generic
4.4.0-135-generic
4.4.0-137-generic
4.4.0-138-generic
4.4.0-139-generic
4.4.0-140-generic
4.4.0-141-generic
4.4.0-142-generic
4.4.0-143-generic
4.4.0-145-generic
4.4.0-146-generic
4.4.0-148-generic
4.4.0-150-generic
4.4.0-151-generic
4.4.0-154-generic
4.4.0-157-generic
4.4.0-159-generic
4.4.0-161-generic
4.4.0-164-generic
4.4.0-165-generic
4.4.0-166-generic
4.4.0-168-generic
4.4.0-169-generic
4.4.0-170-generic
4.4.0-171-generic
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(01

Kernel Version

4.4.0-173-generic
4.4.0-174-generic
4.4.0-176-generic
4.4.0-177-generic
4.4.0-178-generic
4.4.0-179-generic
4.4.0-184-generic
4.4.0-185-generic
4.4.0-186-generic
4.4.0-187-generic
4.4.0-189-generic
4.4.0-190-generic
4.4.0-193-generic
4.4.0-194-generic
4.4.0-197-generic
4.4.0-198-generic
4.4.0-200-generic
4.4.0-201-generic
4.4.0-203-generic
4.4.0-204-generic

Issue 03 (2025-11-06)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

34



Server Migration Service
FAQs

4 OS Compatibility and Migration Restrictions

(01

Kernel Version

4.15.0-20-generic
4.15.0-22-generic
4.15.0-23-generic
4.15.0-24-generic
4.15.0-29-generic
4.15.0-30-generic
4.15.0-32-generic
4.15.0-33-generic
4.15.0-34-generic
4.15.0-36-generic
4.15.0-38-generic
4.15.0-39-generic
4.15.0-42-generic
4.15.0-43-generic
4.15.0-44-generic
4.15.0-45-generic
4.15.0-46-generic
4.15.0-47-generic
4.15.0-48-generic
4.15.0-50-generic
4.15.0-51-generic
4.15.0-52-generic
4.15.0-54-generic
4.15.0-55-generic
4.15.0-58-generic
4.15.0-60-generic
4.15.0-62-generic
4.15.0-64-generic
4.15.0-65-generic
4.15.0-66-generic
4.15.0-69-generic
4.15.0-70-generic
4.15.0-72-generic
4.15.0-74-generic
4.15.0-76-generic
4.15.0-101-generic
4.15.0-106-generic
4.15.0-108-generic
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(o)) Kernel Version

4.15.0-109-generic
4.15.0-111-generic
4.15.0-112-generic
4.15.0-115-generic
4.15.0-117-generic
4.15.0-118-generic
4.15.0-121-generic
4.15.0-122-generic
4.15.0-123-generic
4.15.0-124-generic
4.15.0-128-generic
4.15.0-129-generic
4.15.0-130-generic
4.15.0-132-generic
4.15.0-134-generic
4.15.0-135-generic
4.15.0-136-generic
4.15.0-137-generic

SUSE 4.4.21-69-default
4.12.14-94.41-default
4.12.14-95.29-default
4.12.14-122.46-default
4.12.14-197.64-default
4.12.14-122.176-default
4.12.14-122.186-default
4.12.14-122.201-default
4.12.14-122.216-default

4.2 What Are the Important Statements of SMS?

e Source server data collection

After the Agent starts on a source server, it reports the source server details to
SMS for migration feasibility check. For details about what information is
collected from source servers, see What Information Does SMS Collect
About Source Servers? The collected information is only used for migration
feasibility check. To use SMS, you need to allow SMS to collect source server
information.
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License invalidity

After OSs, applications, and files on source servers are migrated to target
servers, the SIDs and MAC addresses of the servers will change. This means
that some OS or application licenses may become invalid. SMS is not
responsible for this type of issue. You can use the license server on Huawei
Cloud to obtain new Windows OS licenses and update or obtain application
licenses at your own expense.

Do not perform operations on the OS or disks of target servers before the
migration is complete. This includes, but is not limited to, changing or
reinstalling the OS. SMS is not responsible for any fees or data damage
resulting from such actions.

Target server disk formatting

During the migration, disks on the target server are formatted and re-
partitioned based on the source disk settings. Any existing data on the target
server will be lost. Before the migration, make sure you have backed up any
data on the target server that you need to save and ensure that the disks can
be formatted. SMS is not responsible for any data losses incurred.

Source disk data security

SMS does not monitor data in source disks during the migration. You need to
ensure the security of your source disk data yourself. If the target servers or
servers in the same VPC as the target servers are infected by any Trojans or
viruses migrated from the source servers, SMS is not responsible for such
problems.

Migration errors caused by source servers

SMS is not responsible for migration errors caused by source server problems,
including but is not limited to damaged hardware (such as damaged disks or
NICs), improper configurations, or software compatibility issues (such as
incompatible OSs and applications), damaged data files, heavy service traffic,
or slow network speeds. You can fix these problems by yourself, but if any
such problems persist, you can contact Huawei Cloud for assistance. Huawei
Cloud will make every effort to assist in resolving the problems but does not
guarantee all possible problems can be resolved. The following problems with
a source server may lead to migration errors:

- A faulty source server OS. For example, a Windows startup file is
damaged or missing.

- Anincorrectly configured source server OS. For example, GRUB or fstab is
incorrectly configured on the source server.

- Source server network problems. For example, the source server cannot
access the Internet, the network is too slow, or the SSH connection or
firewall is faulty.

- Slow I/O on source server disks, too much incremental data, scattered
effective clusters (on Windows), or too many small files (on Linux). These
problems can slow down the migration or synchronization progress.

- An incompatible source platform service or software

-  The Agent may be disabled by a source platform service or software, or
the I/O monitoring could be disabled by antivirus software on the source
server.

If your target servers on Huawei Cloud cannot be started after the migration
is complete, Huawei Cloud can provide technical support to help you solve
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problems, but does not promise that all possible problems can be resolved.
There are many possible reasons that a target server may be unable to start,
for example:

- The source server cannot be restarted.
- The source server has a non-standard OS configuration.

- The source server has drivers or software that is incompatible with
Huawei Cloud.

To ensure compatibility with Huawei Cloud, SMS modifies the system
configurations for target servers. For details, see What Are the Differences
Between Target and Source Servers After the Migration? SMS can ensure
data consistency before and after the migration but cannot ensure that your
services run properly after the migration. You need to modify related service
configurations thereafter.

You are advised not to add data to target servers before the service cutover or
to source servers after the service cutover. If new data is generated on both
your source and target servers after the service cutover, SMS cannot combine
data on the source and target servers. If you want to combine the new data
on the source and target servers, you must design a solution by yourself.

GPU server driver problems

If driver problems, such as lacking drivers for computing or graphics
acceleration, occur on target GPU servers after the migration is complete, you
need to install related drivers. If the problem persists, Huawei Cloud can
provide technical support for you, but does not guarantee all problems can be
resolved.

When migrating Windows servers, SMS calls some Windows APIs to obtain
data. SMS is not responsible for any call failures caused by the OS
configuration and hardware problems of these Windows servers. You need to
solve the problems by yourself.

Service isolation and conflicts

SMS does not check your services on source servers or target servers, let alone
conflicts between them. You need to identify service conflicts and make
isolation if necessary. If there are such conflicts, SMS is not responsible.

Temporary disks

SMS is free, but you pay for the temporary disks used during the migration.
For each migration, a temporary disk is created and attached to the target
server to ensure that the migration proceeds smoothly. Once the migration is
complete, the disk is automatically detached and deleted.

- If you delete a migration task before it is complete, you need to manually
delete the temporary disk. Otherwise, the disk will continue to be billed,
resulting in additional costs.

- If you reinstall or change the OS for the target server before the
migration is complete, the migration task will fail. You need to manually
delete the temporary disk used for the migration. Otherwise, the disk will
continue to be billed, resulting in additional costs.

SMS is not liable for any additional fees incurred due to the temporary disk.
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4.3 How Many Servers Can | Migrate Concurrently
Using SMS?

SMS allows you to register a maximum of 1,000 servers and migrate up to 100
servers concurrently. If you need to migrate more than 1,000 servers, delete
completed entries from the server list promptly to allow new servers to be
registered and migrated.

(11 NOTE

Each migration task can transfer a source server to a target server.

4.4 How Do | Check the Firmware Type of a Source
Server?

After the Agent is installed and started on the source server, it reports source
server details to SMS. On the SMS console, you can click the source server name
on the Servers page and on the displayed page, review the firmware type of the
source server.

Status @ Connected OS  UBUNTU_18_4 64BIT Source IP Address  192.162.0.144 (T

Migration pending -- Mbit/s -- GiB/-- GIB 10% o

Time Spent —

Task Progress ask Info Source Info

~ Source Info

UBUNTU_18_4_64BIT Passed

Connected 1vCPUs | 1 GiB | BIOS

2470

4.5 Why Do | Need to Install Additional Components
Before Migrating Amazon Linux 2023?

Reasons

The default kernel of Amazon Linux 2023 lacks certain essential components
needed for Huawei Cloud. These components are critical for the system to interact
with the cloud platform. Without these components, the system cannot access
Huawei Cloud VNC feature or other dependent functions after the migration.
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Preparations Before Migration
Run the following commands as the root user on the source server to install

necessary components for proper system operations after migration:
yum install kernel-modules-extra

4.6 What Should | Consider and Prepare Before
Migrating a Server Running Red Hat Enterprise Linux
CoreOS?

Red Hat Enterprise Linux CoreOS (RHCOS) is primarily designed to serve as the OS
for container nodes. To ensure a successful migration, specific constraints,
precautions, and preparatory steps must be considered.

Constraints

Item Constraint

Read-only /sysroot By default, the /sysroot directory is mounted as read-
only with the chattr +i /sysroot command. Before the
migration, you must remove the write protection of the /
sysroot directory.

Read-only mount The /etc, /sysroot, /boot, and /usr directories are

points mounted as read-only by default. To proceed with the
migration, you must remount them with read-write
permissions.

/boot/efi not The /boot/efi directory is not mounted by default after

mounted by default | system startup. You must mount it manually.

Servers with BIOS File-level migration does not support BIOS boot

and GPT partitions. As a result, servers with BIOS firmware and
GPT partitioning cannot be migrated using this method.
They must be migrated using block-level migration
instead.

Automatic injection | RHCOS uses the initramfs kernel structure tied to its

of VirtlO drivers system version, so it is impossible to use the dracut

during the migration | command to inject drivers during the migration. If the
VirtlO drivers are missing on the source server, the
migration cannot proceed.

Precautions

e Slow migration or synchronization: SMS migrates data by remotely
replicating files. The time required for the initial replication or synchronization
cannot be accurately estimated.

e Impact on PVS-based mounting: During the migration, the target server
inherits the disk settings of the source server. This may change the settings of
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any existing PVs and PVCs on the target server, thereby affecting the original
mounting mode.

(10 NOTE

In PVS-based mounting, PVs and PVCs are created statically, and then PVs are bound
to PVCs so pods can access them.

e Container startup failure: SMS ensures file system consistency but does not
ensure that containers can be started properly after migration.

Preparations
e Remove the read-only attribute for /sysroot.

The read-only attribute of /sysroot is enforced using the chattr +i /sysroot
command. To remove the write protection for /sysroot, run the following
command on the source server as user root:
chattr -i /sysroot

e Remount the mount points with read-write permissions.

The /etc, /sysroot, /boot, and /usr directories are mounted as read-only by
default. You need to remount them with read-write permissions on the source

server as user root.
mount -0 remount,rw /etc
mount -0 remount,rw /sysroot
mount -o remount,rw /boot
mount -0 remount,rw /usr

e Manually mount the /boot/efi directory.
RHCOS automatically unmounts the /boot/efi directory after startup, but the
files in the mount point must be accessible for migration. You can run the

blkid command to find the device for the /boot/efi directory. Typically, the
device is the partition labeled LABEL="EFI-SYSTEM".

Then, manually mount the partition. The command below is an example.
mount /dev/vda2 /boot/efi

e Check for the VirtlO drivers.

RHCOS uses the initramfs kernel structure tied to its system version, so it is
impossible to use the dracut command to inject drivers during the migration.
You can run the following command to check whether the initrd file includes

VirtlO drivers. If they are missing, manually add them.
Isinitrd {/nitrd-file} | grep virtio
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Source Servers

5.1 Can | Migrate Servers from Other Clouds to Huawei
Cloud?

Yes.

You can use SMS to migrate x86 cloud servers from AWS, Azure, Alibaba Cloud,
Tencent Cloud, and many other popular cloud platforms. You can also use SMS to
migrate on-premises x86 physical or virtual servers.

For details about the supported OSs, see What Are the Constraints on and What
OSs Are Supported by SMS?

5.2 Will My Services on the Source Server Be
Interrupted During Migration?

No. The migration primarily consumes the source bandwidth and requires minimal
additional resources like CPU and memory.

Before the migration, you are advised to check the source bandwidth usage and
properly allocate bandwidth to the migration process.

5.3 What Information Does SMS Collect About Source
Servers?

SMS uses the Agent to collect source server details to evaluate the migration
feasibility and provide data required for selecting or configuring target servers.
Table 5-1 lists the data collected from a Windows server. Table 5-2 lists the data
collected from a Linux server. All collected data is used for migration only.
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Table 5-1 Collected Windows server details

Item Sub-Item Usage

Environme | OS version Used for migration feasibility check.
nt Only source servers with OSs included
information in Table 4-1 can be migrated.

Firmware type

Used for migration feasibility check.
The source server can be booted from
BIOS or UEFI.

CPU Used for recommending the target
server flavor.
Memory Used for recommending the target

server flavor.

System directory

Used for configuring the target server.
After the migration is complete, it will
be used to restore the registry.

Disk partition style

Used for configuring the target server.
Before the migration starts, the disks of
the target server must be formatted
based on the disk settings of the source
server.

File system

Used for migration feasibility check.
Only the NTFS partitions can be
migrated.

Available space

Used for migration feasibility check. If
there is not enough space on a source
server partition, the migration may fail.

OEM system check

Used for migration feasibility check. If
the system is an OEM system, the OS
needs to be reactivated after the
migration is complete.

Driver files

Used for migration feasibility check.
The source server must have basic disk
drivers.

System services

Used for migration feasibility check.
Volume Shadow Copy Service (VSS)
must be available on the source server.

User permissions

Used for migration feasibility check.
You must have the administrator
permissions to run the Agent.
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e Disk partition style
e Disk size
e Used space

Item Sub-Item Usage
Disk e Disk name Used for checking whether the disk
information specifications of the target server meet

the migration requirements.

Table 5-2 Collected Linux server details

Item Sub-ltem

Usage

Environme | OS version

Used for migration feasibility check.

nt Only servers with OSs included in Table
information 4-2 or Table 4-3 can be migrated.
CPU Used for recommending the target
server flavor.
Memory Used for recommending the target

server flavor.

Paravirtualization

Used for migration feasibility check.
SMS cannot migrate paravirtualized
source servers.

Firmware type

Used for migration feasibility check.
The source server can be booted from
BIOS or UEFI.

Boot mode

Used for migration feasibility check.
The source server must be booted from
BIOS.

rsync

Used for evaluating synchronization
feasibility. SMS synchronization
depends on rsync on the source server.

Raw device

Used for migration feasibility check.
Source servers using raw devices cannot
be migrated.

Disk partition

Used for migration feasibility check.
The source disk partition style must be
Main Boot Record (MBR) or GUID
Partition Table (GPT).

Disk partition style

Used for configuring the target server.
Before the migration starts, the disks of
the target server must be formatted
based on the disk settings of the source
server.
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Item Sub-Item Usage

File system Used for migration feasibility check.
Supported file systems include Ext2,
Ext3, Ext4, VFAT, and XFS.

Disk e Disk name Used for checking whether the disk
information | § pisk partition style specifications of the target server meet

. . the migration requirements.
e Disk size

e Used space

5.4 Can | Migrate Only Some Workloads from a Source
Server?

No. SMS migrates entire servers. If you want to migrate only some applications
such as databases on source servers, Data Replication Service (DRS) can help
you.

5.5 Can | Migrate a Source Server If There Is No
Matching Image Available on Huawei Cloud?

Yes. The server uses the same OS before and after the migration. You can do so by
preparing an image by yourself, as long as the server OS is supported by SMS.
Check the OSs supported by SMS.

5.6 Can | Use SMS to Migrate Self-built Databases, Big
Data Services, or Websites Deployed on a Source
Server?

You are advised not to use SMS to migrate databases, big data clusters, or
container clusters.

If you still want to use SMS in the above scenarios, the required migration time
cannot be estimated. After the migration is complete, you need to pause the
source services but do not stop the source servers or the Agent before performing
the final service cutover. Otherwise, the target servers may take a long time to
launch, data will be inconsistent between the source and target servers, or your
services may be unable to start on the target servers.

5.7 Does Using a Non-default SSH Port on the Source
Server Affect the Migration?

Using a non-default SSH port on the source server does not affect the migration.
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Agent Installation and Startup

6.1 How Do | Download the SMS-Agent for Windows
and the SHA256 Verification File?

Step 1 Sign in to the SMS console.

Step 2 In the navigation pane on the left, choose Agents.

Step 3 Select the Windows card. Locate the SMS-Agent that matches the source server
OS, and click the = icon next to Agent to download the SMS-Agent installation

package. Click the = icon next to SHA256 File to download the file that
contains the hash value used to verify the integrity of the installation package.

e GUI-based Windows Agent (Python 3): Windows Server 2012, Windows Server
2016, Windows Server 2019, Windows Server 2022, Windows 10, and
Windows 8.1

e ClLl-based Windows Agent (Python 2): Windows Server 2008 and Windows 7

SMs Agents ©ue

--—-End
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6.2 How Do | Download and Install the Agent on
Source Servers?

Windows
Step 1 Sign in to the SMS console. In the navigation pane on the left, choose Agents.
Step 2 Select the Windows card, locate the Agent that matches the source server OS,

and click the * icon next to Agent to download the Agent installation package.

Agents au

osrd Source OS
=) B £ v ”

You can also use the following links to download the desired Agent:

e  Windows Agent (Python 3)
https://sms-agent-2-0.0bs.eu-west-101.myhuaweicloud.eu/SMS-Agent-Py3.exe

e Windows Agent (Python 2)

https://sms-agent-2-0.obs.eu-west-101.myhuaweicloud.eu/SMS-Agent-Py2.exe

A\ CAUTION

When you download the Agent from the preceding links, you need to go to the
SMS console to read and agree to the Service Agreement.

Step 3 Click the = icon next to SHA256 File to download the SHA256 verification code.
Verify the integrity of the Agent installation file. For details, see How Do | Verify
the Integrity of the Agent Installation File?

You can also use the following links to download SHA256 verification code:

e Windows Agent (Python 3)

https://sms-agent-2-0.obs.eu-west-101.myhuaweicloud.eu/SMS-Agent-
Py3.exe.sha256

e Windows Agent (Python 2)
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https://sms-agent-2-0.obs.eu-west-101.myhuaweicloud.eu/SMS-Agent-
Py2.exe.sha256

Step 4 Install the software by referring to Installing the SMS-Agent on Windows.
----End

Linux
Step 1 Sign in to the SMS console. In the navigation pane on the left, choose Agents.
Step 2 Select the Linux card, and in the Linux Agent area, click the ' icon next to

Agent URL to copy the Agent download command. Run the command on the
source server to download the Agent installation package.

SMs Agents

Dashboard Source 0S8

Servers
8 v =
Tempiates

Proxy Servers O Prepare @

Obain an AK/SK pair for the target account Obtain Now (3

O Download the Agent &

Linux Agent

1069 MB
Jun 27, 2024, 02.40:26 GMT+08:00
wget -t 3 -T 15 hifps fisms-agent-3-0.obs. huawei.com/SMS-Agent «argz

wget -t 3 -T 15 hitps f/sms-agent-3-0.0bs. = » huawel com/SMS-Agent tar gz sha256 ()

You can also use either of the following commands to download the Agent:

wget -t 3 -T 15 https://sms-agent-2-0.0bs.eu-west-101.myhuaweicloud.eu/SMS-Agent.tar.gz
curl -O https://sms-agent-2-0.0bs.eu-west-101.myhuaweicloud.eu/SMS-Agent.tar.gz

/A\ CAUTION

When you download the Agent using the preceding commands, you need to go to
the SMS console to read and agree to the Service Agreement.

Step 3 Copy the command next to SHA256 File and run the command on the source
server. Use the hash value contained in the SHA256 file to verify the integrity of
the Agent installation package. For details, see How Do | Verify the Integrity of
the Agent Installation File?

O Download the Agent (2

Linux Agent

Size 106.9 MB
Jun 27, 2024, 02:40:26 GMT+08:00
wget -t 3 -T 15 hitps.//sms-ageni-3-0.0bs. huawei.com/SMS-Agent.tar.gz (3

wget -t 3T 15 hitps://sms-agent-3-0.0bs » huawel.com/SMS-Agent tar.gz snazs

Verify File Integrity

You can also run either of the following commands to download the SHA256
verification code:
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Step 4

Step 5

Step 6

Step 7

wget -t 3 -T 15 https://sms-agent-2-0.obs.eu-west-101.myhuaweicloud.eu/SMS-Agent.tar.gz.sha256

Decompress the Agent software package.
tar -zxvf SMS-Agent.tar.gz

Switch to the SMS-Agent directory on the source server.
cd SMS-Agent

If you do not need to use an HTTPS proxy, go to 7.
If you do not need to use an HTTPS proxy, go to 8.

/A\ CAUTION

e If your source server cannot access Huawei Cloud over the Internet, you can
use a proxy server. You will need to configure the proxy server yourself.

e In a migration over a private line or VPN, a proxy server is only used for
registering the source server with SMS. It is not used for data migration.

(Optional) Configure the HTTP/HTTPS proxy for the Agent.

1. Go to the config directory.
cd SMS-Agent/agent/config

2. Open and edit the auth.cfg file. Do not edit the auth.cfg file unless you need

to use an HTTP/HTTPS proxy.
vi auth.cfg

The values shown here are for reference only.

[proxy-config]

enable = true

proxy_addr = https:// <your-proxy-address>.com
proxy_port = 3128

proxy_user = root

use_password = true

(10 NOTE

enable: To use a proxy, set it to true.

- proxy_addr: Replace <your-proxy-address>with the IP address of the proxy server,
not that of the target server. Use the protocol configured for the proxy. HTTPS is
recommended.

- proxy_user: Enter the username required for the proxy. If no username is required,
leave it blank.

- use_password: If a password is required for the proxy, set it to true. If no password
is required, set it to false.

3. Save the auth.cfg file and exit.

‘wq

Step 8 Start the Agent.

./startup.sh

Step 9 Read the displayed information carefully, enter y, and press Enter.

Figure 6-1 Entering y

After being started, the migration Agent collects system configuration information and uploads the
information to SMS for migration task creation. The information to be collected includes server IP

address and MAC address. For details, see the Server Migration Service User Guide. Are you sure you
want to collect the information?(v/n)y
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Step 10 Enter the AK/SK pair for the Huawei Cloud account that you are migrating to and

the SMS domain name. You can obtain the SMS domain name on the Agents
page of the SMS console, as shown in Figure 6-3.

Flgure 6-2 Enterlng the AK/SK pair

ion task creation. The information to be collected includes server IP address and MAC address. For details, see the Server Mig
ion Service User Guide. fire uou sure uvou want to l:nllev:t the 111l‘nmntmn'7(u/n)g

Please input AK(Access Key ID) of Pulbic Cloud :inSam
Please input SK(Secret Access Key) of Pulbic Cloud st
Please input smsdomain of Public Cloud: sms.c Jhuawei . com

Figure 6-3 Obtaining the SMS domain name

Source 0S

D Linux EE windows
4 L
O Prepare @
PLOBtaIn Now (7}
O Download the Agent @

Linux Agent
106.9ME
Juni 27, 2024, 02.40.26 GMT+08.00
4GEt -1 3 T 15 Ntps f/Sms-agent-3-0.00s nuawel.ct

MiS-Agenttar gz (7

wget 4 3T 15 hitpslems-agant 3-0.0be. ohuawel.c

MS-Agent.tar.gz sha256 (3

If the EPS service has been enabled for your Huawei Cloud account, after you
entered the AK/SK pair, the Agent will list all enterprise projects your account is
allowed to access. You can select the enterprise project you would like to migrate
the source server to. This enables you to isolate permissions, resources, and
finance during the migration. For details, see Migrating a Server into an
Enterprise Project.

When the information shown in the figure below is displayed, the SMS-Agent has
been started up and will automatically start reporting source server information to
SMS. You can go to the Servers page on the SMS console to view the record of
the source server.

Figure 6-4 Agent running

Select an enterprise project to register this server(input index,like B,1...):8

selected enterprise project:
B B default

check sme= agent start ...

=ms agent start up successfullg.
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6.3 What Can | Do If | Fail to Download the Agent
Installation File?

Step 1 Check that your computer can access the Internet. Then, run the following
command in the cmd window to check whether Address is followed by the IP
address shown in the figure below.

nslookup sms-agent-2-0.obs.eu-west-101.myhuaweicloud.eu

Step 2 If the IP address is not displayed, add the following record to the hosts file, and
download the package again:

119.8.208.21 sms-agent-2-0.obs.eu-west-101.myhuaweicloud.eu

(11 NOTE

In Windows, the hosts file is stored in the C:\Windows\System32\drivers\etc directory and
can only be edited by the super administrator. In Linux, the hosts file is stored in the /etc
directory.

Step 3 If the IP address is displayed, check whether the domain name corresponding to
the IP address is in the hosts file. If it is, delete the record and download the
package again.

Step 4 If the download still fails after you have performed the preceding steps, you are
advised to use another computer to download the package and upload it to the
source server from there.

----End

6.4 How Do | Verify the Integrity of the Agent
Installation File?

Step 1 Sign in to the SMS console.

Step 2 In the navigation pane on the left, choose Agents. Click SHA256 File for the
Agent you need to save the file containing a hash value to the local PC.
Step 3 Generate a hash value for the Agent installation file you have downloaded.
e Windows Agent
certutil -hashfile SMS-Agent-PyN.exe SHA256
SMS-Agent-PyN.exe is the migration Agent installation file name.
e Linux Agent
sha256sum SMS-Agent.tar.gz

Step 4 Compare the hash values obtained in Step 2 and Step 3.
e If they are consistent, the Agent installation file is complete.
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e If they are inconsistent, download the Agent you need again and repeat 3 and
4 for verification.

--—-End

6.5 Why Wasn't My Source Server Added to the SMS
Console After | Configured the Agent?

After the Agent was installed and configured on the source server, the source
server information was not added to the SMS console. In this case, you need to
perform the following operations:

Step 1 Check whether the source server has been registered with SMS. If the source
server is registered with SMS, the message "sms agent starts up successfully" will
be displayed on the CLIs of Windows Agent (Python 2) and Linux Agent, and the
message "Upload success" will be displayed in the GUI of Windows Agent (Python
3).

Step 2 Check whether you use the correct account to sign in to the SMS console and
whether the AK/SK pair of the account is entered when you start the Agent.

Step 3 If the source server has been successfully registered with SMS, and the console
version matches the Agent version, but no records are displayed, wait for about a
minute and refresh the page.

----End

6.6 How Do | Configure Certificate Verification in the
SMS-Agent Configuration File?

You can enable or disable certificate verification for requests from SMS-Agent to
Huawei Cloud APIs. To do so, you need to configure the servercheck parameter in
the SMS-Agent configure file g-property.cfg which is located in the SMS-Agent
installation directory.

e If servercheck is set to True, certificate verification is enabled. When an API
request is sent, certificate verification is performed.

e If servercheck is set to False, certificate verification is disabled. In this case,
certificate verification is not performed when an API request is sent.

| zproperty. ofzEd |

1 [5831 config]
2 |servercheck = False |
[Froperty]
5 times = 20
= debug = False
: file exist check = \Windows‘\system3Z
enablesync = True
enablesnapshot = True
enablelinuxblock = True
10 disableplatformservice = True
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6.7 Where Can | Find the Agent Run Logs?

The run logs of the SMS-Agent are stored in the Logs folder under the installation
directory of the SMS-Agent. For details, see Agent log files.

Table 6-1 Agent log files

File Location Description
startup.log | ¢ Windows Records the Agent startup logs.
C:\SMS-Agent-Py3\Logs or
SmsAgent_ C:\SMS-Agent-Py2\Logs Records the Agent run logs.
Info.log .
e Linux

SmsAgent_ ../SMS-Agent/agent/Logs Logs Agent errors.
Error.log NOTE

In the preceding directory, ../

indicates the directory where the

SMS-Agent is stored.

Table 6-2 lists the log files generated during the migration and synchronization of
a Linux server and their paths.

Table 6-2 Log files generated during the migration and synchronization of a Linux

server
File Location Description
f2f_migrate_schedule.log | /root/ Logs generated during
f2f_migrate_schedule.log | Linux migration and
synchronization
f2f_migrate_error.log /root/ Error logs generated
f2f_migrate_error.log during Linux migration
and synchronization

6.8 How Do | Resolve Error "SMS.5109 The application
cannot be started due to incorrect parallel
configuration” When | Start the Agent?

Symptom

When you started the Agent (Python 2) on Windows Server 2008, you received
error message "SMS.5109 The application cannot be started due to incorrect
parallel configuration."
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Solution

For details, see Why Does the Agent Not Start the First Time | Launch It?

6.9 Why Does the Agent Not Start the First Time |
Launch It?

Due to the permission structure on some Windows machines, the Agent cannot be
started the first time you launch it. If this happens:
1. Right-click the Start menu.

Click Run and enter cmd.

Enter cd C:\SMS-Agent-Py2 to switch to the Agent installation directory. Run

the following command:
echo {ak} {sk} {sms_domain} | SMSAgentDeploy.exe pipe

Replace {ak}, {sk}, and {sms_domain} with the AK/SK pair and SMS domain
name required for starting the Agent.

L1 NOTE
e You must have a valid AK/SK pair. To learn how to obtain an AK/SK pair, see How Do |

Obtain an AK/SK Pair for an Account? or How Do | Obtain an AK/SK Pair for an IAM
User?

e |f message "[401:{"error_msg": " Incorrect IAM authentication in formation: xxx xxx not
exist","error_code":"APIGW.0301","request_id":"xxx"} "]" is displayed during the
execution, check whether the entered AK and SK are correct.

6.10 Why Does the Windows Agent Executable Not
Run When | Double-Click It?

Symptom
You double-clicked the Windows Agent executable to install the SMS-Agent, but
the file did not run.

Possible Causes

The file is blocked by the system.

Solution

Right-click SMS-Agent-py*.exe and select Properties from the shortcut. In the
Security area of the General tab, select Unblock, and run the file again.
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6.11 How Do | Fix Error "INTERNAL ERROR: cannot
create temporary directory!" When | Start the Agent?

Symptom

When you started the SMS-Agent-Py2, you received error message "INTERNAL
ERROR: cannot create temporary directory!"

[68561 INTERMAL ERROR: cannot create temporary directoryt

tNSMS-Agent—Py2>

Possible Causes

Some files will be generated in a temp directory of the C: drive when you install
SMS-Agent-Py2. This error occurs if the available space of the C: drive is
insufficient or if you do not have the permission to create a temp directory there.

Solutions

e Check how much space is available on the C: drive. If there is not enough
space, clean up the drive.

e  Check whether you can create a temp directory on the C: drive. You may need
to obtain write permissions.

6.12 How Do | Troubleshoot Failures of Pasting the
AK/SK Pair When | Start the SMS-Agent (Python 2) on
Windows Server 2008?

Symptom
When you started the SMS-Agent (Python 2), you could not paste the AK/SK pair
by right-clicking in the command window.

Prerequisites
You have obtained the AK/SK pair. For details, see How Do | Obtain an AK/SK
Pair for a Huawei Cloud Account? or How Do | Obtain an AK/SK Pair for an
IAM User?

Solution

Step 1 Log in to the source server.
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Step 2 Go to the SMS-Agent installation directory C:\SMS-Agent-Py2 and double-click
agent-start.exe.

Step 3 Copy the AK, click the icon in the upper left corner of the window, choose Edit >
Paste from the displayed menu, and press Enter.

Step 4 Copy the SK, click the icon in the upper left corner of the window, choose Edit >
Paste from the displayed menu, and press Enter.

‘.‘;:_E:'l._EHE-nm:nl-i"y'.'-!"-,-!utnt-sturl.tr:t
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Sizer
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Select Al
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Find..,

--—-End

6.13 How Do | Resolve Error "utf-8 codec can't decode
byte Oxce in position0: invalid continuation byte"
When | Start the Agent?

Symptom

In Linux, after you ran ./startup.sh or bash startup.sh to start the Agent, the
following message was displayed: "utf-8 codec can't decode byte Oxce in position0:
invalid continuation byte."

Possible Causes

The character set of the source system is incorrect and is incompatible with SMS.
As a result, the Agent could not be started.
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Solution
1. Log in to the source server.
2. Set the character set.
export LANG="en_US.UTF-8"
3. Restart the Agent. If the problem persists, set the character set again.

Impact Scope

export LC_ALL="en_US.UTF-8"
export LANG="en_US.UTF-8"

Setting the character set affects only the current shell and applications in the
shell. It does not affect your files or other applications.

6.14 How Do | Restart the Agent?

Windows

Linux

Windows Agent (Python 3)

a. Right-click the SMS-Agent icon in the task tray and choose Quit from the
shortcut menu.

b. Open the C:\SMS-Agent-Py3 folder and double-click SMS-Agent.exe.

c. On the page that is displayed, enter the AK/SK pair when promoted and
click Start.

Windows Agent (Python 2)

a. Open the C:\SMS-Agent-Py2 folder and double-click restart.bat.

b. Inthe CMD window that is displayed, enter the AK/SK pair and SMS
domain name when prompted.

Go to the directory where the SMS-Agent installation package is
decompressed and run ./restart.sh.

Enter the AK/SK pair and SMS domain name when prompted.

6.15 How Do | Fix Agent Startup Failures Due to
Insufficient Space in /tmp on a Linux Source Server?

Symptom

When you ran sh startup.sh to start the SMS Agent, the following message was
displayed:

Failed to write all bytes for cffibackend.cpython-36m-x86_64-linux.gnu.so
fwrite: No space left on device
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Possible Causes

Solution
Step 1
Step 2

Step 3

When the Agent is being started, directories and files are generated in the /tmp
directory on the source server. These files will occupy about 40 MB of space. You
need to reserve more than 100 MB space for the /tmp directory.

Log in to the source server.

Run the df -lh command to check whether there is a volume mounted to
the /tmp directory. If there is, check the available space on that volume.

If the available space in the /tmp directory is insufficient for the mounted volume,
perform either of the following operations:

e Delete unnecessary files or expand the capacity of the volume mounted to
the /tmp directory.

e Run export TMPDIR=/home/user/tmpdir (replace /home/user/tmpdir with a
directory that has enough available space) to change the cache directory.

--—-End

6.16 How Do | Fix Error "Failed to start sms agent!
disks" When | Start the Agent on a Linux Source

Server?

Symptom

When you started the Agent on a Linux source server, message "Failed to start sms
agent! disks" was displayed.

after being started, the migration Agent collects system configuration information and uploads the information to SMS for migraf]
ion task creation. The information to be collected includes server IP address and MAC address. For details, see the Server Migr
[tion Service User Guide. Are you sure you want to collect the information?(ysndy

[Please input AK(Access Key ID) of Huawei Cloud: _

[Please input SK(Secret Access Key) of Huawei Cloud:seeecooeo:

agent is starting, this may take a few minutes. ..

[

L

[Failed to start sms agentt’disks’

Possible Causes

Possible causes are:

1. There are multiple volume groups with the same name.

Check whether the SmsAgent_Error.log file records "Multiple VGs found with
the same name".

SMS requires that a Linux source server cannot have volume groups with the
same name, or the Agent will be unable to collect information about the
source server disks. Run the vgdisplay command to check whether there are
volume groups with the same name, and run the lvdisplay command to view
logical volume properties, such as the host name and creation time.
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2. The fdisk command cannot be found on the source server.

Run the fdisk -l command on the source server to check whether the fdisk
command exists in your path. If fdisk cannot be found, the possible cause is
that the /sbin directory is not included in PATH, or the /sbin directory is
included in PATH but does not take effect. This problem may occur after you
run the su command to switch to the root user.

Solutions

1. If there are volume groups with the same name in Linux, these volume groups
and the corresponding logical volumes cannot be mounted or read.

You can detach the involved disks from the source server and attach them to
another server. Then check whether the data on the disks needs to be
migrated.

- If the data needs to be migrated, run the vgrename command to rename
each of these volume groups, and attach the disks back to the source
server. Then restart the SMS-Agent.

- If the data does not need to be migrated, restart the SMS Agent. After
the migration is complete, attach the disks back to the source server.

2.  Run the source /etc/profile command and restart the SMS Agent.

6.17 How Do | Fix Error "Failed to obtain information
about disk %s" When | Start the Agent on a Linux
Source Server?

Symptom

When you started the Agent on a Linux source server, you received message
"Failed to obtain information about disk %s. Cause: unknown physical volume!"

Possible Causes

The source server uses LVM, and there are unknown physical volumes on the
server. The Agent cannot collect the information about these volumes.

You can run the pvs command on the source server to check the details about its
physical volumes.

i > Logs |# [pvs
G: Device for PV L3BK sY1-QHAL-DU4 (wd-0p]r-mrOAYm not found or rejected by a filter
Device for PV L: sY1-QHAL-DU4 Opjr-mrOAYm not found or rejected by a filter
ce for PV L3BK7W-1sY1- d-0pjr-mroAYm not found or rejected by a filter
|

QHAL-DU48- LXwd-0p]r-mrOAYm.
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Solutions

Step 1 Contact technical support of the source platform to restore the source server.

Step 2 After the source server is restored, run the pvs command to check if there are still
any unknown physical volumes on the server.

If there are no unknown physical volumes, restart the Agent.

--—-End

6.18 How Do | Choose When the System Asks Whether
to Disable the Google Services Detected on My Source
Server on Google Cloud?

Description

When | started the Agent on the Linux source server running on Google Cloud, the
system asked me whether to disable the detected Google services.

Background

Some Google services depend on Google Cloud. After the source server is migrated
to Huawei Cloud, Google services cannot run properly. As a result, after the
migration, the target server may fail to be launched or other services may fail to
be started. Before the migration, read Description of Disabling Google Services
and make evaluations based on service requirements.

(11 NOTE

e Disabling these services does not affect the source server. It only affects the
configuration of startup services on the target server.

e If your services depend on Google services, contact Huawei Cloud technical support
before the migration.
e If you choose to disable these Google services, enter y. During the target
server configuration, the Agent will disable these services on the target server.

e If you choose not to disable Google services, enter n and change the value of
disableplatformservice to False in the .../SMS-Agent/agent/config/g-
property.cfg file in the SMS-Agent installation directory. After the migration,
all service settings are retained, and the target server or some services may
fail to be started.

What Happens If You Choose to Disable Google Services

e Servers with startup services in the /etc/systemd/system directory, such as
those running Ubuntu, CentOS 8, or CentOS 9
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If you choose to disable the Google services, the Agent will only delete the
soft links related to these services in the [etc/systemd/system directory. The
service files pointed by the soft links are not affected.

(11 NOTE

Deleting the soft links of a service prevents the service from starting automatically at
startup but does not affect the actual files of the service.

e Servers with startup services in the /etc/init directory, such as those running
CentOS 6

If you choose to disable the Google services, the Agent will check the
configuration files whose names start with google in the /etc/init directory,
move these configuration files to /etc/backup_googleconf, and compress the
folder into package google_conf bak.tar.gz for backup.

6.19 What Do | Do If a Source Server's Name | Modified
on the SMS Console Is Overwritten After the SMS-
Agent Is Restarted?

Symptom

You had changed the source server's name on the SMS console, but the name was
changed back to the original one after SMS-Agent was restarted.

Figure 6-5 Changing the name for a source server on the SMS console
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Possible Causes

The migration task is in the Pending target configuration state, and the source
server is in Verifying state at the background. In this case, when the SMS-Agent is
restarted on the source server, the source server information will be updated and
verified again.
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Solution

To ensure that the source server's name remains unchanged after the SMS-Agent
is restarted, you need to change the source server's name after you configure the
target server. After the target server configuration is complete, it signals the end
of the pre-migration checks, and the source server moves to the next state. From
this point forward, even if the SMS-Agent is restarted, the source server's
information will no longer be updated.

6.20 How Do | Fix the Error "DLL load failed" When |
Try to Start the SMS-Agent on a Windows Source

Server?

Symptom

The SMS-Agent.exe program could not start on the Windows source server, and
the following error message was displayed: "Failed to execute script
'pyi_rth_pkgres' due to unhandled exception: DLL load failed while importing

pyexpat."

x] Unhandled exception in script E=

@ Failed to execute script 'pyi_rth_pkgres’ due to unhandled exception: DLL load failed while importing pyexpat:

Traceback (most recent call last):
File "Pylnstaller\hooks\rthooks\pyi_rth_pkgres.py”, line 170, in <module>
File "Pylnstaller\hooks\rthooks\pyi_rth_pkgres.py”, line 37, in _pyi_rthook
File "Pylnstaller\loader\pyimod02_importers.py”, line 450, in exec_module
File "pkg_resources\_init_.py", line 32, in <module>
File "PylInstaller\loader\pyimod02_importers.py”, line 450, in exec_module
File "plistlib.py”, line 70, in <module>
File "PylInstaller\loader\pyimod02_imparters.py”, line 450, in exec_module
File "xml\parsers\expat.py”, line 4, in <module>

ImportError: DLL load failed while importing pyexpat:

Close

Possible Causes

Solution

SMS-Agent.exe is an application packaged using Python. It relies on certain OS
components of the source server. This error happens if the SMS-Agent in Python 3
installed on the source server cannot find the underlying dynamic link library
(DLL) file during the startup.

Use the SMS-Agent in Python 2 for migration. This version has better
compatibility.

1. Sign in to the SMS console. On the Agents page, select Windows and
download the Windows Agent (Python 2) version to the source server.

2. Log in to the source server as user Administrator and double-click the SMS-
Agent-Py2.exe file.
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3. In the installation wizard, click Install. After the installation is complete, click
Finish. The program files are automatically decompressed to the installation
directory (C:\SMS-Agent-Py2 by default).

4. Go to the SMS-Agent installation directory C:\SMS-Agent-Py2 and double-
click agent-start.exe.

5. In the displayed CLI, enter the AK/SK pair for the account that owns the
target server and the SMS domain name. Typically, the SMS-Agent starts up
without issues.
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Target Server Consultation

7.1 What ECS Types Are Supported by SMS?

SMS migrates only x86 servers, and the target servers must use the x86
architecture. The following lists the x86-based ECS types. For more information,
see Instance Types.

General computing-basic

General computing

General computing-plus
Memory-optimized

Large-memory

High-performance computing
Ultra-high performance computing
FPGA-accelerated

Al inference-accelerated
GPU-accelerated

7.2 What Are the Differences Between Target and
Source Servers After the Migration?

The target server settings such as OS, OS files, and parameters you configure
when you create a migration task are applied on the target server. So, there are
some differences between the source and target servers. They are listed in the
following tables (for reference purposes only and with the final interpretation by
SMS). In addition, the target server settings will change with system updates after
the migration.
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Table 7-1 Items that are not changed (applicable to both Windows and Linux)

Item

After Migration

Remarks

OS type

The target server runs
the same type of OS
as the source server.

The original OS of the target server is
overwritten.

IP address

The IP addresses of
the target server are
used.

The target server uses its original public
IP address. If the private IP address of
the source server is included in the
network segment of the VPC to which
the target server belongs, the private IP
address can remain unchanged.

Username

The target server uses
the same username as
the source server.

Password/
Certificate

The target server uses
the same username,
certificate, and
password as the
source server.

Data

The target server has
the same data,
including files,
applications, and
configurations, as the
source server.

Table 7-2 Items

that are changed - Windows

Item

After Migration

Remarks

Hostname

The hostname may be
changed.

Services associated with the hostname
may be affected.

MAC address

The MAC address of
the target server is
used.

A MAC address is a unique identifier
assigned to a NIC when a target server
is created.
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Item After Migration Remarks
DNS The DNS settings are After the migration is complete, you
probably changed on can modify the DNS settings of the
the target server. target server.
e The DNS
configuration files
on the target server
are the same as
those on the source
server.
e The DNS settings of
the subnet that the
target server
belongs to affect
the DNS resolution
of the target server.
EIP The EIP bound to the -
target server is used.
Disk and The disk and partition | If you choose to resize disks and
partition settings from the partitions for the target server when
sizes source server are you configure the migration task, the
retained on the target | new disk and partition settings are
server. applied on the target server.
Security The SID of the target In Windows, a SID is a unique,
Identifier server is used. immutable identifier for a server in a
(SID) given domain. If the source server is

added to a domain, the SID will
become invalid on the target server.
You need to add the target server to
the domain again.

Registry and

The registry and BCD

SMS modifies the registry and BCD files

BCD files file are modified as to adapt the target server to Huawei
needed. Cloud.
Dynamic The dynamic This is for Windows servers that boot
partitioning | partitioning settings from BIOS.
are modified.
Driver file The source driver files | -
directory are replicated to the

driver directory on the
target server.
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Table 7-3 Items that are changed - Linux

Item

After Migration

Remarks

Hostname

The hostname may be
changed.

Services associated with the hosthame
may be affected.

MAC address

The MAC address of
the target server is
used.

A MAC address is a unique identifier
assigned to a NIC when a target server
is created.

DNS

The DNS settings are
probably changed on
the target server.

e The DNS
configuration files
on the target server
are the same as
those on the source
server.

e The DNS settings of
the subnet that the
target server
belongs to affect
the DNS resolution
of the target server.

After the migration is complete, you
can modify the DNS settings of the
target server.

EIP

The EIP bound to the
target server is used.

Disk and
partition
sizes

The disk and partition
settings from the
source server are
retained on the target
server.

If you choose to resize disks and
partitions for the target server when
you configure the migration task, the
new disk and partition settings are
applied on the target server.

Disk name

New disk names are
generated based on
the virtualization type
of the target server.

Services are not affected.

UUIDs and
PARTUUIDs
of disks and
partitions

New UUIDs and
PARTUUIDs are
generated on the
target server.

This only applies to Linux file-level
migrations.
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Item

After Migration

Remarks

GRUB
configuratio
n files

GRUB configuration
files are modified
based on the boot disk
or boot partition UUID
on the target server.

e GRUB needs to be installed on
target servers that boot from the
BIOS. SMS modifies the GRUB
configuration files in the /boot/
grub directory of every target
server.

e For target servers that boot from
UEFI, SMS modifies UUID in the
GRUB configuration files located in
the /boot/efi/ and /boot/grub
directories.

initrd or SMS injects related This is to ensure that the target server
initramfs for | drivers into the initrd can start properly on Huawei Cloud.
startup or initramfs file.

X11 Configuration This file stores the GUI and display

configuratio
n file
xorg.conf

file /fetc/X11/xorg.conf
is modified on the
target server.

settings. The original file is backed up
as /etc/X11/xorg.conf.bak.

Third-party
tools

The following tools are
deleted from the target
server:

e /etc/rc.d/rc5.d/
vmware-tools

e /etc/rc.d/rc3.d/
vmware-tools

e /etc/init.d/vmware-
tools

SELinux
security
configuratio
ns

A new /.autorelabel
file is generated to
relabel all file systems.

This only applies to Red Hat, CentOS,
and Oracle Linux distributions.

Password
reset plug-in

Password reset plug-in
CloudRestPwdAgent is
installed in the /home
directory on the target
server.

If you do not want to install this plug-
in, change the value of
installPwdAgent in the g-
property.cfg configuration file to false
before the migration.

System time | NTP configuration The system time is changed to the
file /fetc/ntp.conf is standard time of the region where the
modified on the target | target server is located.
server.

MOTD The /etc/motd file is By default, no startup screen message

cleared on the target
server.

is set on the target server.
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Item

After Migration

Remarks

fstab startup
items

A new fstab file is
generated based on
the UUIDs and
mounting statuses of
partitions on the target
server.

Startup records in the original /etc/
fstab file are commented out on the
target server.

Cloud-Init

Cloud-Init is disabled
on the target server.

The /etc/cloud/cloud.cfg file is
deleted.

CAUTION
After the migration is complete, you need
to install and configure Cloud-Init. For
details, see Installing Cloud-Init and
Configuring Cloud-Init.

NIC settings

SMS deletes some
network-related
configuration files from
the /etc/udev/rules.d/
directory, and backs up
and modifies DHCP
configuration files
based on the target
server OS.

The NIC configuration file varies with
Os.

For example:

o ifcfg-ethx Red Hat, CentOS, SUSE,
and EulerOS

e Yaml file: Debian and Ubuntu

Google
services

Services on the source
platform, such as
Google services, are
disabled on the target
server by default.

Services from source platforms cannot
run on Huawei Cloud. If these services
are not disabled, the target server may
fail to start or the services may be
abnormal.

You can run the following command
on the source server to check whether
there are Google-related strings in the

automatic startup program:

(find /etc/systemd/system/ -name 'google*' -type |
| grep 'service') & (find /etc/init/ -name 'google*
| grep 'conf') 2>/dev/null

7.3 What Determines the Specifications of a Target

Server?

The specifications of a target server are determined by the option you select when
you configure the target server.

e  Use existing

If you select this option, the target server will have the same specifications as

the existing

server that you choose.

Issue 03 (2025-11-06)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

69



https://support.huaweicloud.com/eu/usermanual-ims/en-us_topic_0030730603.html
https://support.huaweicloud.com/eu/usermanual-ims/en-us_topic_0030730603.html

Server Migration Service
FAQs 7 Target Server Consultation

o Create new

If you select this option, the target server will have the specifications that you
configure.

Target Server.

ommended
Use existing Create new
&= select an existing server as the target server

Automatically create a pay-per-use ECS as the target server

yearyimontnly -
Name 1P Adress
Sour
Kecommended target Create ECS (5
Create New Server (Optional)
You can ratain the default sattings for AZ, specifications, disk, and EIP. You can also change them as needad, and the price may :~ar;e{:' Collapse and Save

Server Template
Recommended v

Aservertemplate defines the VPC, subnet, security group, AZ, and disk settings for the target server

Server Name

Az
Server Specifications

General computing General computing-plus Memory-optimized GPU-actelerated

Select & property or enter a keyword.

Flavor Name VCPUs | Memory cPu
c3.medum2 1¥CPUS| 2 GiB
ca.medum 4 1¥CPUS| 4 GiB
calarge2 2VCPUS | 4 GiB
c7nlarge 2 (Soid Out) 2VCPUs| 4 GiB Intel e Lake 26GHz
(® cilarge4 2VCPUs | 8 GIB
c6.large.4 (Sold Out) 2VCPUS| 8 GiB Intel Cascade Lake 3.0GHz

7.4 How Will the Authentication of a Target Server
Change After the Migration?

The changes to the authentication of a target server are as follows:

e For a completed migration, the target server uses the same login credentials
as the source server. Any usernames, certificates, and passwords will remain
unchanged.

e For an ongoing Linux migration, the login credentials of the target server
depend on the option you choose when you configure the target server.

- If Use existing is selected, the target server uses its original login
credentials.
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- If Create new is selected, a random password is generated. After the
migration is complete, the target server uses the same credentials as the
source server.

7.5 Why Is the File System Size Inconsistent Before and
After the Migration?

Symptom
e After the migration is complete, the used partition space on the target server
is different from that on the source server.

e After the migration is complete, a particular file size on the target server is
different from that on the source server.

Possible Causes

If there are sparse files on the source server, the total size of the migrated files on
the target server may be smaller than that on the source server. This is because
rsync automatically truncates sparse files during transmission. The file system
transparently converts metadata representing empty blocks into "real" blocks
filled with null bytes at runtime.

You can check whether the files are consistent before and after the migration. For
details, see Procedure.

(11 NOTE

In a UNIX file system, when the file displacement is greater than the file length, the next
write operation will extend the file length and form a hole in the file, creating a sparse file.
This is achieved by writing brief information (metadata) representing the empty blocks to
disks instead of the actual "empty" space which makes up the block, thus consuming less
disk space. The full block size is written to disk as the actual size only when the block
contains "real" (non-empty) data.

Procedure

1. Check the size of the file on the source server and the used disk space.
The /tmp/test-data.img file is used as an example.

a. Check the size of the /tmp/test-data.img file.
Il /tmp/test-data.img

b. Check the disk space occupied by /tmp/test-data.img.
du -sh /tmp/test-data.img

Figure 7-1 Checking the file size

19 0&8:54 /tmp/test-data. img

2. After the migration is complete, check the size of the migrated file on the
target server. Figure 7-2 shows that the used disk space decreases after the
migration.
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Figure 7-2 Checking target server file size

root@ubuntu:~# 11 Jftmmp/test-data. img
—rw-r——-r—-- 1 root root 1073741524 Aug 12 05:54 twp/test—data. i

rootlubuntu:~# du -zh ftmwpftest-data. img

img
Run the following command on the source server and target server to obtain
the SHA256 values of the files to determine whether the files are the same.
If the SHA256 values of the files are the same, the file content is consistent.
sha256sum /tmp/test-data.img

Figure 7-3 Obtaining the sha256 value

r [Bubuntu: ~# £t t-data. img

Jtmp/ test—data. img

7.6 Will an Incremental Synchronization Overwrite
Existing Data on a Launched Target Server?

Yes.

Data existing on the target server will be overwritten by data synchronized

from the source server.

Reasons

7.7 How Do

Linux file-level synchronizations depend on rsync. During a synchronization,
data changes are identified by comparing data on the source and target
servers. These changes will be synchronized to the target server, and existing
data on the target server will be overwritten or deleted.

Linux and Windows block-level migrations are performed by block. During a
synchronization, the system identifies the differences between disk blocks on
the source and target servers. It does not compare the data on those disk
blocks. The changed disk blocks on the source server will be synchronized to
the target server, and existing data on these data blocks of the target server
will be overwritten or deleted.

| Create a Target Server That Meets the

SMS Requirements?

When you use SMS to migrate a server, you can prepare a target server on Huawei
Cloud to receive data from your source server.

Target Server Requirements

1.

A target server must run the same type of OS as the source server. For details,
see Can the Target Server Run a Different Type of OS from the Source
Server? Otherwise, there will be a server name conflict or other problems.

A target server running Windows must have at least 2 GB of memory.

A target server must use the same type of firmware as the source server.
Otherwise, the system will warn you the target server uses a firmware type
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different from the source server, or the firmware type of the source server is
unknown. For details, see How Do | Check the Firmware Type of a Source
Server?

4. The disk requirements for a target server include:

- A target server must have at least as many disks as the source server.
Otherwise, the error "Insufficient disks on the target server" will be
reported. To resolve this error, see How Do | Resolve Error "Target
server has fewer disks than source server. Select another target
server" When | Configure the Target Server?

- Each target server disk must be at least as large as the paired source
server disk, or the migration cannot continue.
In such a case, see How Do | Resolve Error "Some disks on the target
server are smaller than those on the source server. Select another
target server” When | Configure the Target Server?

5.  The required ports are enabled in the security group associated with the
target server.

- Windows: TCP ports 8899, 8900, and 22

- Linux: port 22 for file-level migration, and ports 8900 and 22 for block-
level migration

A\ CAUTION

e For security purposes, you are advised to only allow traffic from the
source server over these ports.

e The firewall of the target server must allow traffic to these ports.

For details, see How Do | Configure Security Group Rules for Target
Servers?

How to Create a Target Server
Method 1: Create a target server before the migration

Create an ECS that meets the requirements.

When you configure the target server on the SMS console, set Server to Use
existing and select the server you created.

Method 2: Create a target server during the migration

When you configure the target server on the SMS console, set Server to Create
new.

For details, see step 7 in Configuring the Target Server.
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7.8 Why Can't | See Data Disks on a Windows Target

Server After the Migration Is Complete?

Possible Causes

Solutions

Step 1
Step 2

Step 3

The SAN policy for the source server OS is Offline Shared. This means the data

disks will be offline on the target server after the migration is complete.

e If you do not need to perform an incremental synchronization, you can fix this
issue by modifying the target server. For more information, see Solution 1 or

Solution 2.

e If you need to perform an incremental synchronization, you can fix this issue

by modifying the source server before the synchronization. For more
information, see Solution 3.

Solution 1

Choose Start > Run.

Enter diskmgmt.msc and press Enter to open the Disk Management window.

In the following figure, disk 1 is offline.

Figure 7-4 Offline

= Disk Management =15] x|
Fle Acton View Hep

e EEE D= |
Volume Layout [ Type [ Fie System [ Status [ capacity [ Free Space [ % Free [ Fault Tolerance [overhead |

[=Ye) Simple Basic NTFS Healty (... 399068 155168 3% No 0%

Cosystem Recerved  Simple gasic NTFs Heslthy (5. 100 M8 7218 2% Mo 0%

asi System Reserved ()
400068 00 MB N 38.90 GE NTFS
Online Healthy (System, Active, Primary Partiton) Healthy (Boot, Page File, Crash Dump, Primary Partition)

10,00 GB
Unallocated ‘ R

N Unallocated Ji| Primary partition

Right-click the offline data disk and select online from the pop-up menu.
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Figure 7-5 Bringing the disk online
13|

Fie Acton View Help

e | EHEESE

Volume Layout [ Type [Fie system [ status [ capadit [ Free space [ % Free [ Fault Tolerance. [overhead [
=1 Simple Basic NTFS Healthy B...  39.80GB 551G 33 % o 0%
CosystemReserved  Simple Basic NTES Healthy (5. 100VB 72M8 2% Mo 0%

L_aDisk 0

Basic System Reserved (€:)

40.00 GB 100 MB NTFS 39,90 GE NTFS

Onine Healthy (System, Active, Primary Partition) Healthy (Boot, Page Fie, Crash Dump, Primary Partition)

“@Disk 1 e

Basic

10.00 GB

Offfne

HE\ .* Properties t
Help

W unallocated [l Primary partition

----End
Solution 2
Step 1 Right-click the Start menu.
Step 2 Click Run and enter cmd.
Step 3 Run diskpart to start the disk management tool.

Step 4 Run list disk to list all disks on the current server. In the following figure, disk 0 is
online and disk 1 is offline.

BN Select Administrator: C:A\Windows\system32icmd.exe - diskpart

Gpt

46 GB
48 GB

Step 5 Run select disk 1.

Step 6 Run online disk to change the disk status from offline to online.
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Step 7

Step 1
Step 2
Step 3
Step 4

Step 5

BN Administrator: C:\Windows\system32\crmd.exe - diskpart

dministrato

soft DiskPart

» list disk

Offline
disk 1
isk 1 is now the sel
> online disk

iskPart s ssfully onlined the

If the disk is read only after it goes online, run the attribute disk clear readonly
command to remove the write protection on the disk.

----End

Solution 3

On the source server, right-click the Start menu.
Click Run and enter cmd.

Run diskpart to start the disk management tool.

Run the san command to query the current disk policy. If SAN Policy: Offline
Shared is returned, the disks will be offline by default.

Run the san policy=onlineAll command to bring disks online by default.

B Administrator: Command Prompt - diskpart

onlineAll

changed the SAM policy for the current operating

: Online All
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Step 6 On the SMS console, click Sync to start an incremental synchronization. After the

synchronization is complete, the disks on the target server will be online
automatically.

/A\ CAUTION

e After the source server is modified, you do not need to restart it.

e The modified disk policy will be synchronized to the target server, and disks on
the target server will be brought online automatically. SMS has no
requirements on disk policies. You can restore the disk policy for the source
server as needed.

--—-End

7.9 Why Are the Agent Plug-ins from the Source Cloud
Service Provider Retained on the Target Server After
the Migration Is Complete?

SMS migrates everything, such as disk data and service configurations, from a
source server to the target server.

If the agent plug-ins from the source cloud service provider are installed on the

disks of the source server and are configured to automatically start upon system
startup, these agent plug-ins will be migrated to the target server and still start

upon system boot.

You can delete or uninstall these plug-ins or modify related configurations on the
target server.

NOTICE

SMS only ensures data consistency before and after migration. You need to modify
service configurations as needed.

7.10 After the Migration Is Complete, Will Deleting the
Target Server Configuration or Server Record Affect the
Source or Target Server?

After the migration is complete, if services are verified on the target server, and no
synchronization is required, you can delete the target server configuration and the
server record, and the source and target servers are not affected.
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/A\ CAUTION

e After the target server configuration is deleted, the migration task remains in
the list, but the target server settings will be gone. Incremental synchronization
will no longer be possible. You can configure a target server to perform
migration again.

e |f a server record is deleted, the migration task will be deleted from the list. To
migrate the source server, you will need to restart the Agent on the source
server, and the system will generate a server record for you.

7.11 If | Change the Password of the Source Server and
Perform an Incremental Synchronization After the Full
Migration Is Complete, Will the New Password Be
Synchronized to the Target Server?

SMS migrates the passwords of source servers to target servers during the full
migration. If you change the password of a Windows source server after the full
migration is complete, an incremental synchronization cannot be performed. For a
Linux source server, an incremental synchronization can be performed, but the
new password will not be synchronized to the target server.

/\ CAUTION

e After changing the password of the source server, you need to restart the server
to apply the change.

e For a Windows source server, after the full migration is complete, restarting the
source server or Agent will disconnect the Agent from SMS. If this happens, you
cannot perform an incremental synchronization for the source server. You will
need to delete the original migration task, create a new task, and perform a
full migration again.

e For a Linux source server, after the full migration is complete, you can perform
an incremental synchronization even if you have restarted the source server or
Agent. However, if you change the password of the source server, the new
password will not be synchronized to the target server.

After the migration is complete, if you need to reset the password of the target
server, see Resetting the Password for Logging In to an ECS on the Console.

7.12 Why Is My Target Server Locked During the
Migration?

During the migration, operations on the target server may cause migration
failures. To ensure a smooth migration, the target server will be automatically
locked during the migration and unlocked after the migration. For details about
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how to unlock the target server manually, sese How Do | Unlock a Target Server
Manually?

7.13 How Do | Unlock a Target Server Manually?

Symptom

After the migration is complete, the target server is supposed to automatically
unlock. However, various issues might prevent it from doing so. For instance, there
may be insufficient permissions or network issues. In this case, you can unlock the
target server manually by performing the operations described in this section.

Possible Causes
The most typical reasons are:

e The token is invalid or the network is faulty.
e Account permissions are insufficient.

Solution

1. Check whether the corresponding server record still exists. If the record has
not been deleted, in the Operation column, choose More > Manage Target >
Unlock Target Server to unlock the target server.

If the system displays a message indicating that you do not have the
permission to unlock the target server, use an account with the required
permission and try again.

2. If the server record has been deleted, unlock the target server using the API
Explorer.

a. Log in to the API Explorer.
Set the following parameters:

" Region: Select the region where the target server is located.

"  Project_id: indicates the project ID, which is automatically filled after
login. You can leave it blank.

=  server_id: Specify the ID of the server to be unlocked.

"  unlock: Select (empty) from the drop-down list.

Figure 7-6 Unlocking a cloud server
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Target Server Configuration

8.1 How Do | Select a Target Server?

(11 NOTE

Source servers can be migrated to pay-per-use or yearly/monthly ECSs. You can select
whichever billing mode that best suits your needs.

The selected target server must meet the requirements below. If it does not,
create an ECS that meets these requirements.
e A target server running Windows must have at least 2 GB of memory.

e A target server must have at least as many disks as the source server, and
each disk on the target server must be at least as large as the paired source
disk.

e A target server must run the same type of OS as the source server. Otherwise,
OS inconsistency will occur.

8.2 How Do | Configure Data Compression for a Linux
Block-Level Migration?

Scenario

By default, data compression is enabled for Linux block-level migrations. The
number of compression threads is automatically configured based on the resource
usage of source servers. The number of compressions threads depends on the
number of idle CPUs but is limited to 3 at most. This may cause high CPU usage.
In this case, you can modify the number of compression threads or disable data
compression on the SMS console.

Procedure

Step 1 Sign in to the SMS console.

Step 2 In the server list, locate the source server to be migrated and click Configure
Target in the Migration Stage/Status column.
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Step 3 On the Configure Basic Settings tab page, expand Migration Scope (Optional).

~ Migration Scope (Optional)

For a Linux block-level migration
Data Compression

(@) Mo Yes

Cache Mode Size (MB)

4

wou can conirol whnether to Ccompress daia d

Cache nodes temporarily store data on the disks during migration, to facilitate

Step 4 Configure the advanced options listed in the following table.

Parameter

Setting

Data Compression

e Select Yes if you want to enable data compression
during the migration. Then Compression Threads
will be available for you to configure.

e Select No if you do not want to enable data
compression during the migration.

Compression Threads

Configure the maximum number of compression
threads that can be launched. If you select auto for
this option, the system determines the number
automatically. You can also enter an integer from 1 to
3.

Cache Node Size (MB)

Specify the size of a single data cache node. The
value must be an integer ranging from 1 to 8. The
default value is 4.

/A\ CAUTION

Data compression occupies a large amount of CPU resources. If you enable this

function, you need to consider the actual resource usage of the source server to
prevent services on it from being affected. For details about the default resource
usage, see How Many Resources Will Be Used for a Linux Block-Level

Migration?

--—-End

Modifying Advanced Options

You can only modify the advanced migration options if a task has the target
server configured but is not started, is paused, or is waiting to execute an
incremental synchronization. After locating the task, in the Operation column,
choose More > Manage Migration Settings > Configure Advanced Options.
Then you can modify the settings of Data Compression, Compression Threads,

and Cache Node Size.

Issue 03 (2025-11-06)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 81



https://support.huaweicloud.com/eu/sms_faq/sms_faq_4239.html
https://support.huaweicloud.com/eu/sms_faq/sms_faq_4239.html

Server Migration Service
FAQs 8 Target Server Configuration

8.3 How Do | Limit Resource Allocation for the Agent
in a Linux Migration?

You can limit how many CPU, memory, and disk throughput resources of the Linux
source server can be used by the SMS-Agent.

Precautions
Limiting resources for SMS-Agent requires the built-in cgroups feature on Linux. If
cgroups on the source server is broken or abnormal, the resource limits may not
be applied. If you need help, contact SMS technical support.

Prerequisites

Cgroups has been installed and enabled on the source server.

To check if it has been installed, run the following command on the source server:

mount | grep cgroup

If the cgroups (V1 or V2) mounting information is displayed, cgroups is enabled
on the source server. Otherwise, it is not.

Before setting resource limits on the SMS console, evaluate whether installing or
enabling cgroups will affect services on the source server. If source services use
cgroups, submit a service ticket to ask SMS migration experts whether the SMS
resource limits conflict with the source services.

tr,name=systemd)

The example output shows that the following three mount points were
attached to the CPU, memory, and disk 1/O controllers, respectively.

- /sys/fs/cgroup/CPU,CPUacct
- /sys/fs/cgroup/memory
- /sys/fs/cgroup/blkio

e Cgroups V2
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Cgroups V2 is mounted on /sys/fs/cgroup. Unlike V1, cgroups V2 has no
mount points attached to specific resources.

Procedure

Step 1 Sign in to the SMS console.

Step 2 In the navigation pane on the left, choose Servers.

Step 3 In the server list, locate the source server to be migrated and click Configure
Target in the Migration Stage/Status column.

Step 4 Expand Resource Limits (Optional), read the parameter description and
remarks carefully, and set CPU Limit, Memory Limit, and Disk Throughput

Limit.

~ Resource Limits (Optional)

To ensure that your services on the source server are not affected by

CPU Limit

Recommended value: = 10 MB/s. If you do

not want to limit the disk throughput for the migration process, leave this field blank

Table 8-1 Parameter description

the migration, you can control how many resources of the sot

Parameter

Description

Remarks

CPU Limit

Controls the maximum percentage
of CPUs to be used by the SMS-
Agent on the source server.

e If this parameter is left blank,
the CPU usage of the SMS-
Agent is not limited.

e 1% < CPU Limit (integer) <
100%

e To ensure a smooth migration,
allocate at least 0.2 CPUs to the
SMS-Agent.

Formula: CPU limit (%) =
Maximum number of CPUs
allowed for SMS-Agent/Total
number of CPUs x 100%

For example:

If the source server has 4 CPUs,
and you want to allocate 0.5 CPUs
for the SMS-Agent, you can enter
13% (0.5/4 x 100%).

e The CPU limit and
disk throughput limit
may affect the
migration speed.

e When the resource
limits are applied, a
folder named
sms_mig_cgroup will
be created in /sys/fs/
cgroup on the source
server, and
parameters for
configured limits are
created here.
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Parameter

Description

Remarks

Memory Limit

Controls the maximum of memory
to be used by the SMS-Agent. If
the configured limit is reached, the
SMS-Agent will be stopped or
ended.

e [f this parameter is left blank,
the memory usage of the SMS-
Agent is not limited.

e 200 MB < Memory Limit <
1,000 MB

e To ensure a successful
migration, allocate at least 200
MB of memory to the SMS-
Agent.

Disk
Throughput
Limit

Controls the maximum disk
throughput to be used by the
SMS-Agent. After the limit is set,
the disk read/write speed of the
SMS-Agent will not exceed the
limit.
e If this parameter is left blank,
the disk throughput of the
SMS-Agent is not limited.

e 10 MB/s < Disk Throughput
Limit <1,000 MB/s

e To ensure a successful
migration, allocate at least 10
MB/s.

--—-End

Modifying Resource Limits

You can modify resource limits if a task has a target server configured but is not
started, is paused, or is waiting to execute an incremental synchronization. After
locating the task, in the Operation column, choose More > Manage Migration
Settings > Set Migration Limits. Then you can modify the resource limits.

Operation

Deete
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Viewing Resource Usage

You can run the top or iotop command on the source server to view the resource
usage during the migration. It is normal for the resource usage of SMS-Agent to
slightly exceed the configured limits.

8.4 How Do | Set the Number of Concurrent Processes
for a Linux File-Level Migration?

Overview

For a Linux file-level migration, you can configure the SMS-Agent to launch 1 to 4
concurrent processes for file migration and synchronization. The actual number
depends on the source server's performance and the number of disks and
partitions.

/\ CAUTION

e Enabling concurrency consumes source server resources, particularly disk I/O,
bandwidth, and CPU resources. To prevent the services on the source server
from being affected, before enabling this function, you can evaluate the
impacts on source services or set resource limits for the SMS-Agent.

e |f the migration bandwidth from the source server to the target server is less
than 300 Mbit/s, you are advised not to enable this function.

Calculating How Many Concurrent Processes Can Be Launched

To determine how many concurrent processes the SMS-Agent can launch during a
Linux file-level migration, use the following formula:

Max. concurrent processes = Min. (Disks, Network bandwidth/Disk read or write
performance, 4)

where
Disks is the number of disks to be migrated on the source server.

Network bandwidth is the measured network bandwidth between the source
server and the target server. You can calculate the bandwidth by referring to How
Do | Test the Network Between the Source and Target Servers Using iPerf?

Disk read or write performance is the lower value between the average disk read
speed of the source server and the average disk write speed of the target server.

Consider that the migration involves four disks, the network bandwidth is 1,000
Mbit/s, the average read speed of the source server is 500 Mbit/s, and the average
write speed of the target server is 300 Mbit/s. We need to divide the network
bandwidth by the average write speed of the target server (1,000 Mbit/s/300
Mbit/s = 3). That makes the three values for the formula, respectively, 4, 3 and 4,
which means there can be 3 concurrent processes for this migration.
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Setting the Maximum Number of Concurrent Processes

On the Configure Basic Settings page, expand Migration Settings (Optional),
set Migration Method to Linux file-level, and set Enable Concurrency to
Manual. Then you can define how many processes can be launched to execute the

full migration and incremental synchronization.

~ Migration Settings (Optional)

You can retain the default migration setfings or change them as needed

Migration Method

0BT
Linux file-level
High efficiency Excellent compatibility

Data is migrated by file.
Enable Continuous Synchronization
After the full replication is complete, the system will automatically launch the target server. To synchronize incremental data to the target server, click Syr
Resize Disks and Partitions
Control whether to migrate all source partitions and resize disks and partitions for the target server
Start Target Upon Launch
Measure Network Performance
(® No Yes
Enable Concurrency
If the migration bandwidth is limited orfthe netwaork is siow, enabling concurrency may slow down the migration. The limit for concurrent migrations or syn

Max. Concurrent Migrations

Max. Concurrent Syncs

8.5 How Do | Configure the Yum Repository for the
Target Server After the Migration Is Complete?

Scenarios

The yum repository used by Alibaba Cloud servers does not have a public IP
address. After you migrate a server from Alibaba Cloud to Huawei Cloud, the yum
repository configured for the source server will be unavailable for the target server.

Constraints

e Huawei Cloud private DNS servers must be configured for the target server
for domain name resolution. For how to obtain IP addresses of Huawei Cloud
private DNS servers, see What Are Huawei Cloud Private DNS Server

Addresses?

e The operations described here apply to x86_64 ECSs.
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Procedure

8.6 How Do

Symptom

Log in to the ECS as root. For details, see Logging In to a Linux ECS.
Back up the CentOS-Base.repo file.

mkdir -p /etc/yum.repos.d/repo_bak/

mv /etc/yum.repos.d/*.repo /etc/yum.repos.d/repo_bak/

Use curl to download the CentOS-Base.repo file, and save the file into /etc/
yum.repos.d/:

- CentOS 6

The CentOS community no longer provides security patch update or
image source support for CentOS 6. The CentOS 6 image source package
has been removed from the source address http://mirror.centos.org/
centos-6/ and third-party images.

- CentOS7

curl -o /etc/yum.repos.d/CentOS-Base.repo http://
mirrors.myhuaweicloud.com/repo/CentOS-Base-7.repo

Clear the original yum cache:
yum clean all

Generate a new cache.

yum makecache

| Fix Error "SMS.0601 ECS creation failed?"

During the migration, the error "SMS. 0601 ECS creation failed. Cause: xxx" was
reported.

Possible Causes

There are many causes for target server creation failures.

Solutions

The account balance is insufficient.
The quota is insufficient.
The requested AZ is unavailable.

Solution for insufficient quota

Check whether the relevant quotas have been exhausted. If they have,
increase the quotas or delete unnecessary resources to release the quotas.

Solution for AZ unavailability

Delete the target server configuration. Select another AZ when you create a
task again.
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8.7 Why Can't | Save the Migration Configuration as a
Template?

Symptom

After you completed the migration configuration, you clicked Save as Template to
save the configuration as a template for future use, but the message "Failed to
save the configuration" was displayed.

Possible Causes

The image used to create the target server is a private image and has been
deleted. SMS cannot identify the information about this private image.

Solution
Go to the ECS console and reinstall or change the OS of the target server.

If you want to change the firmware type of the target server from BIOS to UEFI,
create a private image by following the instructions provided in How Do | Resolve
Error "Inconsistent firmware type. Source: UEFI, Target: BIOS" When | Create
a Migration Task?

8.8 How Do | Resolve Error "Inconsistent firmware
type. Source: UEFI, Target: BIOS" When | Create a
Migration Task?

Symptom

When you created a migration task for a UEFI-booted source server, you selected a
BIOS-booted target server, and the system reported this error.

Possible Causes

The target server uses a different boot mode from the source server. In this case,
the target server cannot be launched after the migration. You must select a target
server created from an image with UEFI configured.

(1 NOTE

SMS requires that the target server OS uses the same type of firmware as the source server
Os.

e If the source server uses BIOS, Huawei Cloud will automatically provide a public image
with BIOS configured for you to create the target server. You can also use a private
image configured with BIOS to create the target server.

e If the source server uses UEFI, you need to use an image with UEFI configured to create
the target server.
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Solution Using the Console

Step 1 Obtain an image file with UEFI configured and upload the image file to your OBS
bucket. If you already have such an image file stored in your bucket, go to 2.

Step 2 Use the image file to create a private image.

Sign in to the IMS console.

On the Image Management Service page, click Create Image.

Set Type to Import Image and Image Type to System disk image.

Select the image file uploaded to your OBS bucket.

Set Boot Mode to UEFI.

ok N =

Step 3 Use the private image created in Step 2 to create an ECS as the target server.

For details, see Creating a Windows System Disk Image from an External
Image File or Creating a Linux System Disk Image from an External Image
File.

--—-End

Solution Using APIs

If changing the boot mode specified in an image through the console is not
supported in the current region, you can call the API described here to change the
value of hw_firmware_type to uefi.

Step 1 Call the APl with the URI of PATCH /v2/cloudimages/{/mage_id}.

For details about how to call the API, see Updating Image Information.

op": "add
path": "/hw_firmware_type",
"value": "uefi"

}
]

Step 2 Use the updated image to create an ECS as the target server.

--—-End

8.9 How Do | Uninstall VMware Tools from the Target
Server After Migration?

VMware Tools is a common system optimization component in VMware
virtualization environments. You can follow the instructions below to uninstall
VMware Tools from the target server after migration.
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NOTICE

e Before uninstalling VMware Tools, back up important data to prevent
important files from being deleted by mistake.

e After the uninstallation is complete, you are advised to restart the system for
all changes to take effect.

Windows
e Use the default uninstallation program.

Locate the VMware Tools installation path. The default installation path is

C:\Program Files (x86)\VMware\VMware Tools. Locate and double-click

VMwareToolsUninstaller.exe in the installation path.

If the default uninstallation program cannot be run, you can manually

uninstall VMware Tools through the registry.

e Manually uninstall VMware Tools through the registry.
Press Windows+R to open the Run dialog box.
. Enter regedit and press Enter to open the registry editor.

¢. Navigate to the registry path HKEY_LOCAL_MACHINE\SOFTWARE
\WOW6432Node\Microsoft\Windows\CurrentVersion\Uninstall.

d. In the Uninstall folder, find the subkey with the InstallLocation value
pointing to the VMware Tools installation path. Record the subkey name,
which is usually the installation UUID of VMware Tools.

[ Registry Editor
C:‘mp;:;:\Hl‘(‘EViLqz;Lﬁ’;ACHTN‘E’\‘SOFI’WARE\M nnnnnn f't\Windnws\Current\farsinn\UninstaH\lD_DZCAFEE-?ﬁ CB-AS547F93417F} I i
gi:’:v::;t:ynut lﬁ :’I;eefau\t] -:;Z;Z (D\raat:.le not set)
s somm mEUD
preteProperendler Sopiioon 0 sy
Policies : | Estim?tediwze REG:DWORD 0x00014c535 (85077)
EE :ns;a:;[‘n:atmn :;:SZ C\Program Files\VMware\Viware Toolsh
I_Fro)f\rvlty_ Tf”lnstal\Suurce REG_SZ C\Users\ADMINI~T\AppData\Local\Temp{092CA...

e. Open Command Prompt or PowerShell as an administrator. In the CLI,
enter the following command and replace <product code> with the
actual UUID found in the registry.
msiexec /x {<product _code>} [gn
For example, if the UUID is {0C6F1C4F-5B5A-4B1A-9B9B-0C6F1C4F5B5AY},
enter the following command:
msiexec /x {0C6F1C4F-5B5A-4B1A-9B9B-0C6F1C4F5B5A} /gn

f.  After the uninstallation is complete, restart the server to stop all related
services and processes.

g. After the restart, delete the VMware Tools folder and its residual files in
the VMware Tools installation path (C:\Program Files (x86)\VMware
\VMware Tools by default).

Linux

e Use the official uninstallation script.
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Log in to the target server as the root user, open the terminal, and run
the following command to search for the vmware-uninstall-tools.pl
uninstallation script globally:

sudo find / -name 'vmware-uninstall-tools.pl'

Run the following command to switch to the directory where the
uninstallation script is stored. In this example, /usr/bin is used. Replace it
with the actual directory.

cd susr/bin

Run the uninstallation script.
sudo ./vmware-uninstall-tools.pl

Use the package manager for uninstallation.

If you have installed VMware Tools using the distribution's package manager
(such as apt, yum, or dnf), you can run the following command as the root
user to uninstall it based on the OS type:

For Debian-based systems (such as Ubuntu), run the following command:
sudo apt-get remove --purge open-vm-tools

For RPM-based systems (such as CentOS, Fedora, and RHEL), run the
following command:

sudo yum remove open-vm-tools

For other newer distributions (such as Fedora 22 and later), run the

following command:
sudo dnf remove open-vm-tools

Issue 03 (2025-11-06)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 91



Server Migration Service

FAQs

9 Target Server Launch

Target Server Launch

9.1 How Do

| Optimize a Windows Target Server After

the Migration Is Complete?

Scenarios

After the migration is complete, you need to manually install drivers on the target
server (ECS) to solve compatibility issues.

Procedure

Sign in to the console.

Under Compute, click Elastic Cloud Server.

In the ECS list, view the flavor of the target ECS.

ECS flavors are named in the "AB.C.D" format, for example, m2.8xlarge.8.

A specifies the ECS type. B specifies the type ID. C specifies the flavor size. D
specifies the ratio of memory to vCPUs expressed in a digit. For details about
ECS flavors, see ECS Types.

- If B of the target ECS is 1, for example, s1.small.2, the ECS uses Xen
virtualization, and you will need to install PV drivers.

- If B of your target ECS is not 1, for example, s2.small.3, the ECS uses KVM
virtualization, and you will need to install VirtlO drivers.

Check whether the PV drivers or VirtlO drivers software package exists on the
target ECS based on the virtualization type queried in 3.

- If it does, go to 7.
- If it does not, go to 5.

Download the PV drivers or VirtlO drivers package to the source server based
on the virtualization type queried in 3. For more information, see Obtaining
Required Software Packages.

Synchronize the PV driver or VirtlO drivers software package from the source
server to the target ECS, and then go to 7.
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7. Install the required drivers on the target ECS based on the target ECS
virtualization type obtained in 3.

a. If the target ECS uses KVM virtualization, you need to install the VirtlO
drivers. For details, see Installing VirtlO Drivers.

b. If the target ECS uses Xen virtualization, you need to install PV drivers.
For details, see Installing PV Drivers.

9.2 After a Windows Server Is Migrated, Why Is the
Used Space of C: Drive Increased?

Symptom

After a Windows server was migrated to Huawei Cloud, the used space of C: drive
increased at least 1 GB.

Possible Causes

This is a normal because the size of the paging file, used for virtual memory, tends
to be larger after the migration is complete.

Log in to the source server.
2. Choose Start > Control Panel > Folder Options.

The Folder Options dialog box is displayed.

3. Click the View tab. In the Advanced settings area, perform the following
operations:

- Deselect Hide protected operating system files (Recommended).
- Select Show hidden files, folders, and drives and click Apply.
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Folder Options x|

‘General View |Searc:h|

— Folder views
You can apply the view (such as Details or lcong) that
EER you are using for this folder to all folders of this type.

Apply bo Falders | Beset Folders

Advanced settings:
Diigplay file size information in folder tips ;I
[ Display the full path in the title bar (Classic theme only)
| Hidden files and folders
{3 Dont show hidden files, folders, or drives
| {2} Show hidden files, folders, and drives |
Hide empty drives in the Computer folder
Hide extensions for known file types
| [J Hide protected operating system files {Hecnmmended”
[ Lsunch folder windows in & separate process
[ Restore previous folder windows at logon
Show drive letters
Show encrypted or compressed NTFS files in colar ;I

Restore Defaults |

oK Cancel | Aoy |

Log in to the target server and repeat 2 and 3.

Compare the size of the virtual memory file pagefile.sys in the Local Disk
(C:) on the source and target servers.

The pagefile.sys file on the target server is larger than that on the source
server.

The size difference of pagefile.sys on the two servers should account for the
difference in used space.

On the target server, click Start.

Choose Control Panel > System > Advanced system settings.
The System Properties dialog box is displayed.

Click the Advanced tab, click Settings in the Performance area.
The Performance Options page is displayed.

Click the Advanced tab, click Change in the Virtual memory area.
The Virtual Memory is displayed.

You can see that the target server uses Automatically manage paging file
size for all drives. The size of virtual memory file pagefile.sys on the target
server is equal to the size of file Installed Memory (RAM) on the server.

If the size of file Installed Memory (RAM) on the target server is different
from that on the source server, the used space of C: drive on the target server
is inconsistent with that on the source server.
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9.3 How Do | Uninstall the SMS-Agent from the Source
and Target Servers After the Migration Is Complete?

Windows
e Solution 1

Log in to the server where the SMS-Agent is to be uninstalled.
Choose Start > All Programs.

Click Uninstall in the SMS-Agent file.
In the SMS-Agent-1.0.0 Uninstall dialog box, click Yes.
e Solution 2

a.
b
¢. Inthe All Programs panel, click the SMS-Agent folder.
d
e

Log in to the server where the SMS-Agent is to be uninstalled.
Click Start, and then select Computer.

Go to the C:\Program Files (x86)\SMS-Agent directory.
Double-click Uninstall.exe.

In the SMS-Agent-1.0.0 Uninstall dialog box, click Yes.

m a0 o w

Linux

Log in to the server where SMS-Agent is to be uninstalled as user root.
Go to the SMS-Agent installation directory.
Stop the SMS-Agent.
./shutdown.sh

4. Go to the upper-level directory.
cd..

5. Delete the SMS-Agent installation directory.
rm -rf SMS-Agent

9.4 Why Can't a Windows Target Server Access the
Internet After the Migration Is Complete?

Symptom

After a migration was completed, the Windows target server could not access the
Internet and the message "SMS.5603: The target server running Windows cannot
access the Internet" was displayed.

Possible Causes

The possible causes are as follows:
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e There are abnormal network adapter drivers on the target server.

e The network configuration of the target server is incorrect.

Solutions

e Solution for abnormal network adapter drivers

a. Locate the abnormal network device using the device manager. Use the
Search automatically for updated driver software option to update its
driver. Then restart the target server.

b. If the fault persists, disable the driver and enable it, and restart the target
servetr.

c. If the fault persists, find another ECS that is in the same AZ as the target
server and can access the Internet. Then, detach a data disk from the
target server and attach this disk to the ECS you find.

i.  On the temporary ECS, download the VMTools installation package
to the disk you have attached but do not install VMTools.

ii. Attach the data disk back to the target server. Then, log in to the
target server and install VMTools.

iii. Restart the target server.
e Solution for incorrect network configuration

a. Open the cmd window, run ipconfig to view the private IP address of the
target server. Check whether the IP address is the same as that displayed
on the ECS console. If they are different, a static IP address may be set for
the target server. In this case, change the IP address acquisition mode to
DHCP.

b. If the EIP of the target server can be pinged, but the domain name you
want to access cannot be pinged, see Configuring DNS.

9.5 Why Is the System Recovery Options Window
Displayed When the Target Server Is Started?

Symptom
After the migration was complete, the target server started, and an error message

beginning with SMS.5605 was displayed, indicating that the System Recovery
Options window had appeared.

Possible Causes

Something is wrong with the key startup files.

Solution
Run BCDBoot to resolve the problem.

a. Stop the target server, create a snapshot for its system disk, and detach the disk.
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b. Purchase a temporary pay-per-use Windows server with 1 vCPU, 2 GB memory,
and 40 GB system disk. The temporary server must be in the same region and AZ
as the target server.

c. Attach the system disk of the target server to the temporary server as a data
disk.

d. Run cmd as administrator on the temporary server. Run the following
command:

bcdboot e:\windows /s d:

(11 NOTE

In the preceding command, e:\windows indicates the path of the system disk on the target
server, and d: indicates the path of the boot disk on the target server.

You can run bedboot /? to view the help information.
e. After the command is executed, detach the disk from the temporary server and

attach the disk back to the target server. Refresh the page for several times, and
start the target server.

f. If the system still cannot be started, use the created snapshot for rollback. If the
problem persists, contact technical support.

9.6 How Do | Fix a GRUB Error Because an XFS Volume
Is Mounted to the /boot Partition?

Symptom

On a source server running CentOS 7.1, an XFS file system is mounted to the /
boot partition. After the source server was migrated to Huawei Cloud, the
corresponding target server failed to be launched.

error: not a correct XFS inode.
‘s inode.
 inode .

inode .
inode .
inode.

5 inode.
y inode.
inode.

a .
error: file ° i ic/normal .mod’ not found.
Entering rescue mode. ..

grub rescue>
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Possible Causes

The XFS file system is mounted to the /boot partition, causing a GRUB error.

Solutions
e Solution 1

Detach the system disk from the target server, and attach it to another ECS
running CentOS, for example, CentOS 7.6 or higher. After the system disk is
attached, mount the XFS file system and unmount the file system. Then
detach the disk and attach it back to the original server.

e Solution 2

Edit the GRUB installation script SMS-Agent/agent/linux/resources/shell/

install_grub.sh on the source server, locate the install_grub2 function, and

add the two lines of code in the red box in the following figure. Then restart
the Agent.

Figure 9-1 Editing the GRUB installation script file

#install grub2

function install_grub2() {
log_info "1ins "
1f type gru

ret -ne @ 1; then
log_error "Failed to install grub2 with grub-install”
log_info "try to install grub2 with grub2-install”

log_info "success to install grub2 with grub-install”
return ©
fi
fi

1f type grub2-ins 2=/dev/null; then
log_info "begin to 1 rub2 with grub2-install..."
grub2-install --no-floppy Sdevice_path
-y update grub2

;tall --no-floppy $device path

if [ gret -ne @ I: then
log_error "Failed to install grub2”
exit gret
fi
else
log_error "Can not find binary to install grub2”
exit 1
f1
log_info "Success to install grub2®
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9.7 How Do | Troubleshoot a MySQL Startup Failure on
the Target Server After the Migration?

Symptom

After the migration, the MySQL service on the target server could not start up or
immediately exited after being started.

status mariadb.service

such file or directory)

enabled)
31:14 C5T; 18s ago

ystemd-start post

Community Server...
in process exited, code=killed, status=6/ABR1

Possible Causes

The MySQL service on the source server is not stopped after the migration. As a
result, the related files on the target server do not match with those on the source
server.

Solution

Stop the MySQL service on the source service, perform a synchronization, and try
again.

9.8 How Do | Resolve Error "SELinux targeted"” When |
Start a Linux Target Server After the Migration Is
Complete?

Symptom

When you started a Linux target server after the migration succeeded, message
"SELinux targeted" was displayed.
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1 Reached target Local File Systems.
Starting Import network configuration from initramfs...
Starting Tell Plymouth To Write Out Buntime Data...
Starting Relabel all filesystems, if necessary...
[ 1 Started Tell Plymouth To Write Out Runtime Data.

wxxx 0 0 ]
= 0B 1 0 0 0

SELinux targeted|(nm s m § n &®
]

i
 EE NN
s B 0 0B B B B B E NN EENUEER
[ 1 Started Security Auditing Service.

Starting Update UTMP about System Boot.Shutdown. ..
[ 1 Started Update UTMP about System Boot.-Shutdown.
Warning: Skipping the following R-0 filesystems:
ssys/fs/cgroup

Possible Causes

The SELinux configuration is incorrect.

Solution

Step 1 Find another ECS that is in the same AZ as the target server and can access the
Internet. Detach the system disk from the target server and attach the disk to the
ECS.

Step 2 Mount the related disk partitions.

Step 3 Locate the SELinux configuration file in the disk and set SELinux to Disabled.

/A CAUTION

Do not modify the SELinux configuration file of the temporary ECS.

Step 4 Mount the system disk and related partitions back to the target server and restart
the target server.

----End

9.9 Why Is the Usable Memory (RAM) Less Than the
Total Installed Memory on a Target Server Running 64-
bit Windows?

Symptom
On a target server running 64-bit Windows, the usable memory (RAM) is much
less than the installed memory. For example, the system may report that there is
only 2 GB of usable memory on a target server with 32 GB of memory installed.

Possible Causes

The maximum memory is set for the target server.
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Solution

Step 1 Press Win and R on the keyboard to open the Run window. Enter msconfig and
click OK. The System Configuration window is displayed.
Step 2 Click the Boot tab and click Advanced options.

Step 3 Check whether Maximum memory is selected. If it is, deselect it and click OK.

Step 4 Click OK to close the system configuration window and restart the target server.

--—-End

9.10 How Do | Fix BSOD Errors When | Start a Windows
Target Server After the Migration?

Symptom

After the migration, you started and logged in to the Windows target server.
However, the blue screen of death (BSOD) happened and the system restarted
automatically.

Possible Causes

This issue may be caused by antivirus software.

Solution

Step 1 Start the target server in safe mode. If the server starts, go to 2.
Step 2 Check whether any antivirus software such as Sophos or Kaspersky is installed.
If any antivirus software is installed, there are two methods to fix the issue.

e Method 1

a. Create an ECS in the same region and AZ as the target server. Detach the
system disk from the target server and attach the disk to the ECS. Search
for and delete all antivirus software-related installation directories,
registries, and startup items.

b. Attach the disk back to target server, restart the system several times to
check that BSOD does not occur.

e Method 2

a. Uninstall the antivirus software on the source server and perform an
incremental synchronization.

(11 NOTE

If you cannot uninstall some antivirus software, contact their providers.
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b. After the synchronization is complete, restart the target server several
times to ensure there is no BSOD.

--—-End

9.11 How Do | Fix Startup Failures of a Windows Target
Server After the Migration?

Symptom

After the migration, the Windows target server could not be started, even in safe
mode.

Possible Causes

The KVM driver or KVM registry is missing.

Solutions
e Solution 1

a. Create a temporary ECS in the same region and AZ as the target server.
Detach the system disk from the target server and attach it to the
temporary ECS.

b. Check for the KVM driver.

®  Check whether files viostor.sys and vioscsi.sys are in the Windows
\System32\drivers directory of the disk.

®  Check whether files viostor.cat and vioscsi.cat are in the Windows
\System32\CatRoot\{F750E6C3-38EE-11D1-85E5-00C04FC295EE}
directory of the disk.

®  Check whether files viostor.inf and vioscsi.inf are in the Windows
\INF directory of the disk.

If any of the preceding files is missing, install the VirtlO drivers on
the temporary ECS. Copy the desired file to the corresponding
directory on the system disk of the target server.

/A\ CAUTION

The .sys, .cat, and .inf files are used in pairs. You need to copy a file
pair, not just a single file.

c. Check the registry.

i. Open the Registry Editor and click HKEY_LOCAL_MACHINE in the
navigation pane on the left.

ii. On the menu bar, choose File > Local Hive, locate registry
C:\Windows\System32\config\SYSTEM, and change its name from
SYSTEM to p2v.
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iii. Open the registry and check whether entries p2v/ControlSet001/
services/viostor and p2v/ControlSet001/services/vioscsi are there.

If they are not, manually add them to the registry by referring to the
registry of the temporary ECS.

d. Stop the temporary ECS, and attach the disk as the system disk to the
target server. Then restart the target server.

e Solution 2

Install the VirtlO drivers on the source server and then perform a
synchronization to the target server.

/A\ CAUTION

After the VirtlO drivers are installed, do not restart the source server, or the
synchronization will fail.

9.12 What Configuration Items Do | Need to Modify for
the Target Server After the Migration Is Complete?

Background

When you use SMS to migrate a source server, the target server configurations will
be automatically modified based on your settings in the migration task. For details
about the items modified, see What Are the Differences Between the Target
and Source Servers After the Migration? You also need to modify the
configurations of the target server based on service requirements after the
migration. These auto or manual modifications are made to ensure that the target
server can run normally and your services match your business processes and
security standards. Here we list some configuration items you may need to modify
based on service requirements.

/A\ CAUTION

The items listed here need to be modified after the migration and service cutover
are complete.

Modifying Network Configurations (Recommended)

To ensure compatibility with Huawei Cloud, SMS modifies the network
configurations of target servers. After the service cutover is complete, you can
modify the network configuration files about NICs, DNS, SSH, and other items
based on service requirements.

Clearing Residual SMS Installation Packages (Recommended)

During a migration, SMS migrates all data on the source server to the target
server, including the SMS migration software. After the migration is complete, you
are advised to delete the SMS software from the target server.
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Modifying Security Group and Policy Settings (Recommended)

e During a migration, the security group of the target server needs to allow
traffic from the source server over certain ports based on the OS type and
migration method. Ports 8899, 8900, and 22 are required for a Windows
block-level migration, ports 8900 and 22 are required for a Linux block-level
migration, and port 22 is required for a Linux file-level migration. After the
migration is complete, it is essential for you to review and adjust the security
group settings as necessary. It is best to disable high-risk ports.

e During the migration, it is necessary to disable the firewall or security
software. Once the migration is complete, you need to reconfigure the
security protection policy.

Configuring Software Sources (Optional)

SMS does not automatically modify software sources for target servers, such as
yum, apt, and zypper repositories. After the migration is complete, you can
configure proper software sources based on service requirements.

Clearing Components and Services from Source Platforms (Optional)

After a server is migrated from another cloud platform, there may be leftover
components or services from the source platform, for example, Alibaba's Cloud
Shield or platform services. You can determine whether to uninstall these
components or services as required.
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Data Consistency

10.1 Can the Target Server Run a Different Type of OS
from the Source Server?

The OS types of target and source servers must be the same, but the OS versions
can be different.

For example, if the source server runs Windows Server 2008, the target server can
run Windows Server 2012; if the source server runs Ubuntu, the target server can
run CentOS.

10.2 How Do | Verify Data Consistency Between the
Source and Target Servers?

SMS gives you the capability to verify data consistency before and after the
migration. You can enable verification when you configure the target server or
initiate an incremental synchronization. Note that consistency verification
cannot be performed for servers with Btrfs file systems.

Notes

e Before enabling the verification option, you are advised to stop services (and
databases if any) on the source server. If they are not stopped, data on the
source server keeps changing, which will affect the consistency.

(10 NOTE

It is normal for some directories on the source and target servers to have slight
differences. For instance, there are directories on the source server where data is
constantly changing, such as the directory where SMS-Agent was installed and
the /var/log directory where stores system logs.

e The time required for consistency verification depends on the number and size
of files to be verified. If consistency verification takes a long time during the
final incremental synchronization, the time required for service cutover will
also increase. Evaluate the impacts on your services.
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e Consistency verification occupies significant source disk I/O resources.
Evaluate the potential impacts on your source services.

e You can specify which paths should be included in the verification. If a parent
and its child paths are included, only the parent path and its contents will be
verified. The system will not re-verify the child paths.

For example, if you specify the following paths for consistency verification:
/path,/path/test

The system will verify all contents of /path and will not verify /path/test
separately.

Constraints

e  Consistency verification is not recommended when you choose to resize disks
or partitions for the target server. Since paths between the source and target
servers may not align perfectly, the verification results may be inaccurate.

e Itis not applicable to verification of cross-file system files or shared folders.

e To prevent your services on the source server from being affected, a
maximum of 1 million files can be verified in a single directory.

e To prevent excessive memory usage, only paths that are shorter than 1024
bytes are verified.

e  Windows paths with non-ASCII characters (like Chinese or Japanese) cannot
be verified and will be skipped during the process.

Enabling Data Consistency Verification When You Configure the Target
Server

If you enable consistency verification when you configure the target server, data
consistency will be verified after the full replication is complete. For details, see
Configuring a Target Server.

Enabling Data Consistency Verification When You Initiate an Incremental
Synchronization

Step 1 Open the Sync Incremental Data page by referring to Synchronizing
Incremental Data.

Step 2 Select Verify Data consistency. This is a quick verification, and only the file size
and modification time will be compared.
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Figure 10-1 Enabling data consistency verification

x
Synchronize Incremental Data

Change the OS fo HCE OS.
Disabled

Verify Data Consistency

Verify Inconsistencies

© 1 more than 100 s in a specific foder fai
verifying that folder and reverify i ing the next:

the system wil stop

Consistency ver s disk /O overheads for the source server.
Evaluate the impacts on your source services. Leam more (5

o )
C
(cancel ) (Y

Configure the verification policy based on the following table and your actual
requirements.

Parameter Description
Enable Hash If this option is enabled, the system will generate and
Verification compare hash values for each file to be verified. Hash

verification is recommended when individual files are large
and important. Enabling this option will increase CPU and
disk 1/O overheads for the source server and extend the
verification time.

CAUTION

e Hash values cannot be calculated for files in use, so these files
will be skipped during the verification.

e Enabling this option requires you to specify the verification
scope, and only files in the specified scope will be verified.
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Parameter Description

Verification Scope | ¢ Under Exclude paths, enter the paths you want to
exclude from the verification. A maximum of 30 paths
can be entered. Use commas (,) to separate the paths.
For example, /root/data,/var. Leaving it empty will
initiate a full verification.

e Under Include paths, enter the paths you want to verify.
NOTICE

e If the entered paths are incorrect or empty, 0 will be displayed
for them in the verification results.

e The more data you need to verify, the longer the verification
will take. It is wise to narrow the verification scope to only key
paths.

e The following paths will be excluded from consistency
verification by default:

- Linux: /bin, /boot, /dev, /home, /etc, /lib, /media, /proc, /
sbin, /selinux, /sys, /usr, /var, /run, and /tmp

- Windows: top-level directories of partitions, for example, C:\
and O:\

If you want to verify some of the excluded paths, see Modifying
the Default Excluded Paths.

Verify This option can only be enabled after at least one
Inconsistencies consistency verification is complete. If this option is
enabled, the system verifies only the files were found to be
inconsistent during the last verification.

Step 3 Click OK to synchronize incremental data and verify consistency. After the
synchronization and verification are complete, you can view the verification results
by referring to Viewing Verification Results.

--—-End

Modifying the Default Excluded Paths

Step 1 Log in to the source server.

Step 2 Open the g-property.cfg configuration file of the SMS-Agent.
e Linux: .../SMS-Agent/agent/config/g-property.cfg
e  Windows: C:\SMS-Agent-Py*\config\g-property.cfg
Step 3 Modify the [consistency_check] configuration item to fit your requirements. Use

commas (,) to separate paths and do not end with a comma. The following is an
example:

e Linux: list_dir_illegal_linux = /bin,/boot,/dev,/home,/etc,/lib,...
e  Windows: list_dir_illegal_windows = C:\SMS-Agent-Py3,C:\SMS-Agent-Py2,...

Step 4 Save the configuration file.

--—-End
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Skipping Consistency Verification

Step 1

If you want to skip consistency verification after the incremental synchronization
starts, perform the following steps:

In the server list, click the server name. The task details show up on the right.

Step 2 On the Task Progress tab, locate the Verify data consistency subtask and click
Skip Verification under the progress bar. In this displayed window, click OK.

Figure 10-2 Skipping consistency verification

Task Progress Task Info Source Info

Migration Stage

iigration Feasibility Chec

[ cumenrask | Historcai Tascs
Subtask Start Time

Create ase

Attach the

porary disk (age.

Format disks In Windows.

¥indows black-le. Jan 22, 2025 17:32:10 GMT+0.

nfigurations. Jan 22, 2025 17:41:51 GMT+0.

Verity data consistency.

Detach the temporary disk (age.

Jan 22, 2025 17:25:28 GMT+0.

Jan 22, 2026 17:25:27 GMT+0.

Jan 22, 2025 17:31:01 GMT+0...

View Verification Resuits

. .
(©) arget contguraton —— () run Repteation ——— (

End Time

Jan 22, 2025 17:43:25 GMT+0.

ting purpos
art the sync

Jan 22, 2025 17:25:27 GMT+0

Jan 22, 2025 17:31:06 GMT+0

Jan 22, 2026 17:31:59 GMT+0

Jan 22, 2025 17:41:00 GMT+0

Jan 22, 2025 17:43:10 GMT+0

100%

100%

——100%

NOTICE

Consistency verification can be skipped only when the progress is between 5% and

95%.

--—-End

Viewing Verification Results

After the verification is complete, go to the task details page and click the

Consistency Verification tab to view the verification results.

Figure 10-3 Viewing verification results

Task Progress Task Info Source Info Consistency Verification

© Only the results from the last 10 verifications are displayed here. You can view details in the sms_cmp_result log file on the source server. The

file patn is 0gs! in Linux and

~ Jan 22, 2025 16:52:17 GMT+08:00

Directory § Files Verified
C\Users\Administrat. 3
C\Users\Administrat 3

Pyx/Logs! in Windows.

Files Inconsistent €

0

0

Files Missing at ... &

0

0

ion © Succeeded

Files Redundan... §

0

0

If 0 is displayed in the Files Verified column, it means the specified directory
could not be found or is empty.
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All files verified to be inconsistent are recorded in the log file sms_cmp_result.log

in the SMS-Agent installation directory (*/SmsAgent/agent/Logs/ on Linux and
C://SMS-Agent-Py*/Logs on Windows) on the source server.

Estimating Verification Time

The following table lists the verification time tested on servers where only the
migration process runs but is for reference only.

oS Specificati | Disk Verification Time (per 100 GB)
ons Performanc
e
Windows 2 vCPUs 5,000 About 17 minutes
and 4 GB IOPS/150
of memory | MB/s
Linux 2 vCPUs 5,000 About 13 minutes
and 4 GB IOPS/150
of memory | MB/s

10.3 How Do | Display the OS Name of a Target Server
on the ECS Console?

Symptom

On the ECS console, you found that the OS name of your target server was
different from the actual OS name of the server.

(11 NOTE

This is a normal event resulting from a limitation of the ECS console.

Possible Causes

The ECS console displays the image name of an ECS, not the OS name. The two
names may be different. When you configure the target server:

e If you choose to automatically create an ECS as the target server, an SMS-
defined image name will be displayed for the new ECS on the ECS console,
such as LinuxServer or WindowsServer.

e If you choose to use an existing ECS as the target server, the image name of
the existing ECS is displayed on the ECS console.
Solution

To display the actual OS name of your target server on the ECS console, perform
the following steps:

Step 1 Obtain an image file based on the source server OS.
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Step 2 Upload the image file to an OBS bucket.

Step 3 Use the image file to create a private image.

1.

2.
3.
4

Sign in to the console and choose Compute > Image Management Service.
On the Image Management Service page, click Create Image.

Set Type to Import Image and Image Type to System disk image.

Select the image file uploaded to your OBS bucket.

Image Type and Source
ype Create Image Import Image

Region ° v

Image Type System disk image Data disk image 150 image

Select Image File

= Image file format must be VHD, ZVHD, VMDK, QCOW2, RAW, ZvHD2, VHDX, QCOW. VDI, or QED.

= The size of image files (excluding files in RAW or ZVHD?2 format) must be less than 128 GB. Leam more:

» Image files must be configured and then be uploaded to an OBS buckel with Standard slorage before fhey can be used lo creale private images. Leamn
more

. The created privats image may be different from the source imags file in format and sizs

. The Fast Create function applies only o an apfimized image file in RAW or ZVHD2 format. Learn more

« Before creating an image, please check the known issues with image OSs. Learn more

Q||C
Bucket Name Storage Class Created |-
Standard Jun 28, 2018 10:14:15 GMT+08:00
Standard Jun 28, 2018 10:13:28 GMT+08:00
Standard Jun 26, 2018 20:54:23 GMT+08:00
6+ | TowRecorssits < 1 2 [§
Greate Bucket

Select ECS system disk image for Function and x86 for Architecture. Set
Boot Mode to the actual boot mode of the source server.

You can see the boot mode of the source server on the SMS console. For more
information, see Checking the Firmware Type of a Source Server.

Set OS to the source server OS. If the source server OS is not an available
option, select Other from the drop-down list.

Set System Disk based on the system disk of the source server. If the source
system disk is smaller than 40 GB, set System Disk to 40 GB.

Set Name to the source server OS. The name you specified here will be
displayed on the ECS console.

Select an enterprise project for the target server. If no other enterprise
projects are available, select Default.
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Image Information

Enable automatic configuration Learn more

ECS system disk image BMS system disk image

Funciion

Architecture

ARM

5 3

Eoot Mode

os Ceni0s 7.8 64bit -
e one you selected, the OS m: S 1
ew supported OSs

System Disk (GiB) 40 -+ | Ensure that the system disk size is greater than the image file size

(®) Add Data Disk You can add 3 more data disks

]

Mame | Cenl0S_7.6-64bif| ‘

Encryption KMS encryption @

Enterprise Project

Tag tis recommended that you use TMS's predefined tag function to add the same tag to different cloud resources. View predefined tags C

Step 4 Confirm the configuration details, select | have read and agree to the Statement

Step 5

Step 6

of Commitment to Image Creation and Image Disclaimer, and click Next. On
the Resource Details page that is displayed, click Submit. Wait for the image
creation to complete.

If you have an ECS suitable as a target server, use this image to change the OS of
the ECS. If you have no suitable ECS available, use this image to create one.

When configuring the target server on the SMS console, select the one you
prepared above. For details, see Configuring a Target Server.

--—-End

Checking the Firmware Type of a Source Server

After the Agent is installed and started on the source server, it reports source
server details to SMS. On the SMS console, you can click the source server name
on the Servers page and on the displayed page, review the firmware type of the
source server.
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Status @ Connected OS  UBUNTU_18_4 64BIT  Source IP Address 92.168.0.144 O
Task Status Migration Speed Data Volume Progress
Migration pending -- Mbit's -- GiB/-GiB 10% o
n Status Read Remaining — Migrated/Total Data Time Spent —
Task Progress Task Info Source Info

~ Source Info

UBUNTU_18_4_64BIT Passed

Connection Status Specifications
Connected 1vCPUs | 1 GiB | BIOS
2470

10.4 Why Is Consistency Verification Not Supported for
Red Hat Enterprise Linux CoreOS?

Red Hat Enterprise Linux CoreOS (RHCOS) utilizes bind mounts for specific
directories like /etc and /var as part of its unique mounting mechanism. This
design results in a root directory structure that differs from traditional operating

systems.

SMS does not support the special root directory setup, and therefore cannot check
data consistency for RHCOS.
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1 1 Credentials

11.1 How Do | Obtain an AK/SK Pair for a Huawei
Cloud Account?

An access key comprises an access key ID (AK) and secret access key (SK). It is
used as long-term identity credentials to sign your requests for Huawei Cloud
APIs. AK is used together with SK to sign requests cryptographically, ensuring that
the requests are secret, complete, and correct.

You need to provide an AK/SK pair when using SMS. To learn how to obtain an
AK/SK pair for your Huawei Cloud account, see Access Keys.

/\ CAUTION

During the migration, do not delete the AK/SK pair, or the migration will fail.

11.2 How Do | Obtain an AK/SK Pair for an IAM User?

Scenarios

Procedure

You need to provide an AK/SK pair when using SMS. To safeguard the resources in
your account on Huawei Cloud, you are advised to create an IAM user, grant
permissions to the user, create an AK/SK pair for the user, and use the user for
migration.

Step 1 Create a user group and assign permissions to it.

e If the IAM user to be added to this group needs all SMS permissions, attach
system-defined policies SMS FullAccess, OBS OperateAccess, ECS FullAccess,
VPC FullAccess, and EVS FullAccess to the group. EVS KMSAccess must be
attached if disk encryption is required.
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e If the IAM user only needs specific SMS permissions, create custom policies
and attach these policies to the user group. For details, see SMS Custom
Policies.

(11 NOTE

Compared with system-defined policies, custom policies provide more fine-grained and
secure permissions control.

Step 2 Create an IAM user.

Step 3 Grant permissions to the IAM user.
Add the IAM user to the group created in step 1.

Step 4 Sign in as the IAM user.

Step 5 Create an AK/SK pair of the IAM user. For details, see Access Keys.
----End

11.3 Can | Use an AK/SK Pair of a Federated User
(Virtual IAM User) for Authentication During the SMS-
Agent Startup?

SMS does not support authentication using AK/SK pairs of federated users (virtual
users) during the SMS-Agent startup.

11.4 How Do | Obtain the SMS Domain Name Required
for Starting the SMS-Agent?

Scenarios

When starting the Agent, you need to enter the SMS domain name, so the Agent
can obtain the latest configuration files.
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[] sMS-Agent
Enter an AK:
Enter an SK:
Enter an sms_domain:
* Directly Connection " Use Proxy
Proxy Server IP:
Port:
Proxy user name:
Password:
Run log:
start hide
Procedure

Step 1 Sign in to the SMS console.

Step 2 In the upper left corner of the page, select the region you are migrating to.

" HUAWEI CLOUD

<. > Authentica

+

Create
Resource

| Dashboard |

Step 3 Click Service List. Under Migration, choose Server Migration Service.

Step 4 In the navigation pane on the left, choose Agents.

Step 5 Select the Linux or Windows card, and you can see the SMS domain name, as

shown in Figure 11-1.
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Figure 11-1 Obtaining the SMS domain name

smMs  Agents

--—-End

11.5 Can | Use a Temporary AK/SK Pair for Migration?

No. Temporary AK/SK pairs are valid for a short period of time and may become
invalid before the migration completes. To ensure a successful migration, use a
permanent AK/SK pair. For more information about how to obtain such an AK/SK
pair for your Huawei Cloud account, see Access Keys.
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1 2 Migration Network

12.1 How Do | Set Up a Secure Migration Network for
Using SMS?

Background

To use SMS, you need to install the SMS-Agent on the source server to be
migrated. During the migration, the source server must continuously communicate
with SMS and the paired target server.

Figure 12-1 SMS networking

ECS
APlGateway | _ i _ _.

VPC (POD)

EVS disks

Target server

3. Enable ports 3899, 8800, and 22 for a Windows.
target server or enable ports 8900 and 22 for a
server
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Connecting the Source Server to the Target Server

If you want to migrate over the Internet, purchase and configure an EIP for
the target server.

If you want to migrate over a private network, purchase and configure a
Direct Connect or VPN connection from your source environment to Huawei
Cloud.

Opening Required Ports on the Target Server

If the target server runs Windows, open inbound ports 8899, 8900, and 22 in
the security group of the target server. If the target server runs Linux, open
inbound ports 8900 and 22.

(1] NOTE

e For security purposes, you are advised to only allow traffic from the source server
over these ports.

e The firewall of the target server must allow traffic to these ports.
If a network ACL is configured for the subnet where the target server is

located, you also need to open the required inbound ports in the network
ACL.

For details about how to configure security group rules, see How Do | Configure
Security Group Rules for Target Servers?

12.2 What Are the Network Requirements for Existing
Target Servers?

SMS enables you to migrate to existing servers on the cloud. The existing servers
must:

Meet the specifications requirements described in How Do | Select a Target
Server?

Be accessible from the paired source servers through EIPs, VPN, or private
lines.

Enable the migration ports in their security groups.
- Windows: TCP ports 8899, 8900, and 22

- Linux: port 22 for file-level migration, and ports 8900 and 22 for block-
level migration

For details about how to configure security group rules, see How Do |
Configure Security Group Rules for Target Servers?

/A\ CAUTION

If you indeed use the ECS as the target server, do not perform any operations on
the ECS during the migration, such as stopping or restarting the ECS, attaching or
detaching a disk, or changing the password, or the migration will fail.
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12.3 How Do | Configure Security Group Rules for
Target Servers?

1. Sign in to the console.

2. Click E in the upper left corner and select the desired region and project.
3.  Under Compute, click Elastic Cloud Server.
4. In the ECS list, click the name of the target ECS.
The page providing details about the ECS is displayed.
5. Click the Security Groups tab and view security group rules.

6. Click Manage Rule.
The Summary page of the security group is displayed.
7. On the Inbound Rules tab, click Add Rule to configure an inbound rule.

- If the ECS runs Windows, configure three rules: one for port 8899, one for
port 8900, and one for port 22. For each, set the protocol to TCP.

Figure 12-2 Adding inbound rules

Add Inbound Rule  Learn more about security group configuration

ecurity group rul
P ad

effect for ECSs with certain spes
can enter multiple |P addresses in the s

© somes:
Ifyou s

Security Group  default

Priority  (3) Action () Type Protocol & Port (%) Source  (3) Description Operation

Protocols/TCP (Custo... v IP address

Alow v Pu4 . Replicate | Delete
28399 00000 X
Protocols/TCP (Cust: IP ad

Allow ¥ Pv4 - Replicate  Delete
8900 00000 X
Protocols/TCP (Cust IP address

Alow ¥ Pud - Replicate  Delete
2 00000 X

(@ Add Rule

- If the ECS runs Linux, configure two rules: one for port 8900 and one for
port 22. For each, set the protocol to TCP.

(10 NOTE

Port 22 is required for a Linux file-level migration.
Ports 8900 and 22 are required for a Linux block-level migration.
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Figure 12-3 Adding inbound rules

Add Inbound Rule  Learn more about security group configuration.

CSs with certain specifications. Learmn more

o Some security group rules will not take eff
c ultiple P addresses in the same IP address box. Each IP address represents a different security group rule.

I you select IP address for Source, you c:
Security Group  default
mport multiple rules
priority () Action () Type Protocol & Port  (3) Source (%) Description Operation
Protocols/TCP (Custo. v IP address

Alow ¥ Pys v Replicate | Delete
8900 00000 X

Protocols/TCP (Custo. - IP address
Allow v P4 v Replicate  Delete

- For all the rules, set Source to the IP address range containing the IP
addresses that you want to allow to access the ECS over the Internet.

/A CAUTION

e |f you migrate over the Internet, only allow traffic from the public IP
address of the source server over the preceding ports. If you migrate
over a private network, only allow traffic from the private IP address
of the source server over the preceding ports.

If you retain the default value 0.0.0.0/0 for Source IP Address, it
indicates that all IP addresses can access the ECS.

e The firewall of the ECS must allow traffic to these ports.

8. Click OK.

12.4 How Do | Restore the Connection Between the
Agent and SMS?

Symptom

During the migration, the error message "SMS.6603 The connection to SMS was
lost" was displayed, and the migration task was in the Disconnected status. As a
result, most operations could not be performed.

Figure 12-4 Disconnection

Possible Causes
e The Agent on the source server is not running.

e The Agent is disconnected from SMS. This can happen if no operations are
performed on the Agent for a long time (30 days by default, but this can be
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changed using the heartmonitorday parameter in the config/g-property.cfg
file).

e The network connection between the Agent and SMS is abnormal.

e The SMS-Agent-Py3 or SMS-Agent-Py2 process exits. This can happen if you
have been logged out of or have exited the source server automatically.

e The AK/SK authentication fails. This can happen if the system time in the
source server is more than 15 minutes ahead of or behind the local standard
time because, for example, the NTP server on the source server is incorrectly
configured.

Windows Server 2019, Windows Server 2016, Windows Server 2012,
Windows 10, and Windows 8.1

Step 1 Log in to the source server, find the Agent icon in the lower right corner, and
check whether the Agent is running properly.
e If the Agent has exited, restart the Agent.
e If the Agent is running properly, go to Step 2.

Step 2 On the Agent GUI, check whether the Start button can be clicked.

e If it can, the Agent has proactively disconnected from SMS. Click Start to
reconnect it.

e If it cannot, go to Step 3.
[=] running - *

Enter an AK. NXCOHCCTYQ

Enter an SK.

{+ Directly connection " Use proxy

Proxy server [P ¢
Port :
Proxy user name !
Password :

Run log

authority checking

BE and SE verification succeeded.
Collecting source information...
Uploading the source information...
Upload success

Waiting for the 5MS instruction.

hide

Step 3 In the CLI, run to check the connection between the source server and SMS.

e If the connection is unavailable, check whether the DNS and firewall of the
source server are correctly configured.

e If the connection is available and data is being transmitted, check whether the
outbound bandwidth of the source server is lower than 10 Mbit/s. If it is, the
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data transmission may be using up all the bandwidth, which can cause the
connection between the Agent and SMS to time out. In this case, increase the
outbound bandwidth of the source server to more than 10 Mbit/s, and then
continue the migration.

Bl Administrator: C:\Windows'\system32\cmd.exe

C:\WUsers\Administrator»>telnet sms.ap-southeast-1.myhuaweicloud.com 443

Step 4 Wait for about a minute and sign in to the console.

Step 5 Click Service List. Under Migration, choose Server Migration Service.
The SMS console is displayed.

Step 6 In the navigation pane on the left, choose Servers.
In the Status column, view the connection status of the source server.

--—-End

Windows Server 2008 and Windows 7

Step 1 Log in to the source server and check whether the SMSAgentDeploy.exe process
is running properly.

e If the process does not exist, restart the Agent and go to 2.

Restarting the Agent indicates that you need to repeat the migration.

e If the process exists, go to 2.

Step 2 In the CLI, run to check the connection between the source server and SMS.

e If the connection is unavailable, check whether the DNS and firewall of the
source server are correctly configured.

e If the connection is available and data is being transmitted, check whether the
outbound bandwidth of the source server is lower than 10 Mbit/s. If it is, the
data transmission may be using up all the bandwidth, which can cause the
connection between the Agent and SMS to time out. In this case, increase the
outbound bandwidth of the source server to more than 10 Mbit/s, and then
continue the migration.

B Administrator: CAWindows\system32\cmd.exe

C:\Users\Administrator>telnet sms.ap-southeast-1.myhuaweicloud.com 443

Step 3 Wait for about a minute and sign in to the console.
Step 4 Click Service List. Under Migration, choose Server Migration Service.

The SMS console is displayed.
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Step 5 In the navigation pane on the left, choose Servers.
In the Status column, view the connection status of the source server.
----End
Linux

Step 1
Step 2

Step 3

Step 4
Step 5

Step 6

Use PuTTY or an SSH client to log in to the source server.

Run ps -ef | grep -v grep | grep linuxmain to check whether the Agent is running
properly.
e If the linuxmain process is not running, restart the Agent.

e If the linuxmain process is running, go to 3.

root( 7 - grep -v grep
root 30634 1 0 Aug28 ? 00:00:00 ./linuxmain 1

root 30636 30634 0 Aug28 ? 00:00:14 ./linuxmain 1

In the CLI, run to check the connection between the source server and SMS.

e If the connection is unavailable, check whether the DNS and firewall of the
source server are correctly configured.

e If the connection is available and data is being transmitted, check whether the
outbound bandwidth of the source server is lower than 10 Mbit/s. If it is, the
data transmission may be using up all the bandwidth, which can cause the
connection between the Agent and SMS to time out. In this case, increase the
outbound bandwidth of the source server to more than 10 Mbit/s, and then
continue the migration.

EX Administrator CAWindows'\system32\cmd.exe

C:\Users\Administrator>telnet sms.ap-southeast-1.myhuaweicloud.com 443

Wait for about a minute and sign in to the console.

Click Service List. Under Migration, choose Server Migration Service.
The SMS console is displayed.

In the navigation pane on the left, choose Servers.

In the Status column, view the connection status of the source server.

--—-End

12.5 Why the Migration Progress Is Suspended or

Slow?

Symptom

During the migration, the progress bar changes slowly or does not change.
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Possible Causes

This problem may be caused by multiple factors, such as the network bandwidth,
the number of small files on the source server, and the difference comparison
during incremental synchronization.

Solutions

e Check the bandwidths of the source and target servers. Allocate sufficient
bandwidth for the migration process without affecting services.

e Check whether there are a large number of small files on the source server. If
there are, delete as many unnecessary files as possible.

e During a Linux file-level migration, if the synchronization progress stays at 6%
for a long time, please wait patiently. The migration process is comparing and
synchronizing the differences between the source and target servers.

e Check the migration status on the SMS console. If it is Connected, wait
patiently. If it is Disconnected, see How Do | Restore the Connection
Between the Agent and SMS?

12.6 Does a Source Server Need Internet Access If It
Can Communicates with the Target Server Through a
Direct Connect, VPN, or VPC Peering Connection?

The Direct Connect, VPN, or VPC peering connection between the source and
target servers is used only for data transmission. Control traffic between the
source server and SMS must go through the Internet, so the source server must
have Internet access.

(11 NOTE

If the source server cannot access the Internet, you can configure a proxy server for the
source server.

The following figure shows how SMS works.
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12.7 How Do | Configure a Source Server to Access

1. Download and install the Agent.
3. Create a migartion task.
7. Launch the target server.

Users

* 6. The Agent migrates data disks.

Disk 2
Server

Source server

Control flow: the interaction process between the source server and SMS

The interactions include:

2. The Agent automatically
registers itself.

4. The Agent obtains
migration commands.

5. The Agent migrates the
system disk.

Huawei Cloud

e
EVS disk

O
-~

EVS disk
ECS

Target server

Control flow
Data flow

User operation

Step 2: The Agent registers itself with SMS and reports the information about

the source server to SMS. Then, SMS evaluates migration feasibility of the

source server.

Step 4: The Agent receives and executes the migration commands sent by

SMS.

Data flow: the process of migrating data on the source server
The data migration includes:
Step 5: SMS migrates the system disk of the source server.
Step 6: SMS migrates the data disks of the source server.

Huawei Cloud Through a Proxy?

Scenarios

Each source server must continuously communicate with SMS over the Internet. If

the source server cannot access the Internet, you can configure a proxy for it.

NOTICE

The IP address and port number in this section are used as examples only.
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Preparations

e Prepare a proxy server.
(10 NOTE

The proxy server and the source server must be able to communicate with each other
over the intranet.

e Obtain the Squid installation package.

Step 1: Configure the Proxy Server
e Installing and configuring Squid on Linux

a.

b.

Run the following command on the proxy server to install Squid:
yum -y install squid

Run the following command to back up the Squid configuration file:
cp -a /etc/squid/squid.conf /etc/squid/squid.conf.bak
Use the text editor to modify the squid.conf configuration file and save

the modification.
vi /etc/squid/squid.conf

i.  Configure Squid as a proxy for the network segment where the
source server is located. Replace 192.168.0.0/16 with the private IP
address of the server that needs to access the proxy server. Generally,
it is set to the private network segment of the source server. You can

also set it to 0.0.0.0/0 to allow access from all servers.
acl localnet src 192.168.0.0/16

our local netuorks.
IP metuworks from

8. 8.255.255.255 # RFC 112
#.6.0.0-8 # RFC 191
# RFC 659
# RFC 392

# RFC 419
# REC 429

ii. Add the following configuration items:
cache_mem 64 MB
maximum_object_size 4 MB
cache_dir ufs /var/spool/squid 100 16 256
access_log /var/log/squid/access.log

iii. (Optional) Check that http_port is set to the Squid port in the
configuration file. The default value is 3128. You can change it if
necessary.

Start Squid.

systemctl start squid

Check the Squid status.

systemctl status squid

(Optional) Configure Squid to automatically start upon system startup.
systemctl enable squid

e Installing and configuring Squid on Windows

a.

On the server you prepared, access https://squid.diladele.com. Locate
Console APP, download the installation program, and install it.
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b.

Console App

SQUID

FOR WINDOWS

= DOWNLOAD MSI

After the installation is complete, go to the Squid installation directory
and modify the squid.conf file in the etc/squid folder.

i. Configure Squid as a proxy for the network segment where the
source server is located. Replace 192.168.0.0/16 with the private IP
address of the server that needs to access the proxy server. Generally,
it is set to the private network segment of the source server. You can
also set it to 0.0.0.0/0 to allow access from all servers.

#
# Recommended minimim configuration:
#

# Example rule allowing aceess from your local networks.
# Adapt to 1ist vour (imternal) IP networks from where browsing
# should be allowed

acl localnet src 10.0.0.0/8 # RFC1918 possible inte:
src 172.16.0.0/12 # FFC1918 possible inte:
rc 192. 168.0.0/16 # RFC1918 possible

acl loc
acl loc rc £c00::/7 # RFC 4193 local pr: ange
1 localnet sre fe80::/10 # BFC 4201 lirk-local (directly plugged) machines

ii. (Optional) Check that http_port is set to the Squid port in the
configuration file. The default value is 3128. You can change it if
necessary.

Right-click the Squid icon on the taskbar in the lower right corner and
choose Exit from the shortcut menu.

Double-click the Squid Server Tray icon on the desktop to start Squid.
Right-click the Squid icon on the taskbar in the lower right corner and
choose Start Squid Service from the shortcut menu.

Run the following command in the CLI window to check whether Squid is
running:
netstat -ano | findstr 3128

Step 2. Install the Agent on the Source Server

Linux

a.

Run the following command on the source server to download the Agent:
curl -x http:// <proxy-server-private-IP-address>.<proxy-port> -O https://sms-agent-2-0.obs.eu-
west-101.myhuaweicloud.eu/SMS-Agent.tar.gz

Decompress the installation package.
tar -zxvf SMS-Agent.tar.gz
Use the text editor to modify the auth.cfg file in the SMS-Agent/agent/

config directory and save the modification.
vim SMS-Agent/agent/config/auth.cfg
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[proxy-conf ig]
enable = true
proxy_addr = http:--192.168.8.2081

proxy_port = 3128

proxy_user =
usze_paszsword = false

(11 NOTE

e enable indicates whether to use a proxy. If it is set to true, a proxy is used.

e proxy_addr indicates the private IP address of the proxy server, not the IP
address of the target server.

e proxy_port indicates the port specified for Squid.

Go to the SMS-Agent installation directory and run the startup.sh script
to start the SMS-Agent. When prompted, enter the AK/SK pair of your
target Huawei Cloud account and the SMS domain name.

When the following information is displayed, the SMS-Agent has been
started up and will automatically start reporting source server
information to SMS.

Select an enterprise project to register this serverCinput index,like 8,1...):8

selected enterprize project:

B8 8 default

check sms agent start ...

[rootPecs-migrate-to-hecsl SMS-Agent 14

Windows

a.

Download and install the Agent on the source server.

®  |f the source server runs Windows Server 2019, Windows Server
2016, Windows Server 2012, Windows 10, or Windows 8.1, run the
following command in PowerShell on the source server to download

the Agent:

Invoke-WebRequest -Proxy http://<proxy-server-private-IP-address>.<proxy-port> -Uri
https://sms-agent-2-0.obs.eu-west-101.myhuaweicloud.com/SMS-Agent-Py3.exe -OutFile
C:\\SMS-Agent-Py3.exe -UseBasicParsing

®  |f the source server runs Windows Server 2008 or Windows 7,
download the Agent (Python 2) from the proxy server, upload the
Agent package to the source server, and install the Agent. For details,
see Installing the SMS-Agent on Windows.

Start the Agent.

" |f you use the SMS-Agent (Python 3), on the SMS-Agent GUI, enter
the AK/SK pair of the target Huawei Cloud account and the SMS
domain name, select Use proxy, enter the private IP address and
port of the proxy server, and click Start. In this example, no
username and password are required for using the proxy.

"  |f you use the Agent (Python 2), go to the Agent installation
directory, for example, C:\SMS-Agent-Py2\config, modify the
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auth.cfg file based on the following figure, and save the
modification.

(11 NOTE

e enable indicates whether to use a proxy. If it is set to true, a proxy is
used.

e proxy_addr indicates the private IP address of the proxy server, not the
IP address of the target server.

e proxy_port indicates the port specified for Squid.

Double-click agent-start.exe in the installation directory (for
example, C:\SMS-Agent-Py2) to open the SMS-Agent CLI. Enter the
AK/SK pair of the target Huawei Cloud account and the SMS domain
name to start the Agent.

12.8 Can | Release or Change the Target Server EIP
During the Migration?
No.

If you choose to migrate over the Internet, the Agent on the source server records
the target server EIP when the migration starts, and uses that EIP for data
transmission during the migration. Releasing or changing the EIP during the
migration will cause the migration to fail.

You can release or modify the EIP only after the migration is complete and no
data synchronization is required.

12.9 How Do | Measure the Network Performance
Before the Migration?

Background

Poor network performance may prolong the migration or cause migration failures.
SMS can help you measure the network performance before the migration.

/A\ CAUTION

e It takes 4 to 5 minutes to complete the measurement. To accurately measure
the network performance, the migration rate limits you configure are not
applied during the measurement, and more network resources may be used.
You are advised to evaluate the actual resource usage on the source server to
ensure that your services run properly.

e You must make sure that inbound ICMP traffic is allowed in the security group
of the target server.
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Procedure

You can measure the network performance when:

You create a migration task.

On the Configure Basic Settings tab page, expand Migration Settings
(Optional), set Measure Network Performance to Yes. During the full
migration, SMS will generate a subtask called Measure the network
performance.

Figure 12-5 Determining whether to measure the network performance.

~ Migration Settings (Optional)

You can retain the default migrafion setiings o change them as needed

Migration Method

Linux file-level
High eficiency Excellent compaiibilty

Data is migrated by fle

Enable Continuous Synchronization

After the ful replication is complete, the system will automatically launch the target server. To synchronize incremental data to the target server, ciick Sync in the Operation column

Resize Disks and Partifons

Control whether to migrate all source paritions and resize disks and partitions for the target server.

Start Target Upon Launch

Enable Concurrency

The Agent automatically configures the maximum number of migration proce: /ed based on source server conditions

Figure 12-6 The subtask for measuring the network performance

An error was reported during the subtask for migrating data, synchronizing
data, or modifying configuration, or such a subtask was paused.

You can choose More > Manage Migration Settings > Measure Network
Performance in the Operation column.

Measurement Results

During the network performance measurement, the system will check whether the
source server can connect to the target server and related cloud services, such as
IMS, ECS, EVS, and VPC, using their domain names In addition, it measures four
core network metrics: packet loss rate, jitter, network latency, and bandwidth, as
well as two factors that indirectly affect network performance: memory usage and
CPU usage. The measurement results are displayed in green, orange, and red,
which indicate good, medium, and poor respectively. After the measurement is
complete, SMS will display how well your network is performing and estimate
how long the migration will take.
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(11 NOTE

e The evaluation result represents only the network performance during the test.

e The migration duration is estimated when the migration rate limits are not applied and
is for reference only. In addition to the migration network, the migration duration is
affected by many other factors, such as the number of small files on the source server,
network fluctuation, disk read/write speed, and network traffic limit. A more reliable
indicator is the remaining migration time displayed in the task list.

12.10 Can | Set a Rate Limit for a Migration?

Yes. To ensure your source services are not affected by the migration, you can limit
the migration bandwidth by referring to section Setting a Migration Rate.

12.11 How Do | Configure Automatic Recovery?

Background

Previously, if the network between the source and target servers was disconnected,
the migration task would fail, and you would have to manually restart it. Now,
you can use the SMS-Agent to restart the migration task automatically once
network connectivity is restored.

Precautions

e Automatic recovery can be triggered by errors SMS.0807, SMS.1807,
SMS.2802, SMS.3802, SMS.2805, and SMS.2806.

e  You can control the maximum number of attempts to restart a failed
migration task. After that, the automatic recovery program automatically
exits, and you need to manually restart the migration task on the SMS
console after the network is restored.

Configuration Parameters

To use automatic recovery, you need to configure the following parameters:

e auto_start_interval_seconds: The interval for executing the automatic
recovery program, in seconds. For example, if you want to let this feature try
to restart a failed migration task every half an hour, set this parameter to
1800 (the number of seconds in half an hour).
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e auto_start_max_retry_times: The maximum number of times that the
automatic recovery program can be executed before exiting.

e auto_start_each_addition_seconds: The increment of the interval after each
execution of the automatic recovery task program, in seconds. For example, if
auto_start_each_addition_seconds is set to 10 and
auto_start_interval_seconds is set to 3600, the execution interval of the
automatic recovery program increases by 10 seconds each time, incrementing
to 3610 seconds, 3620 seconds, and so on.

Configuration File Path
The path of the configuration file depends on the source server OS.

e Linux: .../SMS-Agent/agent/config/g-property.cfg

e  Windows:
- Windows Agent (Python 3): C:\SMS-Agent-Py3\config\g-property.cfg
- Windows Agent (Python 2): C:\SMS-Agent-Py2\config\g-property.cfg
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1 3 Migration Duration

13.1 How Long Does a Migration Take?

1. Pre-migration evaluation

Test the TCP speed from a source server to the target server. For details, see
How Do | Test the Network Bandwidth Between the Source and Target
Servers Using iPerf?

_ C»x1000x8
S5x3600=U

where

- T the required migration time, in hours
- C the total data volume of the source server, in GB

- S the TCP speed (in Mbit/s) from the source server to the target ECS,
that is, the TCP speed obtained in Step 4.2

- U the network usage, which is related to network quality (jitter, delay,
and packet loss). The value is usually between 50% and 80%.

Assume that the total data volume of the source server is 100 GB, the TCP
speed tested by iPerf is 100 Mbit/s, and the network usage is 70%. The
migration duration is calculated as follows:

Migration time 7= 100 (GB) x 1,000 x 8/100 (Mbit/s)/3,600/70% =~ 3.17
hours

You can refer to Table 13-1 to view the time required for migrating source
servers with different volumes of data and the TCP speeds assuming that the
network usage Uis 70%.
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Table 13-1 Estimated migration duration

Total Data
Volume on

Source Server

TCP Speed
(S) (Mbit/s)

Migration Time (T) (Hour)

NOTE
For migration time T, if the unit is hour,

(C) (GB) two digits are retained after the decimal
point. If the unit is minute, the value is
an integer.

10 GB 0.5 Mbit/s SMS is not recommended.

NOTE
If a small bandwidth is used to migrate a
large amount of data, the migration may be
interrupted due to high network latency.
1 Mbit/s SMS is not recommended.
5 Mbit/s 6.35 hours
10 Mbit/s 3.17 hours
100 Mbit/s 0.32 hours (about 19 minutes)
500 Mbit/s 0.06 hours (about 4 minutes)
1,000 Mbit/s 0.03 hours (about 2 minutes)
30 GB 0.5 Mbit/s SMS is not recommended.
1 Mbit/s SMS is not recommended.
5 Mbit/s 19.04 hours
10 Mbit/s 9.52 hours
100 Mbit/s 0.95 hours (about 57 minutes)
500 Mbit/s 0.19 hours (about 11 minutes)
1,000 Mbit/s 0.10 hours (about 6 minutes)
50 GB 0.5 Mbit/s SMS is not recommended.
1 Mbit/s SMS is not recommended.
5 Mbit/s SMS is not recommended.
10 Mbit/s 15.87 hours
100 Mbit/s 1.59 hours
500 Mbit/s 0.32 hours (about 19 minutes)
1,000 Mbit/s 0.16 hours (about 10 minutes)
100 GB 0.5 Mbit/s SMS is not recommended.
1 Mbit/s
5 Mbit/s
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2.

Total Data TCP Speed Migration Time (T) (Hour)
Volume on (S) (Mbit/s) NOTE
Source Server For migration time T, if the unit is hour,
(C) (GB) two digits are retained after the decimal
poi!1t. If the unit is minute, the value is
an integer.
10 Mbit/s
100 Mbit/s 3.17 hours
500 Mbit/s 0.63 hours (about 38 minutes)
1,000 Mbit/s 0.32 hours (about 19 minutes)
500 GB 0.5 Mbit/s SMS is not recommended.
1 Mbit/s
5 Mbit/s
10 Mbit/s
100 Mbit/s 15.87 hours
500 Mbit/s 3.17 hours
1,000 Mbit/s 1.59 hours
1TB 0.5 Mbit/s SMS is not recommended.
1 Mbit/s
5 Mbit/s
10 Mbit/s
100 Mbit/s
500 Mbit/s 6.50 hours
1,000 Mbit/s 3.25 hours

Greater than 1
TB

SMS is not recommended.

Evaluation during migration (remaining time)
7= Cx 1000 x 8 x (80% - P)/60%/5/3600

- T the time required, in hours

- C the total data volume of the source server

- P the transmission progress. P can be viewed on the SMS console. If Pis
larger than 80%, the data transmission is complete and you do not need

to evaluate the remaining time.
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Hide Details (3
Basic Information
Region/Project Target Name

Target ID Target |

2407:0080:1170:179:852¢-2942-5ba7 &1
7

Task Information

TaskID StartEnd Time Jun 19, 2024, 10'51:03 GMT+08:00 |

Estimated End Time Jun 19, 2024, 11:13:10 GMT+08:00 Task Status = Running
Latest Progress Initial replicationDo not perform any operations on the destination host during the migration. Learn more

Subtask Start Time End Time Progress

Create a secure transmission c. Jun 19, 2024, 10:51:13 GMT+0, Jun 19, 2024, 10:51:29 GMT+0 — (0%
Mount the Agent image and rela Jun 19, 2024, 10:51:30 GMT+0 Jun 19, 2024, 10:57.57 GMT+0 — (0%
Format the Windows partitions Jun 19, 2024, 10:58:55 GMT+0 Jun 19, 2024, 10:59:24 GMT+0. — (0%

Migrate Windows block-level data.  Jun 19, 2024, 10:59:38 GMT+0. - — 2% |

Modify Windows configurations, - - 0%

Uninstell the Agent image. - - 0%

- S the migration speed in Mbit/s. S cannot be tested accurately with iPerf.
To obtain the accurate migration speed:

®"  Windows: Choose Windows Task Manager > Performance >
Resource Monitor to view the migration speed S for Windows OSs.

=

(=[Ol

X

Windows Task Manager
ptions View el

®  Linux: You are advised to use the sar tool or use /proc/net/dev to
monitor the NIC speed.
Take an example where 100 GB of data needs to be migrated (), the
progress (P) is 70%, and the migration speed ($) is 100 Mbit/s. If we plug in
the numbers in our formula, we get:
Migration time 7= 100 (GB) x 1,000 x 8 x (80% - 70%)/60%/100 (Mbit/s)/
3,600 = 0.37 hours

13.2 How Do | View the Remaining Migration Time?

The remaining migration time depends on how much data is left to migrate and
on how fast it is being migrated. Because the migration speed changes over time,
the remaining time shown on the SMS console is only an estimate. You can
perform the following operations to view the remaining migration time:

Step 1 Sign in to the SMS console.
Step 2 In the navigation pane on the left, choose Servers.

Step 3 In the server list, click the server name. The task progress details show up on the
right. You can see the estimated time left for the migration.
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us @ Connected  OS

o Completed

--—-End

CENTOS_7_9_64BIT  Source IP Address

- Mbis 18.47 GB/18.47 GB

100 % cm—

13.3 How Is the Migration Rate Displayed on the SMS
Console Calculated?

Metrics

Table 13-2 Related metrics

Metric

Windows Block-
Level

Linux File-Level

Linux Block-Level

Total
data

Total used space of
all partitions to be
migrated. You can
right-click a partition
and choose
Properties from the
shortcut menu. On
the General tab, you
see the partition
usage.

Total used space of all

partitions to be
migrated. You can run
df -TH to view the
used and available
space on each
partition.

Total size of all
partitions to be
migrated. You can
run fdisk -lu to
view the size of
each partition.

Migrated
data

Total size of all
migrated data blocks
that are located in
the used partition
space.

Total size of all
migrated files.

Total size of all
migrated data
blocks in the
partition.

Elapsed
time

Time elapsed after a migration starts.

Remainin
g time

Remaining time = (Total data - Migrated data)/Migration rate
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Metric

Windows Block-
Level

Linux File-Level

Linux Block-Level

Migration
rate

Calculated using the
amount of data
migrated over the
last 5 seconds. For

example, if 200 MB of

data was migrated
over the last 5
seconds, the
migration rate is 320
Mbit/s (200 MB x
8/5s). The migration
rate is different from
the NIC throughput
because the data is
compressed before
being transmitted
through the NIC. For
details, see Windows

Actual migration
speed, which is the
NIC rate of the target
server.

Calculated using
the amount of
data migrated
over the last 5
seconds. For
example, if 200 MB
of data was
migrated over the
last 5 seconds, the
migration rate is
320 Mbit/s (200
MB x 8/5s). The
migration rate is
different from the
NIC throughput
because the data is
compressed before
being transmitted

Block-Level
Migration.

through the NIC.
For details, see
Linux Block-Level
Migration.

Windows Block-Level Migration

There are two types of Windows block-level migration rates. One is the rate
displayed on the SMS console, which is the average migration rate over the last 5
seconds. The other is the actual NIC throughput for the migration process, which is
less than what is displayed on the console because the data is compressed before
being transmitted through the NIC.

Migration rate displayed on the SMS console (before compression)

The migration rate displayed on the console is the actual amount of data
migrated per second, which is the data transmission rate before compression.
It is the average amount of data migrated over the last 5 seconds. For
example, if 200 MB of data was transmitted over the last 5 seconds, and the
amount of data after compression is 50 MB, the rate displayed on the console
is 320 Mbit/s (200 MB x 8/5s), but the NIC throughput for the migration
process is 80 Mbit/s (50 MB x 8/5s).

NIC throughput (after compression)

During a Windows block-level migration, the Agent compresses data before
transmitting it to the target server. The Agent on the target server
decompresses the data and writes the data to disks. The NIC throughput is
the network bandwidth used for the migration. You can view this rate in the
task managers on the source server and target server. However, you can view
this rate only after the target server is unlocked. The following uses Windows
Server 2012 as an example.
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B Resource Monitor - | &
File Monitor Help

Overview | CPU__ | Memory | Disk | Network |

Processes with Network Activity ~) >) [ views ||

[] image PID Send [B/sed Receive [B/sec) Tofal (B/seq
[] sMs-Agent.exe 1768 1,589,371 501 1,599,872
[ HostGuard.exe 1268 13 o 13

100 Mbps

60 Seconds 0
TCP Connections 10 4

Network Activity i 11 Mbps Network 1/0 B 03 Network Utilization ~

Image PID Address Send (B/seq Receive (B/seq Tofal (B/seq)
SMS-Agent.exe 1768 1,599,282 98 1,599,380 |
SMS-Agent.exe 1768 55 372 27
HostGuard.exe 1268 13 0 13

Ethernet 2 100% -

TCP Connections

<

<

Listening Ports

/\ CAUTION

e You can view the network bandwidth occupied by the migration process in
the task manager. Use the migration rate displayed on the SMS console to
estimate how long the migration will take.

e The NIC throughput of the source server also includes the bandwidth
occupied by applications running on the source server. A more reliable
metric is the migration rate of the migration process. The rate displayed in
the task manager is the compressed data transmission rate.

e A Windows block-level migration rate is more stable because it is not
affected by the number or size of files to be migrated.

Linux File-Level Migration

During a Linux file-level migration, data is not compressed, so the migration rate
displayed on the console and the NIC throughput should match.

However, there is an exception. A Linux file-level migration is inefficient when
transferring small files. When migrating a large number of small files, the network
bandwidth cannot be fully utilized. In such a scenario, the migration rate is far
lower than the available network bandwidth.

Linux Block-Level Migration

During a Linux file-level migration, data is not compressed, so the migration rate
displayed on the console and the NIC throughput should match.
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13.4 How Do | Speed Up Migration?

e Improve your network speed. You can test the network performance from the
source server to the target server on Huawei Cloud. For details, see How Do |
Test the Network Bandwidth Between the Source and Target Servers
Using iPerf? If the network speed is less than 500 kbit/s, check the following
items:

- If the source server is in a data center, check the bandwidth, switches,
routers, security devices (such as firewalls), network lines, and network
protocols between the source server and the Internet. If there are any
issues, contact network engineers. It is recommended that the network
speed from the source server to Huawei Cloud over the Internet be at
least 10 Mbit/s.

- Check the outbound bandwidth of the source server and the inbound
bandwidth of the target server. Increase the smaller bandwidth or both
as needed. For the influence of bandwidth on migration duration, see
Table 13-1.

- Check that the OS settings of the source and target servers. In Windows,
you can run perfmon to invoke Performance Monitor to monitor the
network. In Linux, you are advised to use the sar tool to monitor the
network and use /proc/net/dev to monitor the NIC speed. If the network
is slow, the OS configuration may be incorrect. Note that your OS services
and processes cannot limit the NIC speed.

e Delete any files you no longer need from the source server before migration.

e Check the I/O read and write performance and CPU performance of the
source server. In Windows, you can run perfmon to invoke Performance
Monitor to monitor the CPU and I/O read and write performance. In Linux,
you can use top or ps to monitor the CPU, and use iostat or iotop to monitor
the 1/O performance. If the 1/O and CPU performance of your source server is
poor, you are advised to increase the I/O and CPU resources or reduce the
workloads on the source server.

13.5 Why Does the Migration Speed Fluctuate?

During the migration, operations such as module initializations, backups, and
deletions are performed. It is difficult to accurately estimate how long these
operations will take. Speed fluctuation is a normal phenomenon.

13.6 How Do | Test the Network Bandwidth Between
the Source and Target Servers Using iPerf?

Prerequisites

Ensure that the network between the source and target server is connected, and
the port used for the iPerf test is allowed by a security group rule configured for
the target server on Huawei Cloud. For how to configure a security group rule, see
How Do | Configure Security Group Rules for Target Servers?
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This test must be performed before the migration, and workloads running on the
source server must have little impact on the network, or the test results will be
inaccurate.

Procedure

Step 1 Download iPerf based on the source server OS.

Step 2 Extract the iPerf installation package into directories on the source and target
servers. You can also use another ECS in the same region as the target server. On a
Windows server, the iPerf installation package looks like follows.

= Computer = Local Disk (C:) + Iperf  iperf-3.1.3-winG4 - lml I Seart
ncludein library »  Share with +  Rew folder
Mame « Date modified Type Size |
(%) cygwind.di 4/21/2016 10:14 PM Application extension 3,457 KB
i 6/9/2016 10:30 &M Application 455 KB

Step 3 On the target server, run iPerf in server mode using the CLI. The following uses
Windows as an example.

1. Switch to the directory with the iPerf executable:
cd /d <path>

In this command, <path>is where you extracted iPerf on the target server in
Step 2.

2.  Run iPerf in server mode:
iperf3 -p <port>-s
In this command, <port>is the port the iPerf server listens on. It is
recommended that port 8900 be used for Windows and port 22 for Linux
since the two ports are configured as data transmission ports. You can also

use another port for testing, but ensure that this TCP or UDP port is allowed
in security group rules configured for the target server.

For details about more parameters, run the iperf -h command.

For example, if port 8900 is used for Windows and Server listening on 8900
is displayed in the command output, iPerf is running.

[&+] Administrator: C:\ Windows',system32',cmd.exe - iperf3 -s -p 8900

Microsoft Windows [Uersion 6.1.7681]
Copyright <(c)> 288? Microsoft Corporation. A1l rights reserved.

C:sUserssAdministrator?cd ~#d C:iNIperfsiperf—-3.1.3-—winb4
C=nIperfuiperf—-3.1.3—winb4>iperfd —= —p 8908

Step 4 On the source server, run iPerf in client mode using the CLI. Test the TCP
bandwidth, UDP jitter, packet loss rate, and bandwidth. The following uses
Windows as an example.

1. Switch to the directory with the iPerf executable:
cd /d <path>

In this command, path is where you extracted iPerf on the source server in
Step 2.
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Test the TCP bandwidth using iPerf:

iperf3 -c <target-/P-address> -p <port> -t <time>

In the preceding command, -c is used to run iPerf in client mode.

- <target-IP-address> is the IP address of the target server (iPerf server).

- <port>is the port used for connecting to the target server, that is, the
iPerf listening port in Step 3.2.

- <time>is the total test time. The default unit is second.

Wait for the iPerf client to connect to the iPerf server and the bandwidth test
to complete, and then check the results. The following figure uses port 8900
on Windows as an example.

i F:~Temp Folder~ICPwiperf-3.1.3—winb4liperfd —c -p 8988 -t 1@
Connecting to host . port 8708
[ 4] local port 64984 connected to port 8908

i ID] Interval Transfer Bandwidth

4] .80-1 .88 1.7% MBytes 14.7 Mbhits-sec
4] .a8-2 .99 648 KBytes 5.24 Mbits/sec
4] .@8-3 .89 768 KBytes 6.29 Mbitss/sec
4] .88-4 .89 1.38 MBytes 11.5 Mbitsrsec
4] .@8-5 .99 1.25 MBytes 18.5 Mbitsrsec
| 4] .a8-6 8@ 1.88 MBytes 8.39 Mbits/sec
-8a-7? .88 1.25 MBytes 18.5 Mhits/sec
.8A-8 .88 1.25 MBytes 18.5 Mhits/sec
.B8-9 .88 64A KBytes 5.24 Mbhits/sec
-.A8-18.808 Mhits sec

a
1
2
3
4
5
6
?
8
9

i Interval Transfer Bandwidth
8.08-10.88 se 18.6 MBytes| B8.91 Mbits- sec sender
8.80-18.88 =e 18.5 MBytes 8.79 Mbits- zec receiver

iperf Done.

F:“Temp Folder“TCPNiperf-3_1_3-winb4>

Test the UDP jitter, packet loss rate, and bandwidth.

iperf3 -c <target-IP-address> -p <port>-u -t <time>

-u is used to measure the UDP jitter, packet loss rate, and bandwidth.

- <target-IP-address> is the IP address of the target server (iPerf server).

- <port>is the port used for connecting to the target server, that is, the
iPerf listening port in Step 3.2.

- <time>is the total test time. The default unit is second.

Wait for the iPerf client is connected to the iPerf server and the test is
complete, and check the result. The following figure uses port 8900 on
Windows as an example.
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F:“Temp Folder“ICP-iperf-3.1._.3—winb4}iperf3d —c -p 8908 —u -t 18
Connecting to host - port 8980

4] local port 61677 connected to port 8968

ID] Interval Transfer Bandwidth Total Datagrams

4] .88-1 .88 128 KBytes 1.85% Mbits/ 16
.a8-2 _#aa 128 KBytes
.88-3 .88 128 KBytes
.@8—4 .88 128 KBytes
.88-5 .88 128 KBytes
.B8-6 .88 KBytes
-A8-7 .88 KBytes
.BE-g .88 KBytes
.B8-9 .88 KBytes
.88-10 .00

Mhits/sec 16
Mhite fone ih

a
1
2
3
4
5
6
?
8
?

T N N )
Ve o on e e

Interval Transfer Bandwidth Jitter LostsTotal Datag

A._AR-18_.88 sec 1.26 MBytezs 1.86 Mbits-/sec 4.788 ms B-/161 (Bx>
4] Sent 161 datagrams

iperf Done.

F:~Temp Folder~ICPwiperf-3.1.3-winb4>

Run the following command to measure the network latency:
ping <target-/P-address>
<target-/P-address> is the IP address of the target server (iPerf server).

Ensure the ICMP packets are allowed to pass through by the security group
rules of the VPC that the target server belongs to.

Step 5 View all testing options. Alternatively, you can obtain the help information about
iPerf on its official website.

iperf3 -h

--—-End

13.7 Why Isn't the Increased Bandwidth Being Used
During the Migration?

The bandwidth being used will be limited by one of the three bottlenecks:

The newly increased bandwidth of the source server

The inbound bandwidth of the target server. For details, see What Are
Inbound Bandwidth and Outbound Bandwidth?

The migration rate limit you configured on the SMS console. For details, see
Setting a Migration Rate.

/\ CAUTION

As long as there is no other bottleneck, the newly increased bandwidth takes
effect after 5 to 10 minutes.
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13.8 Is the Migration Speed Determined by the Source
Bandwidth or the Target Bandwidth?

The migration speed is limited by either the outbound bandwidth of the source
server or the inbound bandwidth of the target server, whichever is smaller.

13.9 Why Does the Migration Stay at a Stage for a
Long Time?

A migration may stay at the Continuous Synchronization, Full Replication, or
Target Launch stage for a long time. For details about how to get migration logs,
see Where Can | Find the Agent Run Logs?

e Scenario 1: Continuous Synchronization

Continuous synchronization is a new feature of SMS. It automatically
synchronizes incremental data from a source server to the target server. If you
set Enable Continuous Synchronization to Yes when you configure the
migration settings, after the full replication is complete, the migration enters
the Continuous Synchronization stage.

To complete the migration, you need to manually launch the target server, or
the migration remains in the Continuous Synchronization stage. The
migration is complete only after the target server is launched.

~ Migration Settings (Optional)

YYou can retain the default migration settings or change them as needed.

Migration Method

Windows block-level
High efficiency

Data is migrated by fie.

Enable Continuous Synchronization

ion is complete, the migration enters the continuous synchronization stage. Du

Resize Disks nd Partitions

Control whetner to migrate all source partitions and resiz

Start Target Upon Leunch
Measure Network Performance

® No Yes

Transit IP Address

e Scenario 2: Full Replication

During the full replication, the migration progress is suspended for a long time if
the data volume is large but the migration speed is too slow. You can verify the
causes by viewing the Agent run logs.

If information similar to the following is displayed, the migration is normal.
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Parameter Description
speed The migration rate
task progress The migration progress
total size The amount of data to be migrated
replicate size The amount of data migrated
{0 NOTE

If the migration rate is not 0 and the amount of migrated data keeps increasing, the
migration runs normally.

e Scenario 3: Target Launch

- After you launch the target server, the task progress bar stays at 0% for a
long time.

After you launch the target server, the system performs an incremental
data synchronization. The incremental data volume determines how
much time is required for the synchronization. The synchronization
progress may remain unchanged for a long time if there is too much
incremental data on the source server.

To check whether data is being synchronized, view the latest
sms_Info.log file. If no error logs are generated during the target server
launch, the migration goes smoothly.

- After you launch the target server, the task progress bar remains
unchanged for a long time.

You can pause the task and start it again. Wait for about 10 minutes and
check whether the progress bar changes.

13.10 What Factors Affect the Migration Speed?

The following table lists the factors that may affect the migration speed and

duration.
(0 Factor Description
- CPU or memory The migration occupies some memory and
usage CPU resources of the source server. The

usage varies depending on the source
conditions. Before the migration, ensure
that both the CPU usage and memory
usage of the source server are not higher
than 75%, and the available memory is at
least 520 MB.
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(0} Factor Description

Network bandwidth | The network latency between the source
and target servers must not be too high.
The migration speed depends on the
source bandwidth and the target
bandwidth, whichever is smaller. For
details about the network requirements,
see How Do | Set Up a Secure Migration
Network for Using SMS?

Windows Disk fragments SMS supports only block-level migration
for Windows servers. Only valid blocks are
migrated. A large number of disk
fragments will be generated on disks in
daily use. It takes time to identify valid
blocks among these fragments.

Linux e Large files For a file-level Linux migration, the
e Too many small migration speed will be affected if

files e There are files larger than 2 GB.

e There are a large number of small files,
such as, those smaller than 20 KB.

The following table lists the factors that may affect the synchronization duration.

(0 Factor Description

- e Too much new | During an incremental synchronization, if a
data on the large amount of data is newly generated or
source server changed on the source server, the

e Too much synchronization takes a long time.

changed data
on the source

server
Windows Too many file During a synchronization, if a large number
fragments of file fragments are generated on the
source server, the synchronization takes a
long time.
Linux Large sparse files During a synchronization, the system scans

but does not migrate sparse files. If there
are large sparse files on the source server,
the synchronization takes a long time.
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13.11 Why Is the Linux Block-Level Migration Very
Slow?

Symptom

During a Linux block-level migration, you found that the actual migration rate was
far lower than the bandwidth limit you configured.

Possible Causes
The possible causes are as follows:

e A small amount of data is stored in disk blocks.
e A large number of sparse files are stored in source disks.

In a Linux block-level migration, data is compressed before being transmitted. If
the disk blocks to be migrated store a small amount of data or are empty, the
data compression rate is high, for example, 100 MB of data is compressed to 5
MB. Though the displayed migration rate is very low, the migration is performance
quickly, and the network connection and the bandwidth are normal.
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1 4 Disk Management

14.1 Why Was a 40-GB EVS Disk Added to the Target
Server During the Migration?

SMS creates and attaches a 40-GB EVS disk to each target server temporarily
during the migration. These EVS disks are billed on a pay-per-use basis. After the
migration is complete, these EVS disks will be released. Do not delete these EVS
disks or change their billing mode to yearly/monthly before the migration is
complete, or the migration will fail.

14.2 Why Can't | Attach the Original System Disk Back
to a Target Server?

Symptom
A migration failed, and you found that the target server still used the temporary
system disk whose name started with SMS and its original system back could not
be attached back.

Possible Causes
The temporary system disk was not detached. You need to manually detach the
temporary disk.

Solution
This section uses Linux as an example to describe how to detach the temporary

system disk and attach the original one back to the target server.

The Agent Was Not Uninstalled from the Source Server

1. Switch to the SMS-Agent directory on the source server, run ./agent-cli, enter
connect, and press Enter to connect the source server to SMS.
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2.  Run clear in the CLI.

After about a minute, the temporary disk on the target server will be
detached and deleted, and the original system disk will be attached back.

The Agent Was Uninstalled from the Source Server

1. Log in to the ECS console, locate the target server, and detach the temporary
system disk. For details, see Detaching an EVS Disk from a Running ECS.

2. Log in to the API Explorer.
Set the following parameters:
- Region: Select the target region.

- Project_id: indicates the project ID, which is automatically filled after
login. You can leave it blank.

- server._id: indicates the ID of the server to which the system disk is to be
attached.

- device: indicates the disk mount point.

®  For Xen ECSs, device is mandatory. Set device to /dev/sda.

®  For KVM ECSs, set device to dev/vda.

- volumeld: indicates the ID of the disk to be attached. The value is in
UUID format.

Figure 14-1 Attaching disks
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14.3 How Do | Resize Partitions and Disks When |
Migrate a Windows Source Server?

Scenarios
You need to manually resize partitions and disks if:
e The system disk of a source server is larger than 1 TB.
e A file system on the source server is not supported by SMS.
e There are partitions that do not need to be migrated or there are other
resizing requirements.
Scenario 1

The source system disk is 1.1 TB, with 100 GB allocated for the system and boot
partitions and 1,024 GB for drive D. You can prepare a 100-GB disk and a 1,024-
GB disk on the target server for receiving data from the source system disk.

The procedure is as follows:

1. Go to the Agent configuration directory on the source server.
- Windows Agent (Python 3)
C:\SMS-Agent-Py3\config
- Windows Agent (Python 2)
C:\SMS-Agent-Py2\config
2.  Modify the disk.cfg file as follows and save it.

[vol_mount_modify]

i mMmmQg
LI T
Bw !

(1] NOTE

e D =2 indicates that data in drive D will be migrated to the second disk on the
target server.

e If there are multiple partitions on the source server, and you want to migrate them
to different disks on the target server, modify the disk.cfg file in the same way,
such as D=2, E=3, F=4.

3. Go to the SMS console, and delete the migration task for this source server.

Restart the Agent installed on the source server. Go back to the SMS console
to check that the disk information has been changed in the source server
details.

/A\ CAUTION

This method cannot be used to locate the system and boot partitions to different
disks because they can only be migrated to the first disk on the target server.
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Scenario 2
Drive D on the source server use the FAT32 file system, but the file system is not
supported by SMS. You can exclude this partition from migration using the
configuration file.
The procedure is as follows:
1. Go to the Agent configuration directory on the source server.
- Windows Agent (Python 3)
C:\SMS-Agent-Py3\config
- Windows Agent (Python 2)
C:\SMS-Agent-Py2\config
2.  Modify the disk.cfg file as follows and save it.
[vol_mount_modify]
D=-1
(11 NOTE
D = -1 indicates that drive D will not be migrated.
3. Go to the SMS console, and delete the migration task for this source server.
Restart the Agent. Go back to the SMS console to check that the disk D's
information has disappeared from the source server details.
Scenario 3

The source server has one system disk (the first disk) and two data disks (disk D
and disk E). You want to migrate the two data disks to the same disk on the
target server.

The procedure is as follows:

1.

Go to the Agent configuration directory on the source server.
- Windows Agent (Python 3)

C:\SMS-Agent-Py3\config
- Windows Agent (Python 2)

C:\SMS-Agent-Py2\config

Modify the disk.cfg file as follows and save it.
[vol_mount_modify]
E=2

(10 NOTE

E = 2 indicates that data in disk E will be migrated to the second disk on the target
server.

Go to the SMS console, and delete the migration task for this source server.

Restart the Agent. Go back to the SMS console to check whether in the source
server details, there is only one data disk which consists of partition D and
partition E.
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14.4 How Do | Shrink the Disk Partitions on a Windows
Source Server?

Symptom

When you use SMS to migrate a source server running Windows, the disks on the
target server should be at least the size recommended on the Source
Management page. Otherwise, the migration may fail. If you want to use an
existing server as the target server and the server's disks are too small, you can
shrink the source server disks to be no larger than the target server disks.

Possible Causes

For a migration to be successful, each target server disk must be at least 1 GB
larger than the paired source server disk. If they are not, you need to either scale
up the target server disk or shrink the source server disk. On a Windows server,
you can shrink disk partitions of the source server using the Windows Disk
Management tool.

Procedure

1. Choose Start, enter diskmgmt.msc in the search box.
The Disk Management tool is displayed.

2. Right-click the partition of the disk you want to shrink and choose Shrink
Volume.

The Shrink Volume dialog box is displayed.
& Disk Management =10 ] If

File  Action Wiew Help

e | T HE e e o E

Solume I Lawauk I Tvpe I File Svstem I Stakus I Capacit Free Space I % Fre
(0 Sirnple Basic MTFS Healthy (B.., 39,90 GB 15.56 GB 39 %
s (ED Simple Basic MTFS Healthy (... 39,80 GB 18.02GE  45%
w System Reserved Simple Basic MTFS Healthy §5,.. 100 MB 72 MB TE %
Cw System Reserved (D:) Simple Basic MTFS Healthy ¢A... 100 MB 72 MB T2 %

1

L=Disk O

Basic System Reserved () e
40,00 GB 100 ME MTFS 39,90 GE MTFS
Orline Healthy {System, Active, Prin |{Healthy (Boot, Open

Explore

B Unallocated [l Primary partition

Mark Partition as Active

| Change Drive Letter and Paths. .. B

Farmat, ..
Use

i —Extend Volime

o Syster | Shirink Yolurme. .. |

Fimlmbm Umliiam

3. Enter the amount you wish to shrink the partition by in the Enter the
amount of space to shrink in MB text box.
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N |
Total zize before shrink in ME: |4EI85? E
Size of available shrink space in MB: |1 0342 E
Enter the amount af space ta shiink in kMB: I1 i} :II :
Tatal size after shrink in ME: |3585?

i “rou cannot ghrink a wolume bepond the point where any unmovable files are located.
See the "defrag” event in the Application lag far detailed infarmation abaut the
operation when it has completed.

See Shrink a Basic WYolume in Disk Management help for more information. |

Shrink, I Cancel |

4. Click Shrink.
The new space available is displayed as unallocated space, as shown in Figure

14-2.
Figure 14-2 Disk partition after shrink

System Reserve {c:) .
100 ME MTFS 35.92 GE MTFS 1001 ME
Healthyw (Swskem, o Healthw {Boot, Page File, Crash Dump, Primary F Unallocated

5. Sign in to the console.

Cnlire:

Click Service List. Under Migration, choose Server Migration Service.
The SMS console is displayed.

7. In the navigation pane on the left, choose Servers.
The server list is displayed.

8. Locate the server record to be deleted, and in the Operation column, choose
More > Delete.

You can also select the server record and choose More > Delete in the upper
left corner of the server list.

9. In the displayed Delete Server dialog box, click OK.
10. Report the information about the source server to SMS again.

- If the Agent has been uninstalled from the source server, install the Agent
again. For details, see Installing the SMS-Agent on Windows.

- If the Agent has been installed on your source server, restart the Agent to
report the source server information to SMS.

Issue 03 (2025-11-06) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 154


https://support.huaweicloud.com/eu/qs-sms/sms3_02_0005.html

Server Migration Service
FAQs 14 Disk Management

14.5 How Do | Exclude a Partition from Migration in
Windows?

Procedure

Step 1 Go to the Agent configuration directory on the source server.
e  Windows Agent (Python 3)
C:\SMS-Agent-Py3\config
e Windows Agent (Python 2)
C:\SMS-Agent-Py2\config

Step 2 Modify the disk.cfg file as follows and save it.

[vol_mount_modify]
D=-1

L] NOTE
D = -1 indicates that disk D will not be migrated.

Step 3 Restart the Agent. Go back to the SMS console to check that the disk D's
information has disappeared from the source server details. If drive D is still
displayed in the source server details, delete the source server record on the SMS
console and register the source server with SMS again.

(11 NOTE

This method is only suitable for exclusion before the migration because restarting the Agent
during the migration will cause a migration failure.

--—-End

14.6 How Do | Resolve Error "Target server has fewer
disks than source server. Select another target server”
When | Configure the Target Server?

Symptom

When you clicked Next: Confirm after you select an existing ECS as the target
server, the message "Target server has fewer disks than source server. Select
another target server" was displayed.
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Possible Causes

When configuring the target server, SMS checks whether the target server has the
same number of disks as the source server. The number of disks on the target
server is less than that on the source server because some disks on the target
server may have been deleted or detached.

Solution

Step 1 On the SMS console, in the navigation pane, choose Servers.
Step 2 Locate the source server and choose More > Delete Target Configuration.

Step 3 Attach disks to the target server to ensure that the target server has at least as
many disks as the source server.

Step 4 Go back to SMS console, locate the source server in the server list, and click
Configure in the Target column. Configure a target server and perform the
migration again.

--—-End

14.7 What Are the Disk Requirements for Source and
Target Servers?
Note that:

e SMS imposes a disk limit on source servers due to ECS constraints. While an
ECS supports up to 24 disks, SMS reserves one slot for a temporary disk

during migration. This means that a source server can have a maximum of 23
disks.

e If you do not need to adjust disk and partition settings for a source server
when you migrate it, make sure that:

- The target server has at least as many disks as the source server.

- Each disk on the target server is at least as large as its corresponding disk
on the source server.

e If you need to adjust disk and partition settings for a source server when you
migrate it, make sure that:

- The target server has at least the number of disks you specify during the
adjustment.

- Each disk on the target server has at least the space you specify during
the adjustment.

For details about resizing rules, see Resizing disks and partitions.
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14.8 How Can | Migrate a Source Server with a Large
System Disk?

Windows

If the system disk of the source server is too large, and the total size of the
system and boot partitions is greater than 1 TB, SMS cannot migrate the
source server.

If the system disk of the source server is larger than 1 TB, but the total size of
the system and boot partitions is less than 1 TB, you can modify the Agent
configuration file to perform the migration successfully.

Assume that the source system disk is 1.1 TB, with 100 GB for the system and
boot partitions and 1,024 GB for drive D. You can prepare a 100-GB disk and a
1,024-GB disk on the target server for receiving data from the source system
disk.

/A\ CAUTION

The system and boot partitions on the source server can only be migrated to
the first disk on the target server.

You can view the total size of the two partitions using Disk Management in
Windows.

Procedure

a. Go to the Agent configuration directory on the source server.

=  Agent (Python 3)
C:\SMS-Agent-Py3\config

= Agent (Python 2)
C:\SMS-Agent-Py2\config
b. Modify the disk.cfg file as follows and save it.

[vol_mount_modify]
D=2
E=3

(11 NOTE

1. D =2 indicates that data in drive D will be migrated to the second disk on the
target server.

2. If there are multiple partitions on the source server, and you want to migrate
them to different disks on the target server, modify the disk.cfg file in the
same way, such as D=2, E=3, F=4.

c. Restart the Agent. You will see that the partition locations have been
changed.
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Linux

You can perform a file-level migration and resize disks and partitions. For details,
see Resizing disks and partitions. If this method does not work, contact technical
support.

14.9 How Do | Resolve Error "Some disks on the target
server are smaller than those on the source server.
Select another target server" When | Configure the
Target Server?

Symptom

When you clicked Next: Confirm after you select an existing ECS as the target
server, the message "Some disks on the target server are smaller than those on
the source server. Select another target server" was displayed.

Possible Causes
SMS has the following requirements for a target server:

e The target server must have at least as many disks as the source server.

e Every disk on the target server must be at least as large as the paired disk on
the source server.

The ECS you selected fails to meet the second requirement.

Solution

Step 1 On the ECS console, locate any target server disks that are smaller than their pairs
on the source server and expand the disk capacity.

You can expand the target server disks based on the recommended disk sizes on
the Configure Target page of the SMS console.

Creste new

If the capacity requirement can be met by adjusting the disk mounting sequence,
perform the following steps:

1. Go to the ECS console and stop the target server.
2. Detach all of the disks from the target server.

3. Attach these disks back to the target server based on the recommended disk
sequence displayed on the Configure Target page of the SMS console.

Step 2 Switch to the SMS console and select the target server you just configured.

--—-End
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14.10 Can SMS Migrate Local Disks on a Source Server?

SMS cannot migrate local disks on source servers. You are advised to replace the
local disks with EVS disks.

14.11 When | Migrate a Windows Source Server from
Alibaba Cloud, Why Do | Need to Choose a Target Disk
at Least 1 GB Larger than the Paired GPT Source Disk?

Scenario

You wanted to migrate a Windows server from Alibaba Cloud. The server had a
40-GB GPT disk, and the disk only had a single partition. When you configured the
target server, you chose a 40-GB disk as the disk pair, and the system displayed
the message "Some disks on the target server are smaller than those on the
source server. Select another target server." The size recommended for this target
server disk is 41 GB.

Possible Causes

When a disk is formatted using GPT, an MSR partition is automatically generated.
This partition is invisible to users and can only be viewed using DiskPart.

On Alibaba Cloud, an MSR partition occupies 15 MB.
On Huawei Cloud, an MSR partition occupies 128 MB.

When a GPT disk is migrated from Alibaba Cloud to Huawei Cloud, 113 MB more
space needs to be reserved for the MSR partition. In addition, EVS requires that
disk capacity be expanded in increments of 1 GB. Therefore, the paired target
server disk must be at least 1 GB larger than the source GPT disk.

Solutions
e Solution 1

Expand the capacity of the target server disk to be at least the size
recommended by the system.

e Solution 2
Shrinking the source disk partition.

14.12 Why Can't | Specify Whether to Migrate a
Physical Volume When | Resize Disk Partitions in
Linux?

e (Case 1: For a physical volume, Migrate is set to No and cannot be modified
because it is grayed out.
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If none of the logical volumes in a volume group are migrated, their physical
volumes are not migrated by default. If you want to change the settings,
select Yes for Migrate All Volume Groups and try again.

Q) Configure Volume Groups 7) Configure Disks
Migrate All Volume Group: Yes No
A Volume Group: vg () Size: - ()
Physical Volume Current Size Migrate New Size
Idevivdbl 19 GB 1023 MB GB MB
Idevivdet 9GB1023MB GB MB
Logical Volume File Syst.. Current Size Used Mount Point  Migrate New Size
Idevimapperlvg-v1 extd 29GB 1016 MB 6GB 983MB v GB MB

e (Case 2: For a logical volume, Migrate is set to Yes and cannot be modified
because it is grayed out.

If there are physical volumes that do not need to be migrated, increase the
total size of the other physical volumes or decrease the total size of logical
volumes, to ensure that the total size of physical volumes is larger than that
of logical volumes.

For details, see What Are the Rules for Resizing Volume Groups, Disks, and
Partitions?

Resize Partition

2c80me

1600 MD @ ' +]oos [=] 100 |+ ms
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Figure 14-3 Increasing the total size of the other physical volumes
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New Size

New Size

GB

100

100

MB

MB

MB

MB

MB
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Figure 14-4 Decreasing the size of a logical volume or excluding a logical
volume from migration

Volume Group:  volume-group1 (2)

Size: 4GB200MB (D

Physical Volume Current Size Migrate New Size

Idevivdg1 3GBOMB No 6B MB
Idevivdg2 2GB0MB Yes v - 2 + | 6B 0 +| mB
Idevivdgd 1GBOMB Yes v 1 +|6e8 |—| 100 |+|MmB
Idevivait 1GBOMB Yes v 1 +/68|—| 100 |+ |MmB
Logical Volume File Syst...  Current Size Used Mount Point  Migrate New Size

Idevimapper/volume--groupT-iv1 swap 100 MB 100 MB - 1 +| BB 0 + | MB

Case 3: In a Linux block-level migration, you

can choose to migrate either all

or none of the volume groups.

For a block-level migration of a Linux server using LVM, physical volumes and
logical volumes cannot be resized.

14.13 Why Can't | Specify Whether to Migrate a
Logical Volume When | Resize Disk Partitions in Linux?

e (Case 1: Logical volumes without mount points are migrated by default.

e (Case 2: For a logical volume, Migrate is set to No and cannot be modified
because it is grayed out.

To migrate this logical volume, increase the volume group size to ensure that
it is larger than the total logical volume size.

For details, see What Are the Rules for Resizing Volume Groups, Disks, and

oae
Partitions?
A Volume Group: ~ volume-group3 @ Size: 6GB 1023MB @
Physical Volume Current Size Migrate New Size
Idevivdkl 9GB 1023 MB o |- 6 + 68 |—| 1023 MB
Logical Volume File Syst...  Current Size Used [IPIRRE  To migrate this LV, increase the VG size.
Idevimapper/volume--group3-iv5 iz 3GBOMB 36MB Imntvm-xf @ GB MB
Idevimapper/volume--group3-iv6 xfs 4GBOMB 846 MB fmntfm-xf Yes v - 4 + GB 0 + | MB

Figure 14-5 Increasing the total size of physical volumes

A Volume Group:  volume-group3 @ Size: 10GBOMB @
Physical Volume Current Size Migrate New Size
Idevivdk1 9GB 1023 MB @ B 0 MB
Logical Volume File Syst...  Current Size Used Mount Point  Migrate New Size
Idevimapperfvolume-—-group3-v5 xfs 3GBOMB 36MB Imnt/lvm-xf.. No v GB MB
Idevimapperfvolume--group3-ve s 4GB OMB 846 MB Imnt/vm-xf. Yes v - 4 + | GB 0 + | MB

e (Case 3: In a Linux block-level migration, you can choose to migrate either all
or none of the volume groups.
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For a block-level migration of a Linux server using LVM, physical volumes and

logical volumes cannot be resized.

14.14 What Are the Rules for Resizing Volume Groups,

Disks, and Partitions?

Table 14-1 Rules for resizing disks and partitions in Windows

Item Minimum Size

Maximum Size

Disk e System disk, the larger

value between:

- Total partition size
after resizing

- 40 GB

e Data disk, the larger
value between:

- Total partition size
after resizing

- 10GB

e System disk: 1,024 GB
e Data disk: 32,768 GB

Disk pa

rtition

The smaller value between:
e Used space + 1 GB
e Size before resizing

Disk size after resizing - Total
size of the other partitions on
the disk

Table 14-2 Rules for resizing volumes, disks, and partitions in Linux

Scenari | Item Minimum Size Maximum Size
o
LVM Logical The smaller value Volume group (VG) size
volume (LV) between: after resizing - Size of
e Used space + 1 GB the other LVs in the VG
e Size before resizing
Physical disk The larger value between: | 32,768 GB
e 10GB
e Total size of LVs in the
VG - Total size of the
other PVs in the VG
Physical The larger value between: | Disk size after resizing -
partition e 1GB Total size of the other
. . partitions on the disk
e Total size of LVs in the
VG - Total size of the
other PVs in the VG

Issue 03 (2025-11-06)

Copyright © Huawei Cloud Computing Technologies Co., Ltd.

162



Server Migration Service

FAQs

14 Disk Management

Scenari | Item Minimum Size Maximum Size

o

Non- Disk e System disk, the larger | @ System disk: 1,024
LVM value between: GB

- Total partition size | e Data disk: 32,768 GB
after resizing

- 40 GB
e Data disk: 10 GB

Partition The smaller value Disk size after resizing -
between: Total size of the other

e Used space + 1 GB partitions on the disk

e Size before resizing

14.15 How Do | Migrate a Server with a System Disk
Larger Than 1 TB?

Background

SMS is restricted by an IMS limitation on the system disk size. When you use an
image to create an ECS, the system disk cannot be larger than 1 TB. If the system
disk of the source server to be migrated is larger than 1 TB, the migration can only
be performed when certain conditions are met and the disk is resized.

Linux File-Level Migration

Step 1

Step 2

If the source system disk is larger than 1 TB but the disk usage is low (less than |
TB of space used), you can resize the system disk and system partition of the
target server before migration.

Install the SMS-Agent on the source server. For more information, see Installing
the SMS-Agent.

Start the SMS-Agent. After the Agent is started, configure the target server.
When you configure the basic settings, select Yes for Partition Resize to resize the
disks and partitions for the target server.
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~ Migration Settings (Optional)
You can retain the default migration settings or change them as needed

Wigration Method

QBT
Linux file-level

High efficiency Excellent compatibilty

Data is migrated by file

n the target server. To synchronize incremental data to the target server, click Sync in the Operation columi

Start Target Upon Launch

Measure Network Performance

® nNo Yes

Enable Concurrency

Step 3 In the Resize Partition window, set a new size for the system disk and partition as
needed.

Step 4 Click Next: Configure Target to complete the migration configuration and start
the migration.

--—-End

Windows Migration

See How Do | Resize Partitions and Disks on a Target Server Running
Windows Before the Migration?

14.16 How Do | Manually Detach the Temporary
System Disk from My Target Server and Re-attach the
Original System Disk?

The solution described here works for ECSs. It does not work for FlexusL instances
because FlexusL does not allow you to detach or attach disks. If your target server
is a FlexusL instance, submit a service ticket to get technical support.

Symptom

After you deleted a failed or suspended migration task from the SMS console, the
target server was still using the temporary system disk whose name starts with
SMS, and its original system disk could not be re-attached.

Possible Causes

If a migration task fails or is suspended, the system will not automatically detach
the temporary system disk and re-attach the original system disk. If you want to
restore this server to its original condition, you need to perform this step manually.

Solution
Step 1 Detach the temporary system disk.
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Sign in to the ECS console.

2. In the server list, locate this server and click its name.

3. Click the Disks tab, locate disk SMS-Temp_Disk_Deleted-after-migration,
and click Detach.

< ecs TR WIn2019-4 © Feedback Star wore v | |C

Summary Disks NICs Security Groups EIPs Menitoring Tags

n. | Operalions on disks afer attachment | Operations on disks after capacily expansion

Add Disk Affach Disk can attach 22 more VBD dis 58 more SCSI disks.

SMS Temp Disk Deleted-after-migration | ystem Disk | 40 GiB View Moniloring Data Creale Snapshol Expand Capacity

v mw\nmznm Data Disk | 40 GiB View Monitoring Data Create Snapshot Expand Capacity Detach

4. Click Yes.
Step 2 Detach the original system disk.
(0 NOTE

The original system disk is attached as a data disk. You need to detach it and attach it as a
system disk.

1. Detach the original system disk from the target server by referring to step 1.

¢ ecs-odldldl-win2019-t Feadback Start More v c
mmar s NICs  SecurtyGroups  EIPs  Monitoring Tags
fer !
Attach Disk A sk i h 2 [n}
v eosSOABNN01S-L| Data Disk | 40 GIB v Monitoring Data. Create Snapshot. Expand Capacit E|

2. Switch to the EVS console. In the disk list, locate the disk you detached and
click the disk name.

Check whether the disk has changed from a Data disk to a Bootable disk. If
it has, go to the next step.
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g ecs-ﬁmwinzm 9-t

Summary Sarvers Backups Snapshots Tags

Basic Information

Name ecs dn20194 &

Regior

AZ AZ1

Disk Type High O

Capacity (GB 40

Max 10PS OPS limit: 2,120, 10PS burst limit: 5,000
Function Bootable disk

mage

Created Jun 27, 2022 10:53:19 GMT+05:00

Step 3 Re-attach the original system disk.

Re-attach the disk you detached in step 2 as a system disk to the target server. For
details, see Calling APIs.

--—-End

14.17 Why Is the Amount of Migrated Data Less Than
the Total Amount of Data to Be Migrated After the
Migration Is Complete?

Symptom

After the migration was complete, the amount of migrated data was less than the
total amount of data scanned on the source server.

Possible Causes

The Agent collects how much data to be migrated on the source server using the
df-TH command. The amount of migrated data displayed on the console is the
combined size of all the migrated files.

If these two amounts are different, the possible causes are as follows:

e Possible cause 1: Some files were deleted from the source server, but the
processes using these files still exist.
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The rm command or other software is often used to delete files. If a file is

used by a running process when the file is deleted, the file will still be
accessible to this process and will continue to occupy disk space.

a.

b.

On the source server, run df -TH to check whether the used disk space is

the same as the total amount of migrated data.

[ root@PROD-SCRM-WE7003 /1# df -TH
Filesystem Type Size Used Avail Use% Mounted on
devtmpfs devtmpfs 4.0G 0 4.06 0% /dev

tmpfs tmpfs 4.0G6 0 4.06 0% /dev/shm

tmpfs tmpfs 4.06 562k 4.0G 1% /run

tmpfs 4.06 0 4.06 0% /sys/fs/cgroup
ext4d 2126 136G 67G 68% /

tmpfs 792M 0 792M 0% /run/user/0

tmpfs
/dev/vdal
tmpfs
[ root@PROD-SCRM-WE7003 /1% i

In the root directory of the source server, run du -sh * to check the usage

of disk directories.

[root@PROD-SCRM-WE7003 /]# du -sh *
0 bin
147M boot
0 dev
39M etc
386G home
1ib
1ib64
lost+found
media
mnt
opt
: cannot access ‘proc/8184/task/8184/fd/4’:
: cannot access ‘proc/8184/task/8184/fdinfo/4': No
: cannot access ‘proc/8184/fd/4’': No such file or directory
: cannot access ‘proc/8184/fdinfo/4': No such file or directory
proc
root
run
sbin
Srv
sys
tmp
usr
var

such file or directory

In the above figures, df reports a larger data volume than du.

Run the following command on the source server:
lsof -n / |grep deleted

If information similar to the following is displayed, some files were
deleted but are still in use by some running processes.

tmp/ibSF7sXt (deleted)
Mp/IOCCVEUE (JElETeq)
tmp/ibKuAG2E (deleted)

® |f the migration task can be finished and the target server can be
launched, the data not migrated has no effects on the target server,

and this problem can be ignored.

= (Optional) On the source server, run lsof -n / |grep deleted and stop

all the processes returned.

®  (Optional) Restart the source server at a right time to stop the
processes.
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Possible cause 2: Some directories were excluded from migration.

In Linux, the Agent does not migrate files in the following directories by
default:

/proc/*

/sys/*

[lost+found/*

/var/lib/ntp/proc/*

But these directories are counted in the total volume of source data scanned
by the Agent.

In the root directory of the source server, run du -sh * to check how much
space is occupied by directories that were not migrated, such as /
proc/*, [sys/*, [lost+found/*, and /var/lib/ntp/proc/*.

If the total size of these excluded directories equals to the size of data not
migrated, the migration is successful, and this problem can be ignored.

Possible cause 3: There were data changes on the source server during
the migration.

When a migration starts, the Agent runs the df -TH command to obtain
information about directories where each partition is mounted and traverses
these directories to calculate the amount of data to be migrated.

Data that has been migrated is not affected by changes to the source data.
However, if data that has not been migrated changes, the most current
version is what migrated.

The amount of data displayed on the SMS console is collected from the
source server during the first scan. During the migration, if a large amount of
data is changed on the source server, for example, a large amount of data is
deleted before being migrated, the amount of data migrated may be less than
the total amount of data scanned for the first time.

You can run df -TH on the source and target servers for comparison.

Possible cause 4: A large number of sparse files existed on the source
server.

Sparse files are scanned but ignored during the migration. This may lead to
the amount of migrated data less than the total amount of data calculated
during the first scan.

(10 NOTE

There are many ways to generate sparse files in Linux, such as running the dd
command.

14.18 How Do | Detach the Temporary System Disk
from My Target Server and Re-attach the Original
System Disk using SMS-Agent?

Windows

Step 1 Go to the Agent installation directory on the source server.
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e Windows Agent (Python 3): C:\SMS-Agent-Py3\script

e Windows Agent (Python 2): C:\SMS-Agent-Py2\script

Step 2 Double-click the rollback.bat script in the script directory.
Step 3 Enter the AK/SK pair and other parameters as prompted.

CAWINDOWS\system32\cmd.exe - sms_agent_cmd_py3.exe rollback
ti : PytzUsageWarning: The I

e AK/SK (Access Key ID/Secret Access Key): indicates the AK/SK pair of your
target cloud account. For details about how to obtain them, see How Do |
Obtain an Access Key (AK/SK)?

e region_id: indicates the ID of the region where the target server is located, for
example, ap-southeast-3 for AP-Singapore.

e target_server._id: specifies the ID of the target server.

o system_disk_id: specifies the ID of the original system disk on the target
server.

e migration_disk_id: specifies the ID of the temporary system disk (containing
agent image) created in the migration task.

e task_id: specifies the ID of the migration task. If you do not know the
migration task ID, open the ...\config\rollback.cfg file in the Agent
installation directory and change the value of enable_check_task to false.
Then you do not need to enter the migration task ID. Then, run the
rollback.bat script again.

Step 4 Wait for the script execution to complete.

----End

Linux

Step 1 Go to the Agent installation directory .../SMS-Agent on the source server.

Step 2 Run the ./rollback.sh command to run the rollback script.

Step 3 Enter the AK/SK pair and other parameters as prompted.

.

/SMS-Agent# ./rollback.sh

«
rollback task is starting, this may take a few minutes...

start to check ak/sk info from iaas...

put AK(Access Key ID) of Public Clo X
put SK(Secret Access Key) of Public

put region_id:
put target_server_id:
put system_disk_id:

put migration_disk_id:

Please input task_id::
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e AK/SK (Access Key ID/Secret Access Key): indicates the AK/SK pair of your
target cloud account. For details about how to obtain them, see How Do |
Obtain an Access Key (AK/SK)?

e region_id: indicates the ID of the region where the target server is located, for
example, ap-southeast-3 for AP-Singapore.

e target_server_id: specifies the ID of the target server.

e system_disk_id: specifies the ID of the original system disk on the target
server.

e migration_disk_id: specifies the ID of the temporary system disk (containing
agent image) created in the migration task.

e task_id: specifies the ID of the migration task. If you do not know the
migration task ID, open the .../SMS-Agent/agent/configconfig/rollback.cfg
file in the Agent installation directory and change the value of
enable_check_task to false. Then you do not need to enter the migration
task ID. Then, run the rollback.bat script again.

Step 4 Wait for the script execution to complete.

--—-End

14.19 What Do | Do If Some Disks Are Not Attached to
the Target Server After the Migration Is Complete?

Symptom

After the migration was complete, some disks were not attached to the target
server.

Possible Causes

During the migration, SMS collects the disk attachment information from the
source server and configures disks for the target server accordingly. SMS only
migrates disks that are attached, used, and running migratable file systems to the
target server. These disks will be attached to the target server, while other disks
will not.

Solution

Manually attach the disks to the target server by referring to Attaching a Disk to
an ECS.
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1 5 Migration or Synchronization
Failures

15.1 After the Migration Is Complete, How Do |
Replicate Any New Data from the Source Server to the
Target Server?

To replicate the incremental data from a source server to a launched target server,
click Sync in the Operation column to start an incremental replication. When the
migration status changes to Continuous sync, click Launch Target. When the
migration status changes to Completed, the incremental data has been replicated
to the target server.

15.2 What Do | Do If the SMS-Agent Exits Suddenly
and Disconnects a Windows Source Server from the
SMS Console During a Migration?

Symptom
During the migration, the Windows source server was suddenly disconnected from
the SMS console. It was found that the SMS-Agent program exited the source
server.

Possible Causes

The SMS-Agent program may exit if the Customer Experience Improvement
Program on the source server is turned on.

1. Check the disconnection time in the SMS-Agent migration logs stored in

285312, replicate size:0, cpu usage: 1.4, mem usage: 17.9, progress: 0
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2. On the source server, open Event Viewer > Windows Logs > System.

i8] Event Viewer
File Action View Help
e 2m B
[2] Event Viewer (Local) Syst
¢ Custom Views P
e Wi Level
& Windows Logs
{s] Application @ Infc
fs] Security @ Infe
] Setup (1) Infe
f«] System (i) Infe
| Forwtirded Events (i) Infe
r) Applications and Services Lo f (§) Infc
-4 Subscriptions () Infc
@,‘Inf:

3. In the system logs, check the log generated at the SMS-Agent disconnection
time. The log says that the source server was automatically restarted due to a
user logout notification for the Customer Experience Improvement Program.

=

(@ Information 6/19/2022 3:59:23 AM Winlogon

(i) Information 6/19/2022 3:59:19 AM Service Control Manager
(:innformation 6/19/2022 3:59:19 AM Service Control Manager
(i) Information 6/19/2022 3:59:17 AM Service Control Manager
(i)lnformation 6/19/2022 3:58:43 AM Service Control Manager
(@) Information 6/19/2022 3:56:41 AM Service Control Manager
'i}lnformation 6/19/2022 3:48:43 AM Service Control Manager

—~

<

Event 7002, Winlogon

General Details

(L LU NGRSO R G Customer Experience Improvement Program

Solution
Turn off the Customer Experience Improvement Program.
Step 1 On the source server, open the Run window, enter gpedit.msc, and click OK.

Step 2 In the navigation tree, choose Computer Configuration > Administrative
Templates > System > Internet Communication Management > Internet
Communication settings, and locate Turn off Windows Customer Experience
Improvement Program.
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L& Local Group Policy Editor - =] s
File Action View Help
e | anm =

L/ Local Computer Policy ~
~ #% Computes Configuration
Sottviars et Turm off Windows Customer Setting
Windows Settings Experience Improvement Program .| Ty, off handwriting recognition error reporting No
~ 1 Administrative Templates Edic policy settin -~
1 Control Panel
> [ Network Requirements: | Turn off printing over HTTP Ne
Printers Atleast Windows Vists | Turn off downloading of print drivers over HTTP No
Server [ Description: | Turn off Windows Update device driver searching No
Start Menu and Taskbar This policy setting turns off the | Tumn off Event Viewer “Events.asp™ links No
~ [ system Windows Customer Experience | Tum off Help and Support Center “Did you know?” content  No
Access-Denied Assistance Iriprovemint Proomes THe' Tum off Help and Suppart Center Microsaft Knowledge Bas. Nor
3 App-v mcsiis Oistome Cpstience ] Tum off Intemet Connection Wizard if URL connection is refo. Nor
st Process Crestitn information about your hardware ] Turn off Registration if US ion is g to Micro..  No
Crodsmjeli Dofagecton configuration and how you uze 2] Turn off Windows Network Connectivity Status Indicator act... No
B mes T . Turn off Windows Eror Reporting Ne
1 Device Health Attestation Service
st P 5] Tum off access to all Windows Update features No
~jpargrlsmn name. address, or any other ] Tum off Search Companion content file updates No
P ol personslly identifisbie Turn off Intemet File Association service No
o ot There e o | T ot accss o re o o
2 Distributed COM i i bimGoman i | Turn off Intemnet download for Web publishing and online o... Ne
B Oviver Instaliation working without interruption. It is Tun off the "Order Prints” picture task Ne
Early Launch Antimahware simple and user-friendly. | Tum off the “Publish to Web" task for files snd folders Ne
Enhanced Storage Access If you enable this policy setting, all | Turm off the Windows Messenger Customer Experience Impr... No
=) FileC ted out of the 5 [25] Tumn off handwriting personalization data sharing No
1 File Share Shadaw Copy Provider Windows Customer Experience
§ Fiasridern Imprevement Program.
Foltar Rackraction Ifyou disable this pelicy setting,
Group Policy il uzers are opted into the
~ [ Intemet Communication Management Windows Customer Experience
. Internet C: icati s Program.
crer 1 ~

Step 3 Double-click Turn off Windows Customer Experience Improvement Program. In
the displayed window, select Enabled and click OK.

File Action View Help

@ =| & Tum off Windows Customer Experience Improvement Program o X

ERT 5
< & [E] Tum off Windows Customer Experience improvement Program Sy Setting
Comment: it
O Net Configured -
@© Enabled | it
O Disabled
Supported on: ‘A |east Windows Vista =
Evi
bs.i
Options: Help: =
er
e - v
[} This policy setting turns off the Windows Customer Experience
Improvement Program. The Windows Customer Experience o
ogram collects i i your hardware | Lo
configuration and how you use our software and services to brt
identify an Microsoft will net
name, address, or any other personally identifiable information. ul
There are no surveys to complete, no salesperson will call, and cc
you can continue working without interruption. It is simple and i
user-friendly.
If you enable this policy setting, all users are opted out of the il
Windows Customer Experience Improvement Program. jict
Pl
If you disable this policy setting, all users are opted into the b
Windows Customer Experience Improvement Program. 5
jali
1 you do net coni is policy setting, the admini: can
the Problem Reports and Solutions in Control
Panel to enable Windows Customer Experience Improvement
Program for all users.

Cancel

$

Step 4 Open Computer Management. Choose System Tools > Task Scheduler Library >
Microsoft > Windows > Customer Experience Improvement Program, and
disable all tasks.

& Computer Management - o x
Eile Action View Help

| nm D

& Computer Management (Local) ~ Actions.
v {l System Tools
v (@ Task Scheduler o Ready A 12:00 AM on 1/2/2004 - After triggered, repeat ev
v @ 'h:B((hrdulzrl\brlry Ready Create Basic Task...
v rosoft ® Create Task..

v [ Windows

Import Task...
1 NET Framework
Active Directory Rights } Display All Running Tas...
AppiD Enable All Tasks History

1 Application Experience

New Folder...
ApplicationData .
1 AppiDeploymentClient < >| | X Delete Foider
] Autochk View »
Bodker General Triggers Actions Conditions Settings History (disabled)
! Bluetooth All| 18 Refrest
When you create a task, you must specify the action that will occur when your task st.
K Rokscrietnichine actions, open the task property pages using the Properties command. H rep
o Certifi A Tient
J Chkdsk Action Details Selected Item =
1 Cip Start a program %SystemRoot\System3Z\wsgmeons.exe ¥ Run
CloudExperienceHost = End
_ Customer ce lm
) Experien # Dissble
 Date Integrity Scan
1 Defrag Export..
] Device Information = Properties
| Device Setup =
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A Computer Management
File Action View Help
% xnm E

;{- Computer Management (Local) A

v Bk System Tools Name Status a Triggers Acti
+ (D Task Scheduler @ Consolidator At 12:00 AM on 1/2/2004 - After triggered, repeat ever | CUS

v (3 Task Scheduler Library LusbCeip  Dissbled B

v [ Microsoft ®

v [ Windows
[ .NET Framework

[ Active Dipgctory Rights | )

S A0 ol

. Application Expenence s

| ApplicationData -

[ AppxDeploymentClient < > | X

Step 5 Choose System Tools > Task Scheduler Library > Microsoft > Windows >
Application Experience, and disable all tasks.

* Computer Management

- m} ES
File Action View Help
«o| 25 B
& ;en;p::nl;!::;gmmt o) * N Hame Status  Triggers Next Run Time | | Actions
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| Active Directory Rights Management Services @ Display All Running Tas...
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7 Brokernfrastructure e H Hep
1 CentificateServicesClient Location: i
| Chidsk Author Microsoft Corporation | Scectedbem &
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" Data Integity Scan & Disable
1 Defraa Export
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: I | . .
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. .NET Framewerk w
_| Active Directory Rights } e}
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Step 6 Delete the migration task on the SMS console, create a task for the source server
again, and start the migration task.

--—-End
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1 6 Error Codes and Solutions

16.1 SMS.0202 AK/SK Authentication Failed. Ensure
that the AK and SK Are Correct

Symptom

When you started the Agent, the error "SMS.0202 AK/SK authentication failed.
Ensure that the AK and SK are correct" was reported.

Possible Causes

Possible causes are:

Solutions

The entered AK or SK is incorrect.
The AK/SK pair has been deleted or disabled.

The programmatic access method is not enabled for the Huawei Cloud
account you used for migration.

The entered AK or SK is incorrect.

Check whether the entered AK/SK pair of the Huawei Cloud account is
correct, especially whether any spaces or characters are missed during the
copy. Enter the AK/SK pair for authentication again.

The AK/SK pair has been deleted or disabled.
Choose My Credentials > Access Keys to check whether the AK is in the list.

- If it is not, use an AK/SK pair in the list for authentication or create an
AK/SK pair.

- Ifitis, check whether it is disabled. If the AK/SK pair is disabled, enable it.

The programmatic access method is not enabled for the Huawei Cloud
account you used for migration.

a. Sign in to the console.
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b. Click the username in the upper right corner and choose Identity and
Access Management.

¢. In the navigation pane on the left, choose Users and click the username
you used for migration.

d. In the basic information area, check whether Programmatic access is
selected for Access Type.

Users

Usemame UserID

Status Enabled ¢ Access Type  Programmatic access and management console access <7

Description 74 Created Jan 24, 2024 10:05:39 GMT+08:00

External lgentity D~ ¢/ ]
dentifies an enterprise user i federated SO login

o L& . .
e. Ifitis not, click , select Programmatic access, and click Yes.

X

Change Access Type

Access Type Programmatic access Management console access

r” ‘\\
IL r‘.‘ EI ‘II

16.2 SMS.0203 Connection from Source Server to API
Gateway Timed Out

Symptom
When you started the Agent, the error "SMS.0203 Connection from source server
to APl Gateway timed out" was reported.

Possible Causes

The source server did not have Internet access, so it could not communicate with
SMS, IAM, ECS, EVS, IMS, VPC, or EPS. To solve this issue, you need to check the
source network.

Solution

Step 1 Log in to the source server.

Step 2 Run the following command on the source server:

curl -v https://iam.myhuaweicloud.com:443

Check whether the source server can access ECS, EVS, IMS, and VPC using the
commands for the region you are migrating to.
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Step 3

Command Remarks
e curl -v https://ecs.<region- Replace <region-code> with the
code>myhuaweicloud.com:443 ID of the region you are

migrating to. For details, see
Obtaining Region
Information.

e curl -v https://evs.<region-
code>myhuaweicloud.com:443

e curl -v https://ims.<region-
code>myhuaweicloud.com:443

e curl -v https://vpc.<region-

code>myhuaweicloud.com:443

If the source server runs Windows and curl is not available on it, you can also use
a browser to access the preceding domain names. If the information shown in the
following figure is displayed, the access is successful.

https://sms. i |.myhuaweidoud.com

{
“error_msgz": “Incorrect IAM authentication information:| x—auth—token not fou.mh",
“error_code”: YAPIGW. 0301°,
“request_id”: ! i

Check if the curl operation is successful. If it is, the information shown in the
following figure is returned, and the source server can access the SMS domain
name. Then restart the Agent on the source server.

T# curl -v https://sms.swwestlc? . myhuaweicloud .com: 443
smwtted . myhuaweicloud.com port 443 (#8)
= Tryin = ==
[ Conmected to sms.cn-north-4.myhuaweicloud.com (: ) port 443 (#@)
[« Initializing NSS with certpath: sql:/etc/pki-nssdb
b« Cafile: vsetcrspkirstlsscertssca-bundle.crt
CApath: none
 S5L connection using TLS_RSA_WITH_AES_Z56_CBC_SHA
> Server certificate:
o subject: CN=x=.. 1.myhuawe icloud .com,0="Huawei Software Technologies Co., Ltd.",]
o start date: Mar 15 B8:86:58 2823 GMT
e expire da pr 15 @8:86:57 2824 GHMT
e common a ) _myhuawe icloud .com
e issuer: CN=GlobalSign RSA OV SSL CA 20818,0=GlobalSign nv-sa,C=BE
> GET ~ HTTP-1.1
> User-Agent: curls?.29.8
> Host: sms.q t.myhuaweicloud .com
> Accept: ss=

>
< HTTP-1.1 481 Unauthorized
< Date: Wed, B6 Mar 2824 B8:29:57 GMT

< Content-Type: application. json

< Transfer-Encoding: chunked

< Comnection: keep-alive

< Server: api-gateway

< X-Roquest—1d: ot o ommpe: SoMrcawis .o oo

<

{'error_msg":"Incorrect 1AM authentication information: x-auth-token not found",'error_code":"APIGW.B381", "request_id":"204a??d

< Connection #8 to host sms.c 4.myhuaweicloud.com left intact

If the curl operation fails, for example, the operation times out, check the network
and firewall settings of the source server and rectify network issues if any. Then
confirm the source server can access the preceding domain names.

--—-End
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16.3 SMS.0204 Insufficient Permissions. Obtain the
Required Fine-grained Permissions

Symptom
During the migration, you received the error message "SMS.0204 Insufficient
permissions. Cause: xxx. Obtain the required fine-grained permissions."

Possible Causes
Using SMS requires that you have permissions for SMS, ECS, VPC, IMS and EVS, or
the migration will fail.

Solution

Obtain the required permissions and try again. For details, see Creating a User
and Granting Permissions.

16.4 SMS.0205 Incorrect System Time or Time Zone on
Source Server

Symptom

When you started the Agent, you received the error message "SMS.0205 Incorrect
system time or time zone on source server."

Possible Causes
Possible causes are:
e The system time of the source server is consistent with the local standard
time.
e The time zone in the source server is configured incorrectly.

Solution

Check whether the system time of the source server is consistent with the
standard time of the time zone where the source server is located. If the time zone
is incorrectly configured, change the time zone for the source server by referring to
Changing the Time Zone for an ECS. Change the system time to the local
standard time, and enter the AK/SK pair for authentication again.

/A\ CAUTION

If services on the source server depend on the system time, check whether the
time can be changed to avoid impact on services.
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16.5 SMS.0206 Only x86 Servers Can Be Migrated

Symptom

When you started the Agent, you got the error message "Only x86 servers can be
migrated.”

KK 343 0 26 28 R 24 S O R B 4 434 20 R 06 3R 20 06 3K D0 6 D 2K 0 D

SMS.0206: Only servers with X86 architecture can be migrated.

Possible Causes

SMS can only migrate x86 servers. Servers running on Arm or other architectures
are not supported.

16.6 SMS.0208 Failed to Send Your Service Statement
Confirmation to SMS

Symptom

When you tried to start the Agent, the error message " SMS.0208 Failed to send
your service statement confirmation to SMS" was reported.

Possible Causes
The source server could not access the SMS domain name. To solve this issue, you

need to check the source network.

Solution

Step 1 Log in to the source server.

Step 2 Run the following command on the source server:
curl -v https://sms.eu-west-101.myhuaweicloud.com:443

If the source server runs Windows and curl is not available on it, you can also use
a browser to access the preceding domain names. If the information shown in the
following figure is displayed, the access is successful.

G ] https://sms. i |.myhuaweidoud.com

{

“error_msgz": “Incorrect IAM authentication information:| x—auth—token not fou.mh",
“error_code”: YAPIGW. 0301°,
“request_id”: ! i
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Step 3 Check if the curl operation is successful. If it is, the information shown in the
following figure is returned, and the source server can access the SMS domain
name. Then restart the Agent on the source server.

[rootlecs-~ ~1# curl -v https://sms.swwestls? . myhuaveicloud .com: 443
¢ Aibout to connect() to sms.oressethed.myhuaweicloud.com port 443 (#8)

Trying TEOTCIIEUIII ..
Connected to sms.cn-north-4.myhuaweicloud.com (C ) port 443 (n@)
Initializing NSS with certpath: sql:/etc/pkisnssdb
Cafile: vetcrpkirstlsscertssca-bundle.crt
CApath: none
S5L commection using TLS_RSA_WITH_AES_256_CBC_SHA
Server certificate:
subject: CN=x=.. 1.myhuawe icloud .com,0="Huawei Software Technologies Co., Ltd.",]
start date: Mar 15 B8:86:58 2823 GMT
expire date: Apr 15 @8:86:57 2824 GMT
common name: x. _myhuawe icloud .com
issuer: CN=GlobalSign RSA OV SSL CA 2818,D=GlobalSign nv-sa,C=BE
> GET ~ HTTP-1.1
> User-Agent: curls?.29.8
> Host: sms.( t.myhuaweicloud .com
> Accept: /=
>
< HTTP~1.1 481 Unauthorized
< Date: Wed, 86 Mar 2824 BB:29:57 GMT
< Content-Type: application/json
< Transfer-Encoding: chunked
< Conmection: keep-alive
< Server: api-gateway
< X-Request-Td: o . oo oo . . i
<
{"error_msg":"Incorrect IAM authentication information: x-auth-token wnot found”,'error_code":"APIGW.A381","request_id":"284a77¢

* Conmection #8 to host sms.c 1.myhuaweicloud.com left intact

If the curl operation fails, for example, the operation times out, check the network
and firewall settings of the source server and rectify network issues if any. Then
confirm the source server can access the preceding domain name.

----End

16.7 SMS.0210 Failed to Create File on Target Server

Symptom

During the migration, the error message "SMS.0210 Failed to create file %s on
target server" was displayed on the SMS console.

Possible Causes

The network between the source server and the target server is abnormal.

Solution

Check whether the source server can access the target servers over port 22. If it
cannot, rectify the fault by referring to Solutions for Error SMS.3802.

16.8 SMS.0212 Agent Restarted

Symptom
During a Windows migration, the migration task was abnormal, and the error
message "SMS.0212 Agent restarted" was displayed.

Possible Causes
Possible causes include:

e The SMS-Agent program was manually restarted on the source server.
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e After the source system account was deregistered, the SMS-Agent program
exited and then was started again.

Solutions

e Solution 1

a. In the server list on the SMS console, locate the server record and choose
More > Delete Target Configuration in the Operation column.

b. Configure a target server and start the migration again.
e Solution 2

a. In the server list on the SMS console, locate the server record and choose
More > Delete in the Operation column. Then delete the server record.

b. Log in to the source server, stop the SMS-Agent program, and run it
again.

/A\ CAUTION

If the SMS-Agent exits due to account deregistration, you are advised to
use the SMS-Agent (Python 2) as a system service to perform the
migration.

®  Windows Agent (Python 3): Double-click SMS-Agent.exe in the
SMS-Agent-Py3 directory to restart the SMS-Agent.

®  Windows Agent (Python 2): Double-click restart.bat in the SMS-
Agent-Py2 directory to restart the SMS-Agent.

¢. Enter the AK/SK pair for the Huawei Cloud account that you are
migrating to and the SMS domain name.

d. After the SMS-Agent is started, go to the SMS console and configure a
target server again.

16.9 SMS.0219 Failed to Obtain Temporary Credential
from Configuration File

Symptom

The migration task was abnormal, and the error message "SMS.0219 Failed to
obtain temporary credential from configuration file" was displayed.

Possible Causes

This migration task was created by an MgC migration workflow, where the
associated MgC Agent was connected to MgC through federated authentication. In
this setup, the MgC Agent is authenticated using a temporary Huawei Cloud
access key. If the temporary access key expires, the migration task will fail.
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Solution

Go to the MgC Agent console and check whether the temporary Huawei Cloud
access key has expired. If the temporary access key has expired, re-generate a
temporary one by referring to . Then switch to the SMS console, locate the
migration task and click Start in the Operation column to continue the migration.

16.10 SMS.0303 Unable to Access Domain Name

Symptom

When you started the migration, the error message "SMS.0303 Unable to access
domain name %s" was displayed on the SMS console.

Possible Causes

For a successful migration, the source server must access all required domain
names. If any domain name fails to be connected, this error message is displayed.

The possible causes are as follows:

Solutions

The network is abnormal, for example, the connection times out or the
network is disconnected or inaccessible.

The access is blocked by the firewall.

Security alarms are generated on the source server, or the source server EIP is
unbound or frozen.

The access is blocked by the security group of the source server.

Ping another domain name.
- If the ping operation succeeds, the network is normal.

- If the ping operation fails, the network is abnormal. Check the local
network.

Check the firewall settings of the source server.
If the access is blocked, allow the access and continue the migration.

Check whether security alarms are generated on the source server, or the
source server EIP is unbound or frozen.

- If the EIP is unbound, you can bind it back or use a private network for
migration.

- If the EIP is frozen, contact ECS or EIP technical support.

Check whether the required outbound ports are allowed in the security group
of the source server.

- If there are no outbound rules for the protocols and ports shown in
Figure 16-1, add rules for them.

- If there are outbound rules for the ports but Action is set to Deny,
change the actions to Allow.
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- If there are outbound rules for allowing the ports but the destination IP
addresses are not 0.0.0.0/0, change them to 0.0.0.0/0.

Figure 16-1 Outbound rules

Priority @ Action ® T Protocol & Port @ T Tvpe Destination @

1 Allows Al IPv4 vooon @
P
®

1 Allowr ICMP - All IPvd 0.0.0.0/0

16.11 SMS.0304 SSL/TLS Authentication Failed

Symptom

When the SMS-Agent was started, any of the following messages was returned:

e Linux: SMS.0304 Network request TLS/SSL authentication failed.

e  Windows (Python 2): SMS.0304 Network request TLS/SSL authentication
failed.

e Windows (Python 3): SMS.0304 Network request TLS/SSL authentication
failed.

Possible Causes

Solution
Step 1
Step 2

Step 3

Step 4

If the TLS/SSL authentication fails when you start the SMS-Agent, the CA
certificate verification fails. A CA certificate is issued by an authoritative
organization to verify the server identity and ensure data transmission security.
After the SMS-Agent is started, it attempts to remotely access SMS over the
network and verifies the CA certificate. If the verification fails, the error message is
displayed.

Log in to the source server.
Open the g-property.cfg configuration file of the SMS-Agent. The path of the
configuration file is:
e Linux: .../SMS-Agent/agent/config/g-property.cfg
e Windows:
- Windows Agent (Python 3): C:\SMS-Agent-Py3\config\g-property.cfg
- Windows Agent (Python 2): C:\SMS-Agent-Py2\config\g-property.cfg

In the g-property.cfg configuration file, change servercheck = True to
servercheck = False.

Save the configuration file and restart the SMS-Agent.

--—-End

Issue 03 (2025-11-06) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 183



Server Migration Service

FAQs

16 Error Codes and Solutions

16.12 SMS.0410 Failed to Obtain NIC Information

Symptom

When you started the Agent on a Linux server, one of the following messages was
displayed:

Possible Causes

SMS.0410: Failed to obtain NicName information of source server.

SMS.0410: Failed to obtain NicMame information of source server.

SMS.0410: Failed to obtain IPAddress information of source server.

SMS.0410: Failed to obtain IPAddress information of source server.

If the source server has multiple NICs, the SMS-Agent may fail to obtain the
default gateway information of the source server. As a result, the correct NIC
name, MAC address, and IP address cannot be obtained.

Solutions

Solution for error "SMS.0410: Failed to obtain NicName information of source
server"

a. View the routing table.
#route -n

[root@ ]# route -n
Kernel IP routing table

Destination Gateway Flags Metric Ref Use Iface
9.0.0.0 172 .0.0. uG ] e 0 ethe
9.9.0.0 172 .0.0. uG 1ee1 e 0 ethl

The following table describes the parameters.

Parameter Description

Destination The destination IP address. The gateway
corresponding to 0.0.0.0 is the default gateway.

Gateway The gateway IP address.

Iface The network interface.

As shown in the preceding figure, if the source server has multiple default
gateways, the SMS-Agent may fail to obtain the default gateway
information. In this case, proceed with the subsequent steps.

b. Check the network configuration.

#ifconfig -a
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d.

rooti # ifconfig -a
eth®: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
inet 192.168.0.194] wnetmask 255.255.255.0 broadcast 192.168.0.255
inetb feB0::f816:3eff :fefb:5316 prefixlen 641 scopeid 0x20<link>
ether fa:16:3e:fb:53:16 | txqueuelen 1000 (Ethernet)
RX packets 675234 bytes 234215792 (£34.2 MB)
R¥X errors 0 dropped O overruns @ frame O
TX packets 230160 bytes 1216062615 (1.Z GB)
TX errors 0 dropped O overruns @ carrier 0 collisions 0

lo: flags=73<UP,LOOPBACK,RUNNING> mtu 65536
inet 127.0.0.1 netmask 255.0.0.0
inetb ::1 prefixlen 128 =copeid Ox10<host>
loop txgqueuelen 1000 (Local Loopback)
RX packets 30239 bytes 2703074 (2.7 MB)
RX errors 0 dropped 0 overruns @ frame O
TX packets 30239 bytes 2703074 (2.7 MB)
TX errors 0 dropped @ overruns 0 carrier 0 collisions 0

(11 NOTE

e The leftmost column lists NICs, such as ethx, ensx, and enp0Osx.
e inet is the IP address of a NIC.
o ether is the MAC address of a NIC.

Modify network.dev in the .../SMS-Agent/agent/config/g-property.cfg
configuration file.

You need to check which NIC of the source server is used for migration.
Then set network.dev to the name of the NIC used for migration.

Assume the NICs queried in step b include eth0, eth1, and eth2, and the
NIC used for migration is eth0. network.dev must set to be eth0.

Bssl_configll
servercheck = False

[propertyl

tines =

debug = False
file exist check =

enablesync = True
enablesnapshot = True
enablelinuxblock = False
umi = True

targetip =
heartmonitorday =
stopsync =

uefiZbios = False

[enviromentcheckl
uss depend service =

[linux.configl
linux.support.filesysten =
linux.unsupport.filesystem =
tar.exclude.dir =

tar. interval =
rsync . exc lude .dir =

rsync.interval =
network.dev =
network.gateway =

installPudAgent = true
fstab.tnp_filesysten =
fstab. ignore_mount_path =
fstab.keep_mount_path =
show_vol_progress = True
inode_used_limit =

After the configuration is complete, restart the SMS-Agent.

Solution for error "SMS.0410: Failed to obtain IPAddress information of source
server"

a.

Check whether the network.dev parameter in the .../SMS-Agent/agent/
config/g-property.cfg file has been configured.

" |fit has, go to step b.

= |f it has not, go to step 3.
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d.

Check whether the NIC specified by network.dev is the one used for
migration by referring to Solution for error 1.

" |Ifitis not, modify it and restart the Agent. If the problem persists, go
to step 3.

= |fitis, go to step 3.

Modify network.macaddr and network.ipaddr in the .../SMS-Agent/
agent/config/g-property.cfg configuration file.

Set network.macaddr and network.ipaddr to the values of inet (IP
address) and ether (MAC address) corresponding to the correct NIC
queried in step 2 in handling error 1.

network.macaddr = xx-xx-xx-xx-xx-xx (MAC address)
network.ipaddr = xxx.oocxxx.xxx (IP address)

[s=l_configl
servercheck = False

[propertyl

times =

debug = False

file exist check =

enablesync = True
enablesnapshot = True
enablelinuxblock = False
umi = True

targetip =
heartmonitorday =
stopsync =

uef iZbios = False

[environentcheck]
uss depend service =

[1inux.configl
linux.support.filesysten =
linux.unsupport.f ilesystem =
tar.exclude.dir =

tar. interval =
rsync.exclude.dir =

rsync. interval =
netuork.dev =

netuork .gateway =
network . macaddr =
network . ipaddr =
installPudAgent = true
fstab.tmp_filesystem =
fstab.ignore_mount_path =
fstab.keep_mount_path =
show_vol_progress = True
inode_used_linit =

/\ CAUTION

Both the MAC address and IP address need to be configured. The six
groups of characters in the MAC address must be separated by hyphens

().

After the configuration is complete, restart the SMS-Agent.

16.13 SMS.0412 Target Server Does Not Exist

Symptom

During the migration, the error message "SMS.0412 ECS does not exist" was
displayed on the SMS console.
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Possible Causes

Solution

Information about the target server cannot be queried during the migration. The
server may have been deleted unexpectedly.

In the server list on the SMS console, locate the server record and choose More >
Delete Target Configuration in the Operation column. Then configure a target
server again.

16.14 SMS.0515 Migration Failed. Source Disk
Information Has Changed. Delete Target Server
Configuration and Restart the Agent

Symptom

When you started the migration, you got the error message "SMS.0515 Migration
failed. Source disk information has changed. Delete target server configuration
and restart the Agent."

Possible Causes

Solution
Step 1
Step 2

Step 3

Step 4

The Agent collects information about the disks on the source server every two
hours. This error will occur if the source server disks are changed during the period
from the last collection to the start of migration. Possible disk changes include:

e Disks or partitions were attached to or detached from the source server.

e A source partition was expanded, and now the target disk space is insufficient.

e A large amount of data was written to a source partition, and now the target
partition space is insufficient.

e The file system type of the source partition was changed.

Sign in to the console.
In the navigation pane on the left, choose Servers.

Locate the row that contains the source server, and in the Operation column,
choose More > Delete.

Log in to the source server and restart the Agent. The Agent automatically reports
changed source disk information to SMS.

Configure the target server, start the full replication, and launch the target
server.

--—-End
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16.15 SMS.0609 An Older Version of Agent Is Detected.
Please Exit the Current Program, Uninstall the Old
Agent Completely, and Install the Newest One

Symptom

During the startup of the SMS-Agent on Linux, the Agent reported that the
migration pre-check failed and returned the message "SMS.0609 An older version
of Agent is detected. Please exit the current program, uninstall the old Agent
completely, and install the newest one."

Possible Causes

If an earlier version of the SMS-Agent is not uninstalled or completely uninstalled,
files cannot be completely replaced and the latest version cannot be installed
correctly.

Solution

1. Uninstall the earlier version of the SMS-Agent. For details, see How Do |
Uninstall the SMS-Agent from the Source and Target Servers After the
Migration Is Complete?

2. Install the latest version of the SMS-Agent. For details, see Installing the
SMS-Agent on Linux.

16.16 SMS.0805 Failed to Migrate Partition to Target
Server

Symptom

During the migration, the message "SMS.0805 Failed to migrate partition XXX to
target server XXX" was displayed.

Possible Causes
Possible causes are as follows:

e The network between the source server and the target server is disconnected.
e There is not enough space on the paired disk partition of the target server.

e The paired disk of the target server is detached.
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Solutions

e Check whether the fault is caused by a network disconnection. If it is, rectify
the network fault by referring to SMS.3802 Failed to Establish an SSH
Connection with the Target Server

e Check whether there is enough space on the target partition. If there is not
enough space, delete any unnecessary files from the partition on the target
server or the source server to release enough space, and try again.

e Check whether the paired target server disk is detached. If it is, attach the disk
to the target server. Then sign in to the SMS console, choose Servers in the
navigation pane on the left, locate the source server, and click Start in the
Operation column.

16.17 SMS.0806 Failed to Synchronize Partition to
Target Server

Symptom

During an incremental synchronization, the message "SMS.0806 Failed to
synchronize partition XXX to target server XXX" was displayed.

Possible Causes
The possible causes are as follows:

The network between the source server and the target server is disconnected.
2. There is not enough space on the paired disk partition of the target server.
3. The paired disk of the target server is detached.

Solutions

1. Check whether the fault is caused by a network disconnection. If it is, rectify
the network fault by referring to SMS.3802 Failed to Establish an SSH
Connection with the Target Server

2. Check whether there is enough space on the target partition. If there is not
enough space, delete any unnecessary files from the partition on the target
server or the source server to release enough space, and try again.

3. Check whether the paired target server disk is detached. If it is, attach the disk
to the target server. Then sign in to the SMS console, choose Servers in the
navigation pane on the left, locate the source server, and click Start in the
Operation column.

16.18 SMS.0807 Network Error Between Source and
Target Servers

Symptom

The migration task failed, and the message "SMS.0807 Network error between
source and target servers" was displayed on the console.
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Possible Causes

During the full replication phase, the source server establishes a connection with
the target and spawns a subprocess to transfer data. If the connection is
interrupted, the subprocess automatically attempts to reconnect. If reconnection
fails after the maximum number of retries is exceeded, this error message is
displayed. Locate and rectify the fault based on the possible causes below.

Unstable Network Connection Between the Source and Target Servers

The network connection is unstable, and the retry times exceed the upper limit. In
this case, you can configure automatic recovery and adjust the configuration
parameters (such as the maximum number of automatic recovery attempts and
the interval) based on your requirements to avoid errors caused by network
connection timeout. For details, see How Do | Configure Automatic Recovery?

After the configuration is complete, restart the migration task.

Source and Target Server Disconnected

Step 1

Step 2

The network is disconnected during data transfer. You can perform the following
operations to locate the fault:

Check whether the target server is stopped.

1. Sign in to the Huawei Cloud ECS console.
2. In the ECS list, check the status of the target server.

- If the ECS is stopped, choose More > Start in the Operation column.
Then restart the migration task.

- If the ECS is running, go to the next step.

Check whether the security group, firewall, or ACL rules of the source server are
modified during the migration.

Check whether the connection is disallowed by any security groups, firewalls, or
ACL rules on the network between the source and target servers. If it is, modify
their settings to allow the source server to access the target server. For details
about the network requirements, see How Do | Set Up a Secure Migration
Network for Using SMS? Then you can use the following method to check the
connectivity:

Use SSH or Telnet to check whether the source server can connect to the target

server. The commands are in the following format:
telnet <target-server-/P-address> <port>
ssh -p <port> <username>@ <target-server-1P-address>

For example, if the target server's IP address is 192.168.0.x and port 22 is used, run

either of the following commands:
telnet 192.168.0.x 22
ssh -p 22 root@192.168.0.x

----End
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16.19 SMS.1104 Failed to Detach Disk xx

Symptom

A migration task failed, and the error message "SMS.1104 Failed to detach disk
xxx. Failure cause: xxx" was displayed.

Possible Causes

During the migration, operations such as detaching disks, creating temporary
disks, and attaching disks are performed on the target server. Detaching a disk
from the target server may fail if:

e The target server was locked or does not support disk detachment.

Disks cannot be detached from a locked ECS, a spot ECS, a FlexusL instance
(original HECS L), or a server created from an ISO image.

e The purchase order was not completed.

A disk cannot be detached if the server or disk purchase order is not
completed.

Solutions
e The target server was locked or does not support disk detachment.

- If the target server was a spot ECS or a locked ECS, delete the current
migration task, create a migration task again, and select another cloud
server that supports disk detachment.

- If the target server was a FlexusL instance (original HECS L), delete the
current migration task, use the latest Agent, and create a migration task
again.

- If the target server was created from an ISO image, delete the current
migration task. Then, use an ISO image to create a temporary ECS, use
the temporary ECS to create a system disk image, use the system disk
image to create an ECS, generate a new ECS, and use the new ECS to
create a migration task.

e The purchase order was not completed.

If the target server was billed based on a yearly/monthly basis, check whether
the server and disk purchase orders have been completed. If they are not,
wait for the orders to complete or complete the orders and try the migration
again.

16.20 SMS.1113 Failed to Reconfigure Partition Details
on the Target Server

Symptom

The target server failed to be launched, and the message "SMS.1113 Failed to
reconfigure partition details on the target server" was displayed.
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Possible Causes

When the system attempted to obtain the command, the connection timed out
due to an unstable network, and the target server could not be launched.

Solution

Ensure that the source bandwidth is sufficient. Pause the migration task and then
restart it.

16.21 SMS.1105 Disk Creation Failed

Symptom

During the creation of a target server, the message "SMS.1105 Disk creation
failed" was displayed.

Possible Causes
e Your account is in arrears.

e The EVS quotas are exhausted. To prevent unforeseen spikes in resource
usage, there are preset quotas on the EVS disk quantity, the EVS disk capacity,
and the EVS snapshot quantity. For details about EVS quotas, see Querying
EVS Resource Quotas.

Solutions

e Make sure that your account has a sufficient balance. For details, see
Renewal Rules.

e Increase the EVS disk quotas and try again. For details, see Increasing EVS
Resource Quotas.

16.22 SMS.1106 Failed to Delete Disk XX

Symptom

After the migration was complete, | received the message "SMS.1106 Failed to
delete disk XX. Cause: periodic volume cannot be deleted!"

(11 NOTE

The migration task has been completed, and you can log in to, verify, and use the target
server. If you need to synchronize incremental data from the source server to the target
server, handle the problem using the solution below, and then perform the migration again.

Possible Causes

SMS attaches a temporary pay-per-use system disk with name starting with SMS
to the target server during the migration, and detaches and deletes the disk after
the migration is complete. If you manually change the billing mode of the disk to

Issue 03 (2025-11-06) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 192


https://support.huaweicloud.com/eu/usermanual-evs/evs_01_0070.html
https://support.huaweicloud.com/eu/usermanual-evs/evs_01_0070.html
https://support.huaweicloud.com/eu/usermanual-billing/renewals_topic_10000002.html
https://support.huaweicloud.com/eu/usermanual-evs/evs_01_0071.html
https://support.huaweicloud.com/eu/usermanual-evs/evs_01_0071.html

Server Migration Service
FAQs 16 Error Codes and Solutions

yearly/monthly during the migration, the disk cannot be automatically deleted
after the migration is complete.

Solution

Step 1 Sign in to the EVS console and locate the disk based on the disk ID displayed in
the migration failure cause.

Step 2 Contact customer service to unsubscribe from the disk.

Step 3 After the unsubscription, click Start on the migration task page to continue the
migration.

--—-End

16.23 SMS.1204 Failed to Create File on Source Server

Symptom

During the migration, the error message "SMS.1204 Failed to create file on source
server" was displayed on the SMS console.

Possible Causes

There is no space available for creating new files on the source server.

Solution

1. Check the usage of each disk partition on the source server using df -Th.

2. If the available space on each partition is less than 1 GB, clear up more disk
space or expand the capacity.

3. Delete the source server record from the SMS console. Restart the Agent
installed on the source server and perform the migration again.

16.24 SMS.1205 Failed to Load WMI

Symptom

When you started the Agent, the message "SMS.1205 Failed to load WMI" was
reported.

Figure 16-2 WMI loading failure

BN Ch\Windows\systerm32\cmd.exe - agent-start.exe SM5S-Agent

failed to load wmi. F1 go to the offici ite to view the solution.
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Possible Causes

Files related to Windows Management Instrumentation (WMI) are missing or
damaged and need to be restored. In Windows, the Agent uses the WMI module
to collect source server details, such as the CPU, memory, and disk information.

/\ CAUTION

e WMI will be stopped during the restoration. Confirm that stopping WMI will
not affect services on the source server. The restoration will also change the
files on the source server, which may involve certain risks. It is recommended
that you perform the operations on a cloned source server first.

e If the issue persists, you can create an ECS by following the instructions
provided in Creating a Windows ECS from an Image.

Restoring WMI

Step 1 Right-click This Computer in the navigation pane on the left in your file explorer
and choose Manage from the shortcut menu.

Step 2 On the Computer Management page, choose Services and Applications >
Services. Stop Windows Management Instrumentation.

Step 3 Change C:\Windows\System32\wbem\repository to C:\Windows
\System32\wbem\repository_old.

Step 4 Start Windows Management Instrumentation.
Step 5 Open the cmd window as administrator.
Step 6 Go to the C:\Windows\System32\wbem)\ directory.
cd C:\Windows\System32\wbem\
Step 7 Restore WMI.
for /f %s in ('dir /b *.mof') do mofcomp %s
for /f %s in ('dir /b en-us\*.mfl') do mofcomp en-us\%s
Step 8 Restart the Agent.
----End
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16.25 SMS.1351: Mount Point /xxx Detected on the
Source Server, Which Has No Free Space. Ensure that
There Is at Least 1 MB of Space

Symptom

On a Linux source server, the Agent failed to be started, and the message
"SMS.1351: Mount point /xxx detected on the source server, which has no free
space. Ensure that there is at least 1 MB of space" was displayed.

Possible Causes

A directory used as a mount point on the source server is full.

Solution

Step 1 Run the df -TH command on the source server to identify which directory is full.

1] 1 i 1 2 n
Edew’vdal 996G 966 0G 100% / |
0

devtmpts 3.9G 3.6 0% /dev

tmpfs 3.58G 24K 3.9G 1% /dev/shm
tmpfs 3.9G 540K 3.9G 1% /run

tmpfs 3.9G 0 3.9G 0% /sys/fs/cgroup
tmpfs 783M 0 783M 0% /run/user/0

Step 2 Redistribute the data across different directories to ensure that each directory has
at least 1 MB of free space.

Step 3 Run the df -TH command again to confirm that there is a required free space in
each directory. Then restart the SMS-Agent.

--—-End

16.26 SMS.1352: Unknown Physical Volumes Detected
on the Source Server

Symptom

On a Linux source server, the Agent failed to be started, and the message
"SMS.1352: Unknown physical volumes detected on the source server" was
displayed.

Possible Causes

A volume group on the source server is created from two physical volumes, but
one of the physical volumes is detached.
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As shown in the following figure, the # pvs command tells that an unknown
physical volume is detected. Volume group testvg is created from two physical
volumes, but one of the physical volumes is detached.

vV D D-3Ntg-7B7z-Fe9P8b not found or rejected by a filter.
PV D16w! - D-3Ntg-7B7z-Fe9PBb not found or rejected by a filter

Fmt Attr
/d 1 tvg s
[unknown] | testvg

Solution

Attach the detached physical volume back to the source server, run the # pvs
command to ensure that there are no unknown physical volumes, and then
perform the migration again.

16.27 SMS.1353: Bind Mount or Repeated Mount
Detected on /xxx of the Source Server

Symptom

On a Linux source server, the Agent failed to be started, and the message

"SMS.1353: Bind mount or repeated mount detected on /xxx of the source server"
was displayed.

Start the migratio . Please waiting...
checking migration ris
checking migration ris

Pre-migration failed. The following problems are found:

LinuxcheckBeforeStartup:
[Warnin Bind mount or repeated mount detected on /xxxx of the source server.

[The above warr y affect the migration. You can ignore them or modify the source configurations and restart the SMS-Agent. Do you wa
Int to ignore tl 1ngs and continue?(y/n)

Possible Causes

The source server may have repeated or bind mounts. In this case, data may be
migrated repeatedly or the disk space of the target server may be insufficient.

A repeated mount indicates that a disk or partition has multiple mount points. For
example, partition /dev/vda1l is mounted on both the root directory / and the /
home/mnt_test directory.

A bind mount indicates that a disk or partition is mounted on a directory while the
directory is mounted on another directory. For example, partition /dev/vda1l is
mounted on the root directory /, and the root directory / is mounted on the /root/
bind_test/bind_mount directory.

Repeated mounts and bind mounts have the following features:

e If the data in a directory changes, the changes will be synchronized to other
directories.

e Adisk or partition is identified at several locations by the mount command.
{0 NOTE

The disks and folders mentioned in this section are only examples. Replace them as
required.

e Possible cause 1: Repeated mounts
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Check method

a.

Run mount on the source server to check whether a disk or partition is
mounted on multiple directories. In the following figure, /dev/vda1 is

mounted on both the root directory / and the /fhome/mnt_test directory.

[rootl@ecs-9fdB ~1# mount
sysfs on ssys type sysfs (rw,nosuid,nodev,noexec,relatime)
proc on sproc type proc (rw,wmosuid,nodev,noexec,relatime)

devtmpfs on ~dev type devtmpfs (rw,nosuid,size=496696k,nr_inodes=124174,mode=755)
securityfs on ssys/kernel/security type securityfs (rw,nosuid,nodev,noexec,relatime)

tmpfs on sdevsshm type tmpfs C(rw,nosuid,nodev)

devpts on sdevspts type devpts (rw,wosuid,noexec,relatime,gid=5,mode=628,ptrmode=008)

tmpfs on srun type tmpfs (rw,nosuid,nodev,mode=755)
tmpfs on /sys-fs/cgroup typs tmpfs (ro,nosuid,nodev,noexec, mode=755)

cgroup on ssys/fsscgroupssystemd type cgroup (rw,.nosuid,nodev,noexec,relatime,xattr,release_agent=susr-1ibssystemd systemd -cgrou

ps-agent , name=systemd )
pstore on /sys/fs/pstore type pstore (rw,nosuid,nodev,noexec,relatime)

cgroup on ssys/fsscgroupsfreezer type cgroup (rw,.nosuid,nodev,noexec,relatime,freezer)
cgroup on ssys/fsscgroup-net_cls,net_prio type cgroup (rw,nosuid,nodev,noexec,relatime,net_prio,net_cls)

cgroup on ssys/fs/cgroupsdevices type cgroup (ruw,nosuid,nodev,noexec,relatime,devices)

cgroup on /sys/fsscgroupsmemory type cgroup (rw,nmosuid,nodev,noexec,relatime,memory)

cgroup on ssys/fsscgroupsperf event type cgroup (rw,wmosuid,wodev,noexec,relatime,perf event)
cyroup on /sys/fs/cgroupspids tupe cgroup C(rw,mosuid,nodev, noexec,relatime,pids)

cyroup on /sys/fs.cgroupsblkio type cgroup (rw,nosuid,nodev,noexec,relatime,blkio)

cgroup on ssys/fsscgroupsopu,cpuacct type cgroup (rw,mosuid,wodev,noexec,relatime,cpuacct,cpu)
cyroup on ssys/fs/cgroupsepuset type cgroup (ruw,nosuid,nodev,noexec,relatime,cpuset)

cyroup on ssys/fs/cgroupshugetlb type cgroup (rw,nosuid,nodev,noexec,relatime,hugetlh)

configfs nn _csus/kernelsconfig type configfs (rw,relatime)
rdevsvdal on ~ [type extd (ru,relatime,data=ordered)

systemd-1 on /proc/sys/Fs/binfmt_misc type autofs (rw,relatime,fd=25,pgrp=1,timcout=8,minproto=5,maxproto=5,direct, pipe_ino=1837

7)

myueue on sdev/mgueue type mgueue (rw,relatime)
hugetlbfs on dev/hugepages type hugetlbfs C(rw,relatime)
debugfs on ssysskernelsdebug tupe debugfs (rw,relatime)

tmpfs on srunsusers8 tupe tmpfs (rw,wmosuid,nodev,relatime,size=101432k,mode=788)

sdevsvdal on shomesmnt_test [type ext4 (rw,relatime,data=ordered)

The SMS-Agent uses df -TH to determine how much data is on the
source server. As shown in the following figure, df -TH only returns one
of the two mount directories. So the amount of data displayed on the
SMS console (which relies on df -TH) is less than the amount of data
actually migrated (data in /dev/vdal gets migrated twice).

[rootiFecs-9tdd ~ 1t df -Th

Tupe
devtmpfs - a
tmpfs It H

6. 8M

496M a
HG £.16G
168H i)

Used Avail

# Mounted on
486H
496M
489H
196M
366G

148H

Run the Is command to check the files in the root directory / and /home/
mnt_test. If the files are the same, it indicates that a repeated mount
exists. To learn how to fix this problem, see Solution for repeated

mounts.

e Possible cause 2: Bind mounts

Check method

a. Run mount on the source server to check whether a disk or partition is
mounted on multiple directories. In the following figure, the /dev/vda1l
disk is mounted on both the / and /root/bind_test/bind_mount

directories.

cgroup on up/memory type

cgroup on up/cpuset ty|

/dev/vdal on /root/bind_test/bind_mount type ext3 (rw,relatime,data=ordered)
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b. Run df -TH on the source server. Only one mount point is returned.
Filesystem Type Size Used Avail Use¥ Mounted on
/dev/vdail ext3 406G 7.3G 316G
devtmpfs devtmpfs 911M ) 911M
tmpfs tmpfs 920M 68K 928M
tmpfs tmpfs 920M  25M 896M
tmpfs tmpfs 920M 926M
tmpfs tmpfs 184M ) 184M
/dev/vdb1 exta ). BG 37M 9.2G
¢. In the /root directory on the source server, run the # du -h --max-
depth=1 ~ command to check how large the bind_test folder is.
Run the # du -h --max-depth=1 ~/bind_test command to check how
large the /root/bind_test/bind_mount folder is. As shown in the
command outputs, the subdirectory is larger than its parent directory.
This indicates a bind mount exists. To learn how to fix this problem, see
Solution for bind mounts.
-centos7 ~]# du -h --max-depth=1 ~
/root/rda
/root/usr
/root/code
/root/.pki
/root/rpmbuild
/root/zai
/root/locale
/root/.local
/root/.ssh_p2v_back
/root/scapy-2.4.3
/root/.ssh
/root/pip
/root/sms2.0
/root/.oracle_jre_usage
/root/bind_test
/root/test_tools
/root/SMS-Server_1.0.0.2346525
/root/linux
/root
Gius,cunuc)-centosT ~1# du -h --max-depth=1 ~/bind_test
/root/bind_test/bind_mount
/root/bind_test/SMS-Static_1.0.0.2488799
/root/bind_test/shell
/root/bind test
Solutions

Solution for repeated mounts

a.

In the .../SMS-Agent/agent/config/g-property.cfg file in directory where
the SMS-Agent is installed on the source server, add mount points to be
excluded from migration after the tar.exclude.dir and rsync.exclude.dir
parameters.

In example 1, if /home/mnt_test/* is added to the end of tar.exclude.dir
and rsync.exclude.dir, all files in the /home/mnt_test/ directory will not
be migrated and synchronized.
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wm1 = True
targetip =
heartmonitorday = 20

unsupport.
ude.dir = /
.interval
ccl

wdAgent = tru
lesystem

start_by_manual = False

b. (Optional) If you want the target server to have the same mount points
as the source server after migration is complete, perform the following
operations:

After the migration is complete, modify the mount points in the /etc/
fstab file on the target server, as shown in the figure below. Ensure that
the disk /dev/vdb on the target server is automatically mounted to
the /mnt and /home/mnt_test directories.

# setcs/fstab: static file system information.

R Sevice: (hia met beuntd wtih TN ok s Wi Sebert. vut o rove davices

# that w n if d are added a fstab(5).
#

> <mount point> <type> <optionsd <dump> <pass>
2/ ua vdal during installation
UUID=hbd -da3b-4ela-b14 9ead / ext4  errors=remount-ro 0
sdevsudb ot extd  defaul
sdev/udb  shomesmnt_test  extd faults 0 0

C. Restart the SMS-Agent.
e Solution for bind mounts

a. In the .../SMS-Agent/agent/config/g-property.cfg file in directory where
the SMS-Agent is installed on the source server, add mount points to be
excluded from migration after the tar.exclude.dir and rsync.exclude.dir
parameters.

In example 2, if /root/bind_test/bind_mount/ is added to the end of
tar.exclude.dir and rsync.exclude.dir, all files in the /root/bind_test/
bind_mount/ directory will be excluded from migration and
synchronization.

b. (Optional) If you want the target server to have the same mount points
as the source server after migration is complete, perform the following
operations:

After the migration is complete, modify the mount points in the /etc/
fstab file on the target server, as shown in the figure below. Ensure that
partition /dev/vda1 on the target server is automatically mounted to
the /root/bind_test/bind_mount directory.

/ /root/bind_test/bind_mount ext3 rw,bind 0 0
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# setc/fstab: static file system information.

L]

# Use 'blkid" to print the universally unique identifier for a

# device: this may be used with UUID= as a more rot way to name devices

en if disks are added and removed. See fstab(5).
(mount point> <type> <options> (dump> <{pass)
1/ vdal during installation

UuID= /s ext3 errors=

sroot/bind_test/bind_mount ext3 ru,bind

L NOTE
Change the mount points based on your requirements. In the command shown in
the above figure, the first item (/) is the mount directory, the second item (/root/

bind_test/bind_mount) is the mount point, and the third item (ext3) is the file
system type. Retain rw,bind 0 0.

c. Restart the SMS-Agent.

16.28 SMS.1402 SSH Client Not Installed

Symptom

When you started the Agent on a Linux source server, you received the error
"SMS.1402 SSH client not installed. Install openssh-clients package and check the
installation with ssh -V."

Possible Causes

An SSH connection must be established between the source server and the target
server. If the SSH client is not correctly installed on the source server, this message
is displayed.

Solution

Log in to the source server as user root and run the following command. If the
SSH path is not returned, reinstall the SSH client on the source server.

command -v ssh

-centos ~J]# command -v ssh

[root |3

=

fusr/bingssh

16.29 SMS.1414 The Migration Module Stopped
Abnormally and Cannot Synchronize Data

Symptom

During continuous synchronization, the message "SMS.1414 The migration module
stops abnormally and cannot synchronize data" was displayed.
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Possible Causes

Solution

The Agent or the source server has been restarted.

(11 NOTE

On the source server, there is a process that monitors disk changes and synchronizes the
incremental data from the source server to the target server. If the source server or the
Agent is restarted, this process is stopped, and the incremental synchronization cannot be
performed.

Delete the task and create a migration task for the source server again. To prevent
this issue from happening, take care to avoid restarting the source server or Agent
during migration.

16.30 SMS.1807 Failed to Connect to the Target Server.
Check Whether Its IP Address Is Reachable and
Confirm that Port 8900 Is Enabled

Symptom

The target server could not be accessed, and the following message was displayed:
SMS.1807 Failed to connect to the target server. Check whether its IP address is
reachable and confirm that port 8900 is enabled.

Possible Causes

For a Windows migration, ports 8900 must be enabled on the target server for
communicating with SMS and the source server. If communications cannot be
established, this error occurs. You can locate the fault by:

e Checking Whether the Source Server Can Connect to the Target Server

e Checking Whether Port 8900 Is Enabled in the Security Group of the
Target Server

e Checking Whether Port 8900 Is Allowed in the Network ACL of the Target
Server

e Checking Whether the Peagent on the Target Server Is Running Properly

Checking Whether the Source Server Can Connect to the Target Server

Step 1
Step 2

Log in to the source server.

Run telnet <target-server-1P-address> 8900.

e If the IP address is reachable, click Start on the SMS console to continue the
migration.

e If the Telnet connection fails, check the DNS, firewall, security group, and
local network settings of the source and target servers.

--—-End
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Checking Whether Port 8900 Is Enabled in the Security Group of the Target
Server

Step 1 Sign in to the SMS console.

Step 2 In the service list, under Compute, choose Elastic Cloud Server. In the ECS list,
click the name of the target ECS.

Step 3 On the ECS details page, click the Security Groups tab. Check whether port 8900
is opened and the source IP address is specified correctly.

If port 8900 is not open, add an inbound rule for the port. If such a rule exists but
the source IP address is not 0.0.0.0/0 or the IP address of the source server, change
it to 0.0.0.0/0.

For detailed instructions, see How Do | Configure Security Group Rules for
Target Servers?

--—-End

Checking Whether Port 8900 Is Allowed in the Network ACL of the Target
Server

Step 1 Sign in to the SMS console.
Step 2 Check whether the subnet of the target server is associated with a network ACL.

If a network ACL has been associated, and there is an inbound rule configured for
port 8900, change the action to Allow.

For details, see Modifying a Network ACL Rule.
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--—-End

Checking Whether the Peagent on the Target Server Is Running Properly

After confirming the network is normal, forcibly restart the target server. Wait for
about 3 minutes and start the migration again.

16.31 SMS.1901 Agent Could Not Read Disk
Information

Symptom

When you started the SMS-Agent on a source server running Windows, the
message "SMS.1901, Agent could not read disk information" was displayed.
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Possible Causes

e The disk manager on the source server cannot be opened.
e There is faulty hardware on the source server.

Solutions
e  Solution for problem 1
a. Restart the source server.
b. Open the Run dialog box, enter cmd, and click OK.
c. Enter diskmgmt.msc and press Enter.
i. If the Disk Management box can be opened, restart the SMS-Agent.
ii. If the Disk Management box cannot be opened, use solution 2.

16.32 SMS.1902 Failed to Start the 1/O Monitoring
Module

Symptom

When you started the Agent, you received the error message "SMS.1902 Failed to
start the 1/O monitoring module."

Solution

To fix the problem, perform the following operations:

1. Uninstall the Agent and re-install it.

a. If the Agent (Python 3) is installed, enter the AK/SK pair and SMS
domain name when prompted.

b. If the Agent (Python 2) is installed, enter the AK/SK pair and SMS
domain name when prompted, as shown in Figure 16-3. If no prompt is

displayed, double-click start.bat in the installation directory and enter
the AK and SK when prompted.

Figure 16-3 Entering the AK/SK pair and SMS domain name

[&+ Administrator: C: Windows',system32' cmd.exe - agent-start.exe SMS-Agent
Start the migration pre—check. Please waiting...

B
VS

pre—check zuccessfullyttt

please input ak of the destination public cloud:
Incorrect AK. Enter a correct AK of 28 or 40 characters.
ak of the destination public cloud:XERBCK1IPFMUUOC?XSHAOG
please input sk of the destination public cloud:
-0 JoE - 0o~

Please enter an smsdomain:_
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2. Check whether antivirus software is installed on the source server.
a. If any antivirus or security software is installed, or the firewall is enabled,
a pop-up window may be displayed indicating the 1/O monitoring driver
was blocked. Allow the system to run the I/O monitoring process.

b. If there is no pop-up warning, but the driver is blocked, you need to start
the I/O monitoring driver manually. Add C:\Windows\System32\drivers
\HwDiskMon.sys to the trusted zone of the antivirus software and
restart the Agent. If the problem persists, uninstall the antivirus software.

L] NOTE
Some antivirus software has persistent blocking functions and may block the
driver even if disabled.
3.  Modify the configuration file to disable I/O monitoring.

If you do not need to synchronize data, you can modify the configuration file
to disable 1/O monitoring.

In the Agent installation directory config, change the value of enablesync to
False in the g-property.cfg file, and then restart the Agent.

Figure 16-4 Modifying the g-property.cfg file

[ssl_config]
servercheck = False

[propercy]

times = 1000

file exiat check = C:iHipdows\system32\DRIVERS\atapi.sys, C:\Windows\syscem32\DR
enableasync = Falae

MUYy oSNNS n IS Thd TAfFET432£4084

wmi = True

targstip =

hearcmonicvorday = 7

=

stopsync =

[enviromentcheck]
vass depend service = RPCSS, EventSystem, SENS, VS5, SWERV, COMSYSRFP

[linux.config]

linux.support.filesyscem = extl, exc3, excd, vfac, xfs, reiserfs
linux.unsupport.filesystem = btrfs

tar.exclude.dir = fproc/«, fays/* [flosc+found/*, fvar/lib/nep/proc/*

tar.check.schedule.times = 4
tar.interval = 30

16.33 SMS.1904 Failed to Create a Snapshot for the
Windows Server

Symptom

During the migration, the message "SMS.1904 Failed to create a snapshot for the
Windows server" was reported.

Possible Causes

Before data is migrated from a Windows source server, the VSS module is used to
create snapshots for the source server. These snapshots will be used to ensure that
data on the source and target servers is from the same point in time after the
migration is complete. If the VSS module on the source server is faulty, the
snapshot creation will fail.

Issue 03 (2025-11-06) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 204



Server Migration Service

FAQs

16 Error Codes and Solutions

Solution

Step 1

Step 2

Go to the Agent configuration directory on the source server.
e  Windows Agent (Python 3)

C:\SMS-Agent-Py3\config.
e Windows Agent (Python 2)

C:\SMS-Agent-Py2\config

Open the g-property.cfg file and change the value of enablesnapshot to False,
as shown in Figure 16-5.

Restart the migration task. The migration task will skip snapshot creation.

Figure 16-5 Modifying the configuration parameter

[ssl_config]
servercheck = False

x
stepsync = 0
disktype = SATA

[enviromentcheck]
vss depend service = V53

zfs,btris

csystem = ext2,ext3, extd, viat, xfs,reise;
m

(11 NOTE

If you skip snapshot creation, data on the target server and the source server may be from
different points in time during migration, and services on the target server may fail to be
started. If this happens, you can stop the software on the source server when no services
are running, and then perform a data synchronization to ensure that the data on the source
and target servers is from the same point in time.

--—-End
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16.34 SMS.2802 Failed to Connect to the Target Server.
Check Whether Its IP Address Is Reachable and Port
8899 Is Enabled

Symptom

The target server could not be accessed, and the following message was displayed:
SMS.2802 Failed to connect to the target server. Check whether its IP address is
reachable and port 8899 is enabled.

Possible Causes

For a Windows migration, ports 8899 must be enabled on the target server for
communicating with SMS and the source server. If communications cannot be
established, this error occurs. You can locate the fault by:

e Checking Whether the Source Server Can Connect to the Target Server

e Checking Whether Port 8899 Is Enabled in the Security Group of the
Target Server

e Checking Whether Port 8899 Is Allowed in the Network ACL of the Target
Server

e Checking Whether the Peagent on the Target Server Is Running Properly

Checking Whether the Source Server Can Connect to the Target Server

Step 1 Log in to the source server.

Step 2 Run telnet <target-server-IP-address> 8899.

e If the IP address is reachable, click Start on the SMS console to continue the
migration.

e If the Telnet connection fails, check the DNS, firewall, security group, and
local network settings of the source and target servers.

--—-End

Checking Whether Port 8899 Is Enabled in the Security Group of the Target
Server

Step 1 Sign in to the SMS console.

Step 2 In the service list, under Compute, choose Elastic Cloud Server. In the ECS list,
click the name of the target ECS.

Step 3 On the ECS details page, click the Security Groups tab. Check whether port 8899
is opened and the source IP address is specified correctly.

If port 8899 is not open, add an inbound rule for the port. If such a rule exists but
the source IP address is not 0.0.0.0/0 or the IP address of the source server, change
it to 0.0.0.0/0.
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For detailed instructions, see How Do | Configure Security Group Rules for
Target Servers?

--—-End

Checking Whether Port 8899 Is Allowed in the Network ACL of the Target
Server

Step 1 Sign in to the console.
Step 2 Check whether the subnet of the target server is associated with a network ACL.

If a network ACL has been associated, and there is an inbound rule configured for
port 8899, change the action to Allow.

For details, see Modifying a Network ACL Rule.

--—-End

Checking Whether the Peagent on the Target Server Is Running Properly

After confirming the network is normal, forcibly restart the target server. Wait for
about 3 minutes and start the migration again.

16.35 SMS.3102 Failed to Modify the initrd File on the
Target Server

Symptom

When the migration task reached the Modify Linux configurations subtask, the
error message "SMS.3102: Failed to modify the initrd file on the target server" was
displayed on the SMS console.

Possible Causes

The SMS-Agent may fail to modify the initrd file on the target server due to any
of the following reasons:

e Cause 1: The source server uses a custom kernel. It prevents the SMS-Agent
from generating or updating the initrd or initramfs image file. As a result, the
native KVM drivers required for booting the target server cannot be injected
into the kernel.

e Cause 2: The target server is stopped or frozen.

e Cause 3: The network latency fluctuates greatly between the source server
and the target server. As a result, the SMS-Agent fails to obtain data due to
timeouts.
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Solutions
e  For possible cause 1:

Manually generate the initrd or initramfs image file that matches the kernel
on the source server. For details, see Installing Native KVM Drivers on a
KVM ECS. Note that this risky operation may affect the source server OS.

If you are worried about the impact of this method on the source server, you
are advised to use Cloud Migration Service from Huawei Cloud. It provides
professional migration solutions and dedicated tools.

e  For possible cause 2:
Access the ECS list and check the status of the target server.

- If the ECS is stopped, choose More > Start in the Operation column.
Then retry the migration task.

- If the ECS is frozen, unfreeze the ECS and retry the migration task.
e  For possible cause 3:

Use SSH or Telnet to test the network connectivity between the source and
target servers. If the connection fails, check the network and firewall settings.

The commands are in the following format:
- telnet <target-server-IP-address> <port>
- ssh -p <port> <username>@ <target-server-IP-address>

For example, if the target server's IP address is 192.168.0.x and port 22 is

used, run either of the following commands:
telnet 192.168.0.x 22
ssh -p 22 root@192.168.0.x

16.36 SMS.3205 Failed to Mount Partition XXX to
Directory XXX

Symptom

A Linux file-level migration failed, and you received message "SMS.3205 Failed to
mount partition /dev/vdc1 to directory /mnt/vdc1."

Possible Causes

Some file systems on the source server are not supported by SMS.

Solution

Check the file system types on the source server. SMS supports the following file
systems:

e Linux: Ext2, Ext3, Ext4, XFS, and VFAT are supported. Btrfs and ReiserFS are
not supported.

e  Windows: NTFS is supported. FAT32 file systems on non-boot partitions are
not supported.

For unsupported file systems such as ReiserFS, you can copy files to other file
systems, uninstall the unsupported file systems, and then perform the migration.
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If this is not possible on the source server, you can:

e Use IMS to create a system disk image for the source server from an external
image file and use the image to create a server on Huawei Cloud. For details,
see Creating a Windows System Disk Image from an External Image File
or Creating a Linux System Disk Image from an External Image File.

e Use a public or KooGallery image to create a server and deploy your
applications on the server.

e Use the Cloud Migration Service on Huawei Cloud.

16.37 SMS.3802 Failed to Establish an SSH Connection
with the Target Server

During a migration, an SSH connection must be established between the source
server and the target server. This error message is displayed when the SSH client
reports the error "SSHException", indicating that an exception occurs during SSH
connection setup. The possible causes and solutions are:

e The currently installed SMS-Agent is not the latest version.

Go to the Agents page on the SMS console, download and install the latest
SMS-Agent, and create a migration task again.

e Security software or firewalls may block the connection from the source
server to the target server.

Check the firewall settings of the source server and ensure that no
outbound traffic is blocked. If the traffic is blocked, enable the involved
ports and try again.

Check whether there is security software running on the source server. If
there is, disable the security software, stop related services if necessary,
and try again.

16.38 SMS.3803 The Connection to the Port 22 of
Target Server Failed Because an Error Occurred During
the Public Key Verification on the Target Server

During a migration, an SSH connection must be established between the source
server and the target server. This error message is displayed when the SSH client
reports error "BadHostkeyException", indicating that the public key in the
known_hosts file fails to be verified. The possible causes and solutions are:

e Security software or firewalls may block the connection from the source
server to the target server.

Check the firewall settings of the source server and ensure that no
outbound traffic is blocked. If the traffic is blocked, enable the involved
ports and try again.

Check whether there is security software running on the source server. If
there is, disable the security software, stop related services if necessary,
and try again.
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e The IP address of the target server is changed after you configure the
target server in the migration task or the full migration is complete.

The source server cannot identify the changed IP address of the target server.
As a result, the authentication fails. You can delete the current task and
create a new one, or change the IP address of the target server back to the
original one.

e Packet loss occurs when the target server obtains ECS metadata.

In certain regions, such as AF-Johannesburg and AP-Jakarta, the target server
may fail to obtain ECS metadata. In this case, you are advised to change the
target server and perform the migration again.

e The migration is executed using a private network, and there is an IP
address conflict between the source and target servers.

The source server may fail to access the IP address of the target server if there
is an IP address conflict between them. Check and modify the network
configuration, ensure that the IP addresses do not conflict, and then try the
migration again.

16.39 SMS.3804 The Connection to the Port 22 of
Target Server Failed Due to Invalid Connection
Credential

During a migration, an SSH connection must be established between the source
server and the target server. This error message is displayed when the SSH client
reports the error "AuthenticationException" indicating that the identity
authentication fails. Check whether the target server runs Windows and uses a key
for login. If it does, use another cloud server as the target server and then try
again.

NOTICE

Such Windows servers cannot be used as target servers for migration.

16.40 SMS.3805 The Connection to the Port 22 of
Target Server Timed Out

During a migration, an SSH connection must be established between the source
server and the target server. This error message is displayed when OpenSSH
reports the error "connect timeout", indicating that the SSH connection times out.
As a result, the source server cannot connect to the IP address of the target server.
The possible causes and solutions are:

e Check whether the security groups, firewalls, and ACL rules allow the
source server to access the target server with the IP address.

Check whether the connection is disallowed by any security groups, firewalls,
or ACL rules on the network between the source and target servers. If it is,
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modify their settings to allow the source server to access the target server
and retry the migration task.

Check the network connectivity between the source and target servers. If
a private network is used, check whether the source and target servers
are in the same network range.

Use SSH or Telnet to test the network connectivity between the source and
target servers. If the connection fails, check the network and firewall settings.

The commands are in the following format:
- telnet <target-server-IP-address> <port>
- ssh -p <port> <username>@ <target-server-IP-address>

By default, SMS connects to the target server using port 22. If the target
server is configured to use a custom SSH port, replace <port>in the
command with the actual port.

For example, if the target server IP address is 192.168.0.x, you can run the
following command on the source server as the root user to test connectivity

to port 22:
telnet 192.168.0.x 22
ssh -p 22 root@192.168.0.x

Check whether the target server is stopped.

a. Sign in to the console.

b. On the Elastic Cloud Server page, check the ECS (target server) status. If
the ECS is stopped, choose More > Start in the Operation column.

16.41 SMS.3806 The Connection to the Port 22 of
Target Server Was Rejected

During a migration, an SSH connection must be established between the source
server and the target server. This message is displayed when OpenSSH reports the
error "connect refused"”, which means the connection to the target server's IP
address is rejected. The possible causes and solutions are:

Check whether the security groups, firewalls, and ACL rules allow the
source server to access the target server with the IP address.

Check whether the connection is disallowed by any security groups, firewalls,
or ACL rules on the network between the source and target servers. If it is,
modify their settings to allow the source server to access the target server
and retry the migration task.

Check the network connectivity between the source and target servers. If
a private network is used, check whether the source and target servers
are in the same network range.

Use SSH or Telnet to test the network connectivity between the source and
target servers. If the connection fails, check the network and firewall settings.

The commands are in the following format:
- telnet <target-server-IP-address> <port>
- ssh -p <port> <username>@ <target-server-IP-address>
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By default, SMS connects to the target server using port 22. If the target
server is configured to use a custom SSH port, replace <port>in the
command with the actual port.

For example, if the target server IP address is 192.168.0.x, you can run the
following command on the source server as the root user to test connectivity

to port 22:
telnet 192.168.0.x 22
ssh -p 22 root@192.168.0.x

16.42 SMS.5102 Agent Startup Failed Because the
noexec Permission Is Unavailable on /tmp in Linux

Symptom

When you ran sh startup.sh to start the Agent, the following message was
reported: "SMS.5102 Agent startup failed because the noexec permission is
unavailable on /tmp in Linux."

Possible Causes

Solution

Step 1

Step 2

Step 3

Step 4

There is a block device mounted to the /tmp directory, but the exec permission
was not assigned or the noexec permission was assigned during the mounting.

Log in to the source server.

Run mount -1 | grep /tmp. If information similar to the following is displayed, the
noexec permission is assigned:

/dev/vdb1 on /tmp type ext4 (rw, noexec, relatime, data=ordered)

Remount the block device to the /tmp directory. Do not assign the noexec
permission during the mounting. Alternatively, run mount -o remount exec /tmp
to assign the exec permission.

Run mount -l | grep /tmp again. If information similar to the following is
displayed, the exec permission is assigned. Then restart the Agent.
/dev/vdb1 on /tmp type ext4 (rw, relatime, data=ordered)

--—-End

16.43 SMS.5105 Agent Startup Failed. Insufficient
Permissions to Add Files to or Delete Files from xxx

Symptom

When you started the Agent on a Linux source server, you received the error
"SMS.5105 Agent startup failed. Insufficient permissions to add files to or delete
files from xxx."
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Possible Causes

The root directory on the source server is set to be unmodifiable. Files cannot be
added to or modified in the root directory.

Log in to the source server and run the following command to check the attributes
of the root directory:

Isattr -d /root

If the root directory has the i attribute, files cannot be added to or modified in the
root directory.

rootl _/f lsattir -d sroot

————— i—t—————e-— /root

Solution

1. Run the following command to remove the unmodifiable attribute from the
root directory:
chattr -i /root

2. Run the following command to check the attribute is removed from the root

directory:
lsattr -d /root

“opp: t lzatir —-d sroot

—————————————— e—— sroot

3. Restart the SMS-Agent.

16.44 SMS.5108 Failed to Execute df -TH

Symptom

When you started the Linux Agent by running the startup.sh script, error
"SMS.5108 Failed to execute df -TH" was reported.

Possible Causes

After you run df -TH and echo $? on the source server, if the command output is
not 0, the command execution failed.

In this case, it is possible that a mounted device is offline or does not exist.

Solution

Unmount the device. Run df -TH and echo $? and check whether the output is 0.
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16.45 SMS.5112: Agent Main Program linuxmain Could
Not Run

Symptom

The Agent failed to be started on Linux, and the error message "Error. SMS.5112
Agent main program linuxmain could not run" was displayed.

Possible Causes

The source system does not support the linuxmain program.

Solution
Check whether the source server OS is supported by SMS. Learn more about .
e If the source server OS is not supported, the server cannot be migrated by
SMS.
e If the source server OS is supported, contact Huawei Cloud technical support.

16.46 SMS.5113 Check %s on Linux Timed Out

Symptom

The Agent failed to be started on Linux, and the error message "Error. SMS.5113
Check %s on Linux timed out" was displayed.

Possible Causes

The execution of some commands takes a long time in the migration feasibility
check stage. You can resolve the issue based on the specific check item.

Solution

Step 1 Go to the ...SMS-Agent/agent/linux/resources/shell directory and run the
precheck script. xxx indicates the check item for which the error is reported.
./pre_check.sh check_<xxx>

Step 2 Perform operations based on the running time and result.

e If the running time is less than 30 seconds and no error is reported, run the
Agent again.

e If the running time is longer than 30 seconds and no error is reported, edit
the pre_check.sh file and add the involved check item to the end of
exclude_items to exclude the check item. Then run the Agent again.

e If no response or error is returned for a long time, some commands for the
check item experience errors. For example, df -TH for check item
check_df result may hang if there are unresponsive external storage devices.
You need to check each command involved in the check item based on the
instructions below.
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a. Open the pre_check.sh file and search for check_xxx. xxx indicates the
check item for which the error is reported.

b. Manually run the commands involved in the check item one by one to
locate the command that causes the error.

C. Rectify the command issue and run the Agent again.

--—-End

16.47 SMS.6303 The Installed Agent Is of an Earlier
Version. Download the Latest Version

Symptom
When the Agent tried to register the source server with SMS, the error message
"SMS.6306 The installed Agent is of an earlier version. Download the latest
version" was reported.

Possible Causes
The version of the Agent installed on the source server is too early. You need to
download and install the latest Agent.

Solution

1. Uninstall the earlier version of the SMS-Agent. For details, see How Do |
Uninstall the SMS-Agent from the Source and Target Servers After the
Migration Is Complete?

2. Install the latest version of the SMS-Agent. For details, see Installing the
SMS-Agent on Linux.

16.48 SMS.6509 Incompatible File System of the Source
Server

Symptom
After the migration feasibility check was complete, you received error message
"SMS.6509 Incompatible file system of the source server."

Possible Causes

There are unsupported file systems on the source server.

Solution

Check the file system types on the source server. SMS supports the following file
systems:

e Linux: Ext2, Ext3, Ext4, XFS, and VFAT are supported. Btrfs and ReiserFS are
not supported.
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e  Windows: NTFS is supported. FAT32 file systems on non-boot partitions are
not supported.

For unsupported file systems such as ReiserFS, you can copy files to other file
systems, uninstall the unsupported file systems, and then perform the migration.

If this is not possible on the source server, you can:

e Use IMS to create a system disk image for the source server from an external
image file and use the image to create a server on Huawei Cloud. For details,
see Creating a Windows System Disk Image from an External Image File
or Creating a Linux System Disk Image from an External Image File.

e Use a public or KooGallery image to create a server and deploy your
applications on the server.

e Use the Cloud Migration Service on Huawei Cloud.

16.49 SMS.6511 The Source Server Lacks Driver Files

Symptom
After you started the Agent, the source server did not pass the migration
feasibility check, and you received error message "SMS.6511 Source server lacks
driver files" on the SMS console.

Possible Causes

After the Agent is started, it will verify the driver files on the source server. If any
necessary driver files are missing, the preceding error is reported.

The following files are necessary:

* C\Windows\system32\DRIVERS\atapi.sys

* C:\Windows\system32\DRIVERS\pciidex.sys
* C\Windows\system32\DRIVERS\intelide.sys

Solution

Check whether the preceding files are there on the source server. If any of them
are missing, use the driver repair tool to repair the files or copy the files from
another server.

16.50 SMS.6517 rsync Not Installed on the Source
Server

SMS does not provide rsync installation packages or guides. rsync is a common
tool in Linux. Most Linux distributions have rsync preinstalled. If rsync is
unavailable on the source server, you can install it according to official instructions
of each Linux distribution.
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Symptom

When you tried to start the Agent installed on a Linux source server, the "rsync
not installed on the source server" message was reported, as shown in Figure
16-6. To resolve this issue, install rsync and restart the Agent.

Figure 16-6 Error message

[rootBcen
[root@cen SMS -t tartup.sh

N T e L R S L L R

led on the er.

- ool - e e e - - -

[rootBcentos-test SMS-Agent 1

Possible Causes

Linux migration depends on rsync. If rsync is missing from the source server, the
Agent cannot start up.

Solutions

The operations depend on the source server OS.

CentOS or Red Hat Enterprise Linux

Use PUTTY or another SSH client to log in to the source server as user root.

3.

Check whether rsync is available in the yum repository.

yum search rsync

If it is, go to 3.

If it is not and the source server runs CentOS 8, update the yum
repository.

mv /etc/yum.repos.d /etc/yum.repos.d.huawei.bak
mkdir /etc/yum.repos.d

vi /etc/yum.repos.d/CentOS-Base.repo (Enter the following information,

and save the changes and exit.)

[BaseOS]

name=CentOS-$releasever - Base
baseurl=https://repo.huaweicloud.com/centos-vault/$contentdir/$releasever/BaseOS/
$basearch/os/

gpgcheck=1

enabled=1

gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-centosofficial

yum clean all
yum makecache

Install rsync.

yum install rsync
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SMS-Agent 1t yum install rsync
oaded plugins: fastestmirror
oading mirror speeds from cached hostfile
Resolving Dependencies
=> Bumiing transaction check
--> Package rsync.xBb_64 B:3.1.2-4 . el? will be installed
-> Finished Depewndency Resolutiom

Dependencies Resolued

_ i 483 kB 0B:00:80
[Running transaction check
[Running transaction test
ransaction test succeeded
[Running transaction
Installing : rsync-3.1.2-4.el?.x86_64
Verifying : rsync-3.1.2-4.e17.xB6_64

Installed:
rsync.xB6_64 B:3.1.2-4.el?

omplete?

Query rsync details.
rsync --version

If the information shown in the figure below is displayed, rsync has been
installed:

¥ rsync -—version
frsync wersion 3.1.2 protocol wersion 31
opyright (C) 1996-2815 by findrew Tridgell, Wayne Davison, and others.
eb site: http:- - rsync.samba.org-

apabilities:
64-bit files, 64-bit inums, 64-bit timestamps, 64-bit long ints,
socketpairs, hardlinks, symlinks, IPv6, batchfiles, inplace,
append, ACLs, xattrs, iconw, symtimes, prealloc

rsync comes with ABSOLUTELY MO WARRANTY. This is free software, and you
re welcome to redistribute it under certain conditions. 3See the GNU
General Public Licence for details.

Start the Agent.
./startup.sh
Read the displayed information carefully, enter y, and press Enter.

Figure 16-7 Confirmation

After being started, the migration Agent collects system configuration information and uploads the
information to SMS for migration task creation. The information to be collected includes server IP
laddress and MAC address. For details, see the Server Migration Service User Guide. Are you sure you
want to collect the information?(y/n)y

Enter the AK/SK pair for the Huawei Cloud account that you migrate to.

When the information shown in the figure below is displayed, the SMS-Agent
has been started up and will automatically start reporting source server
information to SMS.
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Use PUTTY or another SSH client to log in to the source server as user root.
2. Install rsync.
zypper install rsync
# zypper install rsync
oading repository data...
Reading installed packages...
[Rezolving package dependencies...
The following MEW package is going to be installed:
rsync
1 new package to install.
Ouerall dounload size: 363.0 KiB. After the operation, additional 713.0 KiB
ill be used.
ontinue? [yrn-s? shows all options]l (yl:
3. Entery and press Enter.
Continue? [ysn-s7 shows all options] (y): y
Retrieving package rsync-3.0.4-2.53.6.1.x86_64 (1-1), 363.0 KiB (713.0 KiB unpac
ked)
Retrieving: rsync-3.0.4-2.53.6.1.x86_64.rpm [donel
Installing: rsync-3.0.4-2.53.6.1 [donel
Additional rpm output:
insserv: warning: script ’SB@lagentwatch’ missing LSB tags
insserv: warning: script 'agentwatch’ missing LSB tags
4. Query rsync details.
rsync --version
If the information shown in the figure below is displayed, rsync has been
installed:
# rsync --version
rsync wversion 3.0.4 protocol version 30
Copyright (C) 1996-2008 by Andrew Tridgell, Wayne Dawvison, and others.
Web site: http:-ssrsync.samba.org~s
Capabilities:
64-bit files, 64-bit inums, 64-bit timestamps, 64-bit long ints,
socketpairs, hardlinks, symlinks, IPuv6, batchfiles, inplace,
append, ACLs, xattrs, iconv, symtimes, 3LP
rsync comes with ABSOLUTELY NO WARRANTY. This is free software, and you
are welcome to redistribute it under certain conditions. 3See the GNU
General Public Licence for details.
5. Start the Agent.
.[startup.sh
6. Read the displayed information carefully, enter y, and press Enter.
Figure 16-8 Confirmation
After being started, the migration Agent collects system configuration information and uploads the
information to SMS for migration task creation. The information to be collected includes server IP
laddress and MAC address. For details, see the Server Migration Service User Guide. Are you sure you
want to collect the information?(vy/n)y
7. Enter the AK/SK pair for the Huawei Cloud account that you migrate to.

When the information shown in the figure below is displayed, the SMS-Agent

has been started up and will automatically start reporting source server
information to SMS.
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Ubuntu

Use PUTTY or another SSH client to log in to the source server as user root.
Install rsync.
apt-get install rsync

rsYnc

Reading package lists.
Building dependency tree
Reading state information... Done
The following NEW packages will be installed:

rsync
0 upgraded, 1 newly installed, © to remove and 113 not upgraded.
Need to get 329 kB of archives.
After this operation, 709 kB of additional disk space will be used.
Get:1 http://nirrors.cloud.aliguncs.com-ubuntu xenial-updates-main amd64 rsync andé4 3.1.1-3ubuntul.2 [329 kBI
Fetched 329 kB in 0s (1,106 kBss)
Selecting previously unselected package rsync.
(Reading database ... 99895 files and directories currently installed.)
Preparing to unpack ... rsync_3.1.1-3ubuntul.Z_amd64.deb ...
Unpacking rsync (3.1.1-3ubuntul.Z2) ...
Processing triggers for systemd (229-4ubuntu2l.2) ...
Processing triggers for ureadahead (0.100.0-19) ...
Processing triggers for man-db (2.7.5-1) ...
Setting up rsync (3.1.1-3ubuntul.2) ...
insserv: can not symlink(..-init.dsaegis, ../rc2.d-30Zaegis): File exists
insseru: can not symlink(..-init.draegis src3.ds802Zaeyis): File exists
insserv: can not symlin init.d-aeqi srcd.d-302aeqgis): File exists
insserv: can not symlink(..-sinit.d-aegis, .. rchH.d-50Z2aegis): File exists

Query rsync details.
rsync --version

If the information shown in the figure below is displayed, rsync has been
installed:

# rsync ——version
rsync version 3.1.1 protocol version 31
Copyright (C) 1996-2014 by Andrew Tridgell, Wayne Davison, and others.
Web site: http:- r rsync.samba.org”
Capabilities:
64-bit files, 64-bit inums, 64-bit timestamps, 64-bit long ints,
socketpairs, hardlinks, symlinks, IPub, batchfiles, inplace,
append, ACLs, xattrs, iconv, symtimes, prealloc

rsync comes with ABSOLUTELY HO WARRANTY. This is free software, and you
are welcome to redistribute it under certain conditions. 3ee the GNU
General Public Licence for details.

Start the Agent.
./startup.sh
Read the displayed information carefully, enter y, and press Enter.

elng started, the migration Agent collects system configuration information and uploads the

r S for migration sk creation. The tion to be collected ir les ser IP

laddress and MAC address. For details, see the Server Migration Service User Guide. Are you sure you
want to collect the information?(y/n)y

Enter the AK/SK pair for the Huawei Cloud account that you migrate to.

When the information shown in the figure below is displayed, the SMS-Agent
has been started up and will automatically start reporting source server
information to SMS.

Issue 03 (2025-11-06)

Copyright © Huawei Cloud Computing Technologies Co., Ltd. 220



Server Migration Service
FAQs 16 Error Codes and Solutions

16.51 SMS.6526 Insufficient Quota

Symptom

The error SMS.6526 was reported during the startup or running of the SMS-Agent.
The error message might be:

e SMS.6526 Insufficient quota.

e SMS.6526 Insufficient quota. Your account is suspended and resources cannot
be used.

e SMS.6526 Insufficient quota. Your account is restricted and resources cannot
be used.

Possible Causes

Throughout the operations of the SMS-Agent, any interaction with Huawei Cloud
services (such as EPS, IAM, and ECS) may trigger the SMS.6526 error. This occurs
because Huawei Cloud performs account status validation. If your account is
suspended, in arrears, restricted, or uses up resource quotas, the involved cloud
service returns a response containing relevant details. The SMS-Agent interprets
this response and reports the SMS.6526 error accordingly.

Solution

You can rectify the fault based on the error message.

Error Handling Method
Message

Insufficient View the total and used quotas of the cloud services. If
quota. necessary, apply for a higher quota. For details, see Quotas.

Your account | What Can | Do If | Have an Outstanding Amount?
is suspended.

Your account | In What Circumstances Will Huawei Cloud Services Be
is restricted. Restricted?

16.52 SMS.6528 Complete Real-name Authentication
to Invoke SMS APIs

Symptom

When the SMS-Agent tried to register the source server with SMS, the following
error message was displayed: SMS.6528 Complete real-name authentication to
invoke SMS APIs.
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Possible Causes

Before using SMS, you need to complete real-name authentication.

Solution

Complete real-name authentication and try again.

16.53 SMS.6533 VSS Not Installed on the Source Server

Symptom

After the Agent was started on a Windows source server, the source server did not

pass the migration feasibility check, and the error message "SMS.6533 VSS not
installed on the source server" was displayed on the SMS console.

Possible Causes

The possible causes are as follows:

1.
2.

Solution

The VSS service is not installed on the source server.
The VSS service is disabled on the source server.

Open the Task Manager and check whether the VSS service is there.

If it is, go to 2.
If it is not, go to 3.

Figure 16-9 Checking whether VSS exists

1% Task Manager
File Options View

Processes Performance Users Details Services

MName PID Description

i WSearch Windows Search

o wmiApSre WMI Performance Adapter

; WinDefend 1796 Windows Defender Service

“or WdNisSve 1924 Windows Defender Network Inspecti...
G VS5 2508 Volume Shadow Copy

w: VmAgentDaemon 1724 VMTools Daemon Service
pvm-agent 3508 vm-agent

o vds Virtual Disk

S VaultSve Credential Manager

: UWWPMonitor Huawei UVP Maonitor Tools

o UVPGrade Huawei PV Driver Upgrade Tools
o UI0Detect Interactive Services Detection

o UevAgentService

“: Trustedinstaller

~; TieringEngineService
i Telescopelnstall

o sppsve 3692
o Spooler 1624
i SNMPTRAP

o SensorDataService

i 5amSs 536
“; RSoPProv

“: RBarlnrator

Fewer details | ., Open Services

User Experience Virtualization Service
Windows Modules Installer

Storage Tiers Management
Telescopelnstall

Software Protection

Print Spooler

SMNMP Trap

Sensor Data Service

Security Accounts Manager
Resultant Set of Policy Provider
Remnte Procedure Call (RPCY | arcatar

Status

Stopped
Stopped
Running
Running
Running
Running
Running
Stopped
Stopped
Stopped
Stopped
Stopped
Stopped
Stopped
Stopped
Stopped
Running
Running
Stopped
Stopped
Running
Stopped
Stonned
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Modify the configuration file to skip snapshot creation.

Open the \config\g-property.cfg file in the Agent installation directory and
change the value of enablesnapshot to False. The migration task will skip
snapshot creation.

NOTICE

Skipping snapshot creation may cause data time difference between the
target server and the source server after the migration is complete, and your
services may fail to start on the target server. To ensure data consistency, you
are advised to pause services running on the source server during off-peak
hours and then perform an incremental synchronization.

Figure 16-10 Modifying the g-property.cfg file

[s51l config]
servercheck = False

[Froperty]

times = 100

file exist check = ‘\Windows\system32\DRIVERS‘\atapi.sys, \Windows"
cenablesync = True

Enablesnapshot = False|

smsuserid = 7 i4
wmi = True

targetip =

heartmonitorday = 7

stopsync = 0

diskcype = SATA

[enviromentcheck]
vss depend serwvice = V55

[linux.config]

linux.support.filesystem = ext,ext3,extd,vfac,xfs,reiserfs, brorf
linux.unsupport.filesystem =

tar.exclude.dir = fproc/*,/sys/*, flosc+found/*, /fvar/lib/ntp/proc
tar.check.schedule.times = 4

tar.interval = 30

rasync.exclude.dir = /proc/*,/sys/*,/lost+found/*, /var/lib/ntp/pr
rsync.interval = 30

network.dev =

netwarl garsenratr =

Check VSS status. If its status is Stopped, right-click the service and choose
Open Services from the shortcut menu. Locate and right-click Volume
Shadow Copy, and choose Properties from the shortcut menu. On the
displayed Volume Shadow Copy Properties window, change the Startup
type to Manual. Click OK.
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Figure 16-11 Changing the startup mode of VSS

Violume Shadow Copy Properties (Local Computer) X
File Action View Help Genersl LogOn Recovery Dependencies
L A [ERCIEN R
Service name: VS5
£ Services (Local) 0 2
. Senices Local) Displayname:  Volume Shadow Copy
Volume Shadow C MName
oume Shadow Loy ] ) Description: Manages and implemerts Volume Shadow Copies &
G Windows Biometric Service lsed for backup and other purposes. f tis senvice
Sartthe service ' Windows Audio Endpoint Builder
16 Windows Audio Pathto executable:
N \ \
Description: G} WalletService Collindows'eystem 32 wssvc.ex
Managesand. implements Volume QVo\umeShadowtopy Statup type ‘ Mangal "
Shadow Copies used for backup and .
; - £ VMTools Daemon Service
other purposes, If this service is
stopped, shadow copies will be G vm-agent
unavailable for backup and the 0} Virtual Disk
backup may fail. If this service is {6 User rofil Senvice Service status:  Stopped
disabled, any services that explicitly ;
depend on it will fail to start, s User Manager Stat Stop Pause Resume
{0} User Bxperience Virtualization Service
G User Data Storage 47723 fYrgrurI iz:especifythe start parameters that apply when you start the service
10} User Data Access 4f7a3
0} User Access Logging Service Start parameters:
<
\Extended /(Standardf
Cancel Apply

4. Go back to the Task Manager window, locate and right-click VSS, and choose
Start from the shortcut menu.

Figure 16-12 Starting VSS

1% Task Manager - O s

File Options View

Processes Performance Users Details Services

Name PID Description Status Group " 2
% Wiearch Windows Search Stopped
o wmidpSsre WM Performance Adapter Stopped
S WinDefend 1796 Windows Defender Service Running
G WNisSve 1924 Windows Defender Metwork Inspecti..  Running
G WSS Volume Shadow Copy Stopped
f VmAgentDaemon 1784 VMTools Daemen Service
fvm-agent 3508 wm-agent Stop

Givds Virtual Disk Restart

G VaultSve 536 Credential Manager

“ UVPMonitor Huawei UVP Monitor Tools Open Services
o UVPGrade Huawei PV Driver Upgrade Too Search online
G UlDDetect Interactive Services Detection Go to details
fi UevAgentService User Experience Virtualization Service swoppeu
% TrustedInstaller 1443 Windows Modules Installer Running
% TieringEngineService Storage Tiers Management Stopped
% Telescopelnstall Telescopelnstall Stopped
C sppsve Software Protection Stopped
f Spooler 1624 Print Spooler Running
S SNMPTRAP SNMP Trap Stopped
L SensorDataService Sensor Data Service Stopped -]

Fewer details = % Open Services

5. Sign in to the SMS console, locate the server record, and in the Operation
column, choose More > Delete.

After the deletion is complete, restart the Agent.
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16.54 SMS.6537 SMS Cannot Migrate System Disks
Larger Than 1 TB

Symptom
After the Agent was started, the following error message was displayed on the
SMS console: SMS.6537 SMS cannot migrate system disks greater than 1 TB.
Possible Causes
SMS is restricted by an IMS limitation on the system disk size. When you use an
image to create an ECS, the system disk cannot be larger than 1 TB.
Solution

Resize the system disk by referring to How Do | Migrate a Server with a System
Disk Larger Than 1 TB? Then, perform the migration.

16.55 SMS.6564 Component i386-pc Not Found on
Source Server. For Solution, See SMS API Reference

Symptom

When you started the Agent installed on a Linux source server, you received error
message "SMS.6564: Component i386-pc not found on source server. For solution,
see SMS API Reference."

Possible Causes

Huawei Cloud requires that component i386-pc be available on servers booted in

BIOS mode for installing GRUB. The error message indicates that the source server
is started in BIOS mode but does not have GRUB component i386-pc. In this case,
during the target server configuration by the Agent, GRUB will fail to be installed.

As a result, this error is reported during the configuration.

(11 NOTE

The i386-pc component is located in the /usr/lib/grub/ directory.

Solution

Step 1 Check whether the source server is booted to BIOS.
#[ -d /sys/firmware/efi ] && echo UEFI || echo BIOS

e If the output is bios, the server is booted to BIOS.
e If the output is uefi, the server is booted to UEFI.

Step 2 Check whether the i386-pc folder is in the fusr/lib/grub/ directory.
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Step 3

Step 4

Step 5

#ls Jusr/lib/grub

e If the i386-pc folder is not there, go to step 3.

e If the i386-pc folder is there, check whether the i386-pc folder is empty.
#ls /usr/lib/grub/i386-pc

On the source cloud platform or Huawei Cloud, use a public image to create a
temporary server that runs the same OS as the source server.

Log in to the temporary server and transfer the i386-pc folder in the fusr/lib/
grub/ directory on the temporary server to the /fusr/lib/grub/ directory on the
source server. If there is an empty i386-pc folder on the source server, overwrite it.

You can use Secure Copy (SCP) or rsync to transfer the folder. The following
command uses SCP as an example:

#scp -r Jusr/lib/grub/i386-pc  Username@xx.xx.xx.xx./usr/lib/grub/

# scp -r susr/lib/grubsi386-pc/ root EREEREEERREEEER  /usr/ libsgrubs

/A\ CAUTION

e Replace Username with the username of the source server.
e Replace xx.xx.xx.xx with the IP address of the source server.

e Modify the security group of the source server to allow access from the
temporary server.

Log in to the source server, check that the i386-pc folder is in the /usr/lib/grub/
directory, and restart the Agent.

rootPecs—ubuntu-18:usrslibsgrubit 1s

grub—mkconf ig_lib

--—-End

16.56 SMS.6563 File initrd or initramfs of the xxxx
Version Not Found Under /boot Directory. For solution,
see SMS API Reference

Symptom

When you started the Agent installed on a Linux source server, you received error
message "SMS.6563: File initrd or initramfs of the xxxx version not found under /
boot directory. For solution, see SMS API Reference."

S SMS-Agent 1 .ostartup.sh

SMS.6563: File initrd or initramfs of the = 5% version not found under sboot directory. For
solution, see SMS API Reference.
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Possible Causes

The source server does not have the initrd or initramfs image file. Servers on
some cloud platforms use custom kernels. The servers can be started without the
initrd or initramfs image file. However, servers on Huawei Cloud cannot be
started without the initrd or initramfs image file.

(11 NOTE

The functions of Initrd and Initramfs are basically the same. They both provide the drivers
required for starting the kernel.

Different OSs use different image files. For example, Ubuntu uses Initrd and the filename
format is initrd.img-xxx, and some CentOS distributions use Initramfs and the filename
format is initramfs-xxx.img.

Solution

The following operations will generate an image file that matches the kernel file
on the source server. This may affect the OS on the source server.

(0

Configuration

Reference

CentOS and
EulerOS

The following uses CentOS 7.0
as an example:

1. In the /etc/dracut.conf file,
add VirtlO drivers to
add_drivers, including
virtio_blk, virtio_scsi,
virtio_net, virtio_pci,
virtio_ring, and virtio.
Separate driver names with
spaces.

2. Save and exit the /etc/
dracut.conf file and run the
dracut -f command to
generate initrd again.

CentOS and EulerOS

Ubuntu and
Debian

1. In the /etc/initramfs-tools/
modules file, add VirtlO
drivers, including virtio_blk,
virtio_scsi, virtio_net,
virtio_pci, virtio_ring, and
virtio. Separate driver names
with spaces.

2. Save and exit the /etc/
initramfs-tools/modules
file and run the update-
initramfs -u command to
generate initrd again.

Ubuntu and Debian
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(01

Configuration

Reference

SUSE and
openSUSE

If the OS version is earlier than
SUSE 12 SP1 or openSUSE 13:

1. In the /etc/sysconfig/kernel
file, add VirtlO drivers to
INITRD_MODULES="".
VirtlO drivers include
virtio_blk, virtio_scsi,
virtio_net, virtio_pci,
virtio_ring, and virtio.
Separate driver names with
spaces.

2. Run the mkinitrd command
to generate initrd again.

SUSE and openSUSE
(Earlier than SUSE 12
SP1 or openSUSE 13)

If the OS version is SUSE 12
SP1:

1. In the /etc/dracut.conf file,
add VirtlO drivers to
add_drivers, including
virtio_blk, virtio_scsi,
virtio_net, virtio_pci,
virtio_ring, and virtio.
Separate driver names with
spaces.

2. Run the dracut -f command
to generate initrd again.

SUSE and openSUSE
(SUSE 12 SP1)

If the OS version is later than
SUSE 12 SP1 or openSUSE 13:

1. In the /etc/dracut.conf file,
add VirtlO drivers to
add_drivers, including
virtio_blk, virtio_scsi,
virtio_net, virtio_pci,
virtio_ring, and virtio.
Separate driver names with
spaces.

2. Save and exit the /etc/
dracut.conf file and run the
dracut -f command to
generate initrd again.

SUSE and openSUSE
(Later than SUSE 12 SP1
or openSUSE 13)
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16.57 SMS.6616 The Current OS Does Not Support
Block-level Migration/SMS.6617 The Current Kernel
Version Does Not Support Block-level Migration

Symptom

When the SMS-Agent started to register the source server with SMS, either of the
following messages was displayed:

e SMS.6616 The current OS does not support block-level migration.
e SMS.6617 The current kernel version does not support block-level migration.

Possible Causes

The OS or kernel version of the source server was not supported for SMS block-
level migration. For details, see Linux OSs and kernel versions available for
block-level migration.

Solution

e Check if the OS or version of the source server is listed in Linux OSs available
for file-level migration. If it is, use the file-level migration method.

16.58 SMS.9007 Migration Task Paused. Rate Limit Not
Applied. Rate Exceeded Limit Multiple Times

Symptom

During the migration of a Linux server, the message "SMS.9007 Migration task
paused. Rate limit not applied. Rate exceeded limit multiple times." was displayed.

Possible Causes
The configured rate limit was not applied due to the following reasons:

e There were traffic limiting rules on the NIC of the source server.

e Traffic Control (TC) was missing or abnormal on the source server.
e C(lass Based Queuing (CBQ) was missing on the source server.

e The source server did not have the route command.

Solutions

e Check whether the source server has rate limiting rules (including but not
limited to those for NICs) and evaluate whether deleting the existing rules
will affect services. To view the NIC rate limiting rule, perform the following
steps:
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Log in to the source server as the root user and run the following command
to display the configurations of all NICs:

ifconfig

Run the following command to display the traffic control rules of a specific

NIC. ethO is used in the following example.

tc qdisc show dev eth0

- If deleting existing rules affects services, go to the SMS console, delete
the migration rate limit you configured and start the migration task. For
details, see Setting a Migration Rate.

- If deleting existing rules does not affect services, run the following
command to delete the rules. ethO is used in the following example.
Then click Start on the SMS console to continue the migration.
tc qdisc del dev ethO root
e Run the following commands on the source server to check whether the

required commands and modules are available:
tc -V Check whether TC is available.

route Check whether the route command is available.
Run the Ismod | grep sch_cbq Check whether CBQ is available.

If any command or module is missing, rectify the fault and run the following

command to delete related log files. Then click Start on the SMS console to

continue the migration.
rm -f /SMS-Agent/agent/Logs/handleRecord.log
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