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DR Overview

To prevent service unavailability caused by regional faults, DRS provides disaster
recovery to ensure service continuity. You can easily implement disaster recovery
between on-premises and cloud, without the need to invest a lot in infrastructure
in advance.

The disaster recovery architectures, such as two-site three-data-center and two-
site four-data center, are supported. A primary/standby switchover can be
implemented by promoting a standby node or demoting a primary node in the
disaster recovery scenario.

Figure 1-1 Real-time DR switchover

Promote Current Cloud

External service Switching DR database on the
database over to the current cloud

DR database

Demote Current Cloud

DR database on the
current cloud

External service

Rolling back to
database

the original
database

Supported Database Types

Table 1-1 lists the database types supported by DRS.
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Table 1-1 DR schemes

Service Database

DR Database

Documentation

on an ECS

e MySQL databases
on other clouds

e On-premises RDS for MySQL °
MySQL databases
e MySQL databases °

From MySQL to MySQL
(Single-Active DR)
From MySQL to MySQL
(Dual-Active DR)

GaussDB(for MySQL) °

From MySQL to

primary/standby GaussDB(for MySQL)
e RDS for MySQL Primary/Standby (Single-
Active DR)
DDM DDM e From DDM to DDM

Single-Active DR

GaussDB(for MySQL)
primary/standby

GaussDB(for MySQL) °
primary/standby

From GaussDB(for
MySQL) Primary/Standby
to GaussDB(for MySQL)
Primary/Standby (Single-
Active DR)

From GaussDB(for
MySQL) Primary/Standby
to GaussDB(for MySQL)
Primary/Standby (Dual-
Active DR)

Principles of Real-Time Disaster Recovery

DRS uses the real-time replication technology to implement disaster recovery for
two databases. The underlying technical principles are the same as those of real-
time migration. The difference is that real-time DR supports forward
synchronization and backward synchronization. In addition, disaster recovery is
performed on the instance-level, which means that databases and tables cannot

be selected.
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DR Scenarios

2.1 From MySQL to MySQL (Single-Active DR)
Supported Source and Destination Databases

Table 2-1 Supported databases

Service databases DR Database

e On-premises MySQL databases e RDS for MySQL
e MySQL databases on an ECS

e MySQL databases on other clouds
e RDS for MySQL

Prerequisites
e You have logged in to the DRS console.
e Your account balance is greater than or equal to $0 USD.

e  For details about the supported DB types and versions, see Supported
Databases.

e If a subaccount is used to create a DRS task, ensure that an agency has been
added. To create an agency, see Agency Management.

Suggestions

/A\ CAUTION

e During the DR initialization, do not perform DDL operations on the service
database. Otherwise, the task may be abnormal.

e During DR initialization, ensure that no data is written to the DR database to
ensure data consistency before and after DR.

Issue 01 (2022-09-30) Copyright © Huawei Technologies Co., Ltd. 3
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e The success of DR depends on environment and manual operations. To ensure
a smooth DR, perform a DR trial before you start the DR task to help you
detect and resolve problems in advance.

e It is recommended that you start your DR task during off-peak hours to
minimize the impact on your services.

- If the bandwidth is not limited, initialization of DR will increase query
workload of the source database by 50 MB/s and occupy 2 to 4 vCPUs.

- To ensure data consistency, tables without a primary key may be locked
for 3s during disaster recovery.

- The data in the DR process may be locked by other transactions for a
long period of time, resulting in read timeout.

- If DRS concurrently reads data from a database, it will use about 6 to 10
sessions. The impact of the connections on services must be considered.

- If you read a table, especially a large table, during DR, the exclusive lock
on that table may be blocked.

- For more information about the impact of DRS on databases, see What
Is the Impact of DRS on Source and Destination Databases?

e Data-Level Comparison

To obtain accurate comparison results, start data comparison at a specified
time point during off-peak hours. If it is needed, select Start at a specified
time for Comparison Time. Due to slight time difference and continuous
operations on data, data inconsistency may occur, reducing the reliability and
validity of the comparison results.

Precautions

Before creating a DR task, read the following precautions:

Issue 01 (2022-09-30) Copyright © Huawei Technologies Co., Ltd. 4


https://support.huaweicloud.com/eu/drs_faq/drs_16_1145.html
https://support.huaweicloud.com/eu/drs_faq/drs_16_1145.html

Data Replication Service
Real-Time Disaster Recovery

2 DR Scenarios

Table 2-2 Precautions

Type

Constraint

Database
permissions

e The service database user must have the following
permissions:
The user root of the RDS for MySQL instance has the
following permissions by default: SELECT, CREATE, ALTER,
DROP, DELETE, INSERT, UPDATE, TRIGGER, REFERENCES,
SHOW VIEW, EVENT, INDEX, LOCK TABLES, CREATE VIEW,
CREATE ROUTINE, ALTER ROUTINE, CREATE USER, RELOAD,
REPLICATION SLAVE, REPLICATION CLIENT, and WITH GRANT
OPTION If the service database version is 8.0.14 to 8.0.18, the
SESSION_VARIABLES_ADMIN permission is required.

e The DR database user must have the following permissions:
The user root of the RDS for MySQL instance has the
following permissions by default: SELECT, CREATE, ALTER,
DROP, DELETE, INSERT, UPDATE, TRIGGER, REFERENCES,
SHOW VIEW, EVENT, INDEX, LOCK TABLES, CREATE VIEW,
CREATE ROUTINE, ALTER ROUTINE, CREATE USER, RELOAD,
REPLICATION SLAVE, REPLICATION CLIENT, and WITH GRANT
OPTION If the DR database version is 8.0.14 to 8.0.18, the
SESSION_VARIABLES_ADMIN permission is required.

Disaster
recovery
objects

e Tables with storage engine different to MyISAM and InnoDB
do not support disaster recovery.

e System tables are not supported.
e Triggers and events do not support disaster recovery.

e Accounts that have operation permissions on customized
objects in the system database cannot be used for disaster
recovery.

e Backup and disaster recovery, cross-database DDL, and
rename operations cannot be performed on some specified
service databases. Otherwise, the disaster recovery fails.

Issue 01 (2022-09-30) Copyright © Huawei Technologies Co., Ltd.
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Type

Constraint

Service
database
configuratio
n

e The binlog of the MySQL service database must be enabled
and use the row-based format.

e |f the storage space is sufficient, store the service database
binlog for as long as possible. The recommended retention
period is seven days.

e The service database username or password cannot be empty.

e server_id in the MySQL service database must be set. If the
service database version is MySQL 5.6 or earlier, the server_id
value ranges from 2 to 4294967296. If the service database is
MySQL 5.7 or later, the server_id value ranges from 1 to
4294967296.

e GTID must be enabled for the database.

e The service database name must contain 1 to 64 characters,
including only lowercase letters, digits, hyphens (-), and
underscores ().

e The table name and view name in the service database cannot
contain non-ASCll characters, or the following characters: '<>/\

e |f the expire_logs_days value of the database is set to 0, the
disaster recovery may fail.

DR
database
configuratio
n

e The DR DB instance is running properly. If the DR DB instance
is a primary/standby instance, the replication status must also
be normal.

e The DR DB instance must have sufficient storage space.

e The major version of the DR database must be the same as
that of the service database.

e Except the MySQL system database, the DR database must be
empty. After a DR task starts, the DR database is set to read-
only.

Issue 01 (2022-09-30) Copyright © Huawei Technologies Co., Ltd. 6
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Type

Constraint

Precautions

e If the DCC does not support instances with 4 vCPUs and 8 GB
memory or higher instance specifications, the DR task cannot
be created.

e (Cascade operations cannot be performed on tables with
foreign keys.

e The service database does not support point-in-time recovery
(PITR).

e Binlogs cannot be forcibly deleted. Otherwise, the DR task
fails.

e |f the network is reconnected within 30 seconds, disaster
recovery will not be affected. If the network is interrupted for
more than 30 seconds, the DR task will fail.

e Resumable upload is supported, but data may be repeatedly
inserted into a table that does not have a primary key.

e Migration or synchronization tasks cannot be created when a
DR task exists.

e The parameter modification of the service database is not
recorded in logs and is not synchronized to the DR database.
Therefore, you need to modify the parameters after the DR
database is promoted to the primary.

e |f the service database and DR database are RDS MySQL
instances, tables with TDE enabled cannot be created.

e If a high-privilege user created in an external database is not
supported by RDS MySQL, the user will not be synchronized to
the DR database, for example, the super user.

e The DR relationship involves only one primary database. If the
external database does not provide the superuser permission,
it cannot be set to read-only when it acts as a standby
database. Ensure that the data of the standby node is
synchronized only from the primary node. Any other write
operations will pollute the data in the standby database, data
conflicts may occur in the DR center and cannot be resolved.

e |f the external database is a standby and read-only database,
only the account with the superuser permission can write data
to that database. But you still need to ensure that data is
written only by this account. Otherwise, the standby database
may be polluted, and data conflicts occur in the DR center and
cannot be resolved.

e During disaster recovery, if the password of the service
database is changed, the DR task will fail. To rectify the fault,
you can correct the service database information on the DRS
console and retry the task to continue disaster recovery.
Generally, you are advised not to modify the preceding
information during disaster recovery.

e |f the service database port is changed during disaster
recovery, the DR task fails. Generally, you are advised not to
modify the service database port during disaster recovery.
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Type

Constraint

e During disaster recovery, if the service database is on an RDS
DB instance that does not belong the current cloud platform,
the IP address cannot be changed. If the service database is an
RDS instance on the current cloud and the DR task fails due to
changes on the IP address, DRS automatically changes the IP
address to the correct one. Then, you can retry the task to
continue disaster recovery. Therefore, changing the IP address
is not recommended.

e During the DR initialization, do not perform DDL operations
on the source database. Otherwise, the DR task may be
abnormal.

e Do not write data to the source database during the primary/
standby switchover. Otherwise, data pollution or table
structure inconsistency may occur, resulting in data
inconsistency between the service database and DR database.

Procedure

Step 1 On the Disaster Recovery Management page, click Create Disaster Recovery

Task.

Step 2 On the Create Disaster Recovery Instance page, select a region, specify the task
name, description, and the DR instance details, and click Next.

Figure 2-1 DR task information

Region

Task Name

Description

° v

DRS-T11T

@

Table 2-3 Task and recipient description

Parameter

Description

Region

The region where your service is running. You can change
the region.

Task Name

The task name consists of 4 to 50 characters, starts with a
letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores (_).

Description

The description consists of a maximum of 256 characters
and cannot contain special characters !=<>'&"\

Issue 01 (2022-09-30)

Copyright © Huawei Technologies Co., Ltd.




Data Replication Service
Real-Time Disaster Recovery 2 DR Scenarios

Figure 2-2 DR instance information

Disaster Recovery Instance Information

DR Type Dual-active @

Disaster Recovery Relationship Current cloud a5 active
Service DB Engine Cassandra

DR DB Engine GaussDB(for MySQL)

Netwaork Type Public network | ®
| acknowledge that an EIP will be automatically bound to the disaster recovery instance and released after the task is completed
DR DB Instance —_— | C DB Instanc Unselectable DB Instance
Disaster Recovery Instance Subnet K3 @ v
Destination Database Access Read-only

Table 2-4 DR instance settings

Parameter Description

DR Type Select Single-active.

The DR type can be single-active or dual-active. If Dual-
active is selected, two subtasks are created by default, a
forward DR task and a backward DR task.

NOTE
Only whitelisted users can use dual-active DR. To use this function,
submit a service ticket. In the upper right corner of the
management console, choose Service Tickets > Create Service
Ticket to submit a service ticket.

Disaster Select Current cloud as standby. This parameter is
Recovery available only when you select Single-active.

Relationship By default, Current cloud as standby is selected. You can

also select Current cloud as active.

e Current cloud as standby: The DR database is on the
current cloud.

e Current cloud as active: The service database is on the
current cloud.

Service DB Select MySQL.
Engine

DR DB Engine Select MySQL.

Network Type The public network is used as an example.

Available options: VPN or Direct Connect and Public
network. By default, the value is Public network.

Issue 01 (2022-09-30) Copyright © Huawei Technologies Co., Ltd. 9
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Parameter

Description

DR DB Instance

The RDS instance you created.

Disaster
Recovery
Instance Subnet

Select the subnet where the disaster recovery instance is
located. You can also click View Subnet to go to the
network console to view the subnet where the instance
resides.

By default, the DRS instance and the destination DB
instance are in the same subnet. You need to select the
subnet where the DRS instance resides and ensure that
there are available IP addresses. To ensure that the disaster
recovery instance is successfully created, only subnets with
DHCP enabled are displayed.

Destination
Database Access

Select Read-only. This parameter is available only when you
select Single-active.

During single-active disaster recovery, the DR database
becomes read-only. To change the DR database to Read/
Write, you can change the DR database (or destination
database) to a service database by clicking Promote
Current Cloud on the Disaster Recovery Monitoring tab.
After the DR task is complete or deleted, you can query and
read data to the DR database.

When the external database functions as the DR database,
the user with the superuser permission can set the database
to read-only.

If a DRS instance node is rebuilt due to a fault, to ensure
data consistency during the DRS task restoration, the
current cloud standby database is set to read-only before
the task is restored. After the task is restored, the
synchronization relationship recovers.

Enterprise Project

e If the DB instance has been associated with an enterprise
project, select the target project from the Enterprise
Project drop-down list.

e You can also go to the ProjectMan console to create a
project. For details about how to create a project, see
ProjectMan User Guide.

Tags

e This setting is optional. Adding tags helps you better
identify and manage your tasks. Each task can have up to
10 tags.

e After a task is created, you can view its tag details on the
Tags tab. For details, see Tag Management.

Step 3 On the Configure Source and Destination Databases page, wait until the DR
instance is created. Then, specify source and destination database information and
click Test Connection for both the source and destination databases to check
whether they have been connected to the DR instance. After the connection tests
are successful, select the check box before the agreement and click Next.
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e Select Current cloud as standby for Disaster Recovery Relationship in Step
2.

Figure 2-3 Service database information

Source Database

Source Database Type RS DB instance

P Address or Domain Name

Database Usemame

Database Password Q

SSL Connection ()

f you want to enable SSL comnection, ensure that S5L has been enabled on the source database, related parameters have been correctly configured, and an S5 certficate has been uploaded
Encrypton Certficate Selct

Test Connection

Table 2-5 Service database settings

Parameter Description

Source By default, Self-built on ECS is selected.

Database Type | The source database can be a Self-built on ECS or an

RDS DB instance. After selecting RDS DB instance,
select the region where the source database resides and
the region cannot be the same as the region where the
destination database resides. The region where the
destination database is located is the region where you
log in to the management console. To use the RDS DB
instance option, submit a service ticket.

IP Address or The IP address or domain name of the service database.
Domain Name

Port The port of the service database. Range: 1 - 65535
Database The username for accessing the service database.
Username

Issue 01 (2022-09-30) Copyright © Huawei Technologies Co., Ltd. 11
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Parameter Description
Database The password for the service database username. You can
Password change the password if necessary. To change the

password, perform the following operation after the task
is created:

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

SSL Connection

SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL
CA root certificate.

NOTE

- The maximum size of a single certificate file that can be
uploaded is 500 KB.

- If the SSL certificate is not used, your data may be at risk.

Region The region where the service DB instance is located. This
parameter is selected by default. This parameter is
available only when the source database is an RDS DB
instance.

DB Instance The name of the service DB instance. This parameter is

Name available only when the source database is an RDS DB
instance.

Database The username for accessing the service database.

Username

Database The password for the service database username.

Password

(0 NOTE

The IP address, domain name, username, and password of the service database are
encrypted and stored in DRS and will be cleared after the task is deleted.
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Figure 2-4 DR database information

Destination Database

DB Instance Name

Database Username

Database Password

root

Test Connection Test successful

Table 2-6 DR database settings

Parameter Description

DB Instance The DB instance you selected when creating the DR task
Name and cannot be changed.

Database The username for accessing the DR database.

Username

Database The password for the database username. The password
Password can be changed after a task is created.

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

The database username and password are encrypted and
stored in DRS, and will be cleared after the task is
deleted.

Select Current cloud as active for Disaster Recovery Relationship in Step 2.

Figure 2-5 Service database information

Source Database

DB Instance Name

Database Username

Database Password

root

Test Connection Test successful
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Table 2-7 Service database settings

Parameter Description

DB Instance The RDS instance selected when you created the DR task.
Name This parameter cannot be changed.

Database The username for accessing the service database.
Username

Database The password for the database username. You can
Password change the password if necessary. To change the

is created:

dialog box, change the password.

deleted.

password, perform the following operation after the task

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed

The database username and password are encrypted and
stored in the system and will be cleared after the task is

Figure 2-6 DR database information

Destination Database

Database Type Seff-built on ECS RDS DB instance

Region Q v

DB Instance Name v | C ViewDB Instance View
Database Username

Database Password 5]

Table 2-8 DR database settings

Unselectable DB Instance

Parameter Description

Database Type | By default, Self-built on ECS is selected.

The destination database can be a Self-built on ECS or
an RDS DB instance. If you select RDS DB instance, you
need to select the region where the destination database

is located.
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Parameter Description
IP Address or The IP address or domain name of the DR database.

Domain Name

Port The port of the DR database. Range: 1 - 65535

Database The username for accessing the DR database.

Username

Database The password for the DR database username. You can

Password change the password if necessary. To change the
password, perform the following operation after the task
is created:

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

SSL Connection | SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL
CA root certificate.

NOTE

The maximum size of a single certificate file that can be
uploaded is 500 KB.

Region The region where the RDS DB instance is located. This
parameter is available only when the source database is
an RDS DB instance.

DB Instance DR instance name. This parameter is available only when
Name the source database is an RDS DB instance.
NOTE

When the DB instance is used as the DR database, it is set to
read-only. After the task is complete, the DB instance can be
readable and writable.

Database Username for logging in to the DR database.
Username

Database Password for the database username.
Password

(11 NOTE

The IP address, domain name, username, and password of the DR database are
encrypted and stored in DRS and will be cleared after the task is deleted.

Step 4 On the Configure DR page, specify flow control and click Next.
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Figure 2-7 DR settings

| Flow Control Yes “ @

Migrate Definer to User ® Yes (2 No (@ |
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Table 2-9 DR settings

Parameter

Description

Flow
Control

You can choose whether to control the flow.
o Yes

You can customize the maximum DR speed.

In addition, you can set the time range based on your service
requirements. The traffic rate setting usually includes setting of
a rate limiting time period and a traffic rate value. Flow can be
controlled all day or during specific time ranges. The default
value is All day. A maximum of three time ranges can be set,
and they cannot overlap.

The flow rate must be set based on the service scenario and
cannot exceed 9,999 MB/s.

Figure 2-8 Flow control

(- e

Time Zone GMT+08:00

Flow Control

Effeclive Always

Time Range : 00 [ 1 00

Flow Limit ME/s{Maximum value: 9,999

@ Add Time Range  You can add 2 more time ranges

Migrate Definer to User @ Yes @ No (@)

No

The DR speed is not limited and the outbound bandwidth of the
source database is maximally used, which causes read
consumption on the source database accordingly. For example,
if the outbound bandwidth of the source database is 100 MB/s
and 80% bandwidth is used, the I/O consumption on the source
database is 80 MB/s.

NOTE
- Flow control mode takes effect during the initial DR phase only.

- You can also change the flow control mode when the task is in the
Configuration state. On the Basic Information tab, In the DR
Information area, click Modify next to Flow Control. In the dialog
box that is displayed, change the flow control mode. The flow
control mode cannot be changed for a task that is in Starting state.
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Parameter | Description

Migrate e Yes
Definer to The Definers of all source database objects will be migrated to
User the user. Other users do not have permissions for database

objects unless these users are authorized. For details about
authorization, see How Do | Maintain the Original Service
User Permission System After Definer Is Forcibly Converted
During MySQL Migration?

e No
The Definers of all source database objects will not be changed.

You need to migrate all accounts and permissions of the source
database in the next step.

Step 5 On the Check Task page, check the DR task.

e If any check fails, review the failure cause and rectify the fault. After the fault
is rectified, click Check Again.

For details about how to handle check failures, see Checking Whether the
Source Database Is Connected in Data Replication Service User Guide.

Figure 2-9 Pre-check

Check Again
Check success rate 100%  All checks must pass before you can continue. If any check requires confirmation, check and confirm the results before proceeding to the next step.
Check Item Check Result

Destination database storage space
Whether the destination datebase has suficient storage space Passed

Database parameters

Whether the Source database contains tables without primary keys Confim_ Confirmed
Whether the destination database is empty Passed
Whether the source and destination database character ses are consistent Passed
Whether the clocks are synchronized Passed
Wihether the COLLATION_SERVER values of the source and desination databases are the same Passed
Whether the structure parameters are Gonsistent Passed
Whether the SERVER_UUID values of the source and destination databases are the same Passed
Whether the mas_allowed_packet value of the destination database is too smal Passed
Whether the INNODB_STRICT_MODE values of the source and destination databases are the same Passed
Whether the SSL connection is correcty configured Passed
Whether implicit primary key check is enabled for the primary and standby databases Passed
Whether the SQL_MODE values of the source and destination databases are the same Passed
Whether the sal_mode value in the destination database is not NO_ENGINE_SUBSTITUTION Passed

e If the check is complete and the check success rate is 100%, go to the
Compare Parameter page.

(10 NOTE

You can proceed to the next step only when all checks are successful. If there are any
items that require confirmation, view and confirm the details first before proceeding to
the next step.

Step 6 Compare the parameters.

The parameter comparison function helps you check the consistency of common
parameters and performance parameters between service and DR databases and
show inconsistent values. You can determine whether to use this function based
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on service requirements. It mainly ensures that services are not affected after the
DR task is completed.

e This process is optional, so you can click Next to skip the comparison.
e Compare common parameters:

- For common parameters, if the parameters in the service database are
different from those in the DR database, click Save Change to make the
parameters of the DR database be the same as those in the service
database.

Figure 2-10 Modifying common parameters

REPEATABLE READ.

- Performance parameter values in both the service and DR databases can
be the same or different.

®  |f you need to adjust the performance parameters, enter the value in
the Change to column and click Save Change.

"  |f you want to make the performance parameter values of the source
and destination database be the same:

1) Click Use Source Database Value.
DRS automatically makes the DR database values the same as
those of the service database.

Figure 2-11 One-click modification

{11 NOTE

You can also manually enter the value as required.
2) Click Save Change.
DRS changes the DR database parameter values based on your

settings. After the modification, the comparison results are
automatically updated.
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Figure 2-12 One-click modification

e 55 = 2750

Some parameters in the DR database cannot take effect
immediately, so the comparison result is temporarily
inconsistent. Restart the DR database before the DR task is
started or after the DR task is completed. To minimize the
impact of database restart on your services, restart the DR
database at the scheduled time after the disaster recovery is
complete.

For details about parameter comparison, see Parameters for
Comparison in the Data Replication Service User Guide.

3) Click Next.

Step 7 On the displayed page, specify Start Time, Send Notification, SMN Topic,
Synchronization Delay Threshold, RPO Synchronization Delay Threshold, RTO
Synchronization Delay Threshold, Stop Abnormal Tasks After and DR instance
details. Then, click Submit.

Figure 2-13 Task startup settings

Start Time Start upon task creation Start at a specified fime @

Send Motifications (:) @

SMN Topic " CO

Synchronization Delay Threshold(s) @

RTO Synchronization Delay Threshold(s) @

RPO Synchronization Delay Threshold(s) ®

Stop Abnormal Tasks After @ Abnarmal tasks run longer than the period you set (unit: day) will automatically stop.
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Table 2-10 Task and recipient description

Parameter

Description

Start Time

Set Start Time to Start upon task creation or Start at a
specified time based on site requirements.
NOTE

Starting a DR task may slightly affect the performance of the service

and DR databases. You are advised to start a DR task during off-peak
hours.

Send
Notifications

SMN topic. This parameter is optional. If an exception occurs
during disaster recovery, the system will send a notification
to the specified recipients.

SMN Topic

This parameter is available only after you enable Send
Notifications and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchronization
Delay Threshold

During disaster recovery, a synchronization delay indicates a
time difference (in seconds) of synchronization between the
service and DR database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only
after the delay has exceeded the threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

RTO
Synchronization
Delay Threshold

If the synchronization delay from the DRS instance to the DR
database exceeds the threshold you specify, DRS will notify
specified recipients. The value ranges from 0 to 3,600. To
avoid repeated alarms caused by the fluctuation of delay, an
alarm is sent only after the delay has exceeded the threshold
for six minutes.

NOTE

e Before setting the RTO delay threshold, enable Send
Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.
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Parameter Description
RPO If the synchronization delay from the DRS instance to the

Synchronization | service database exceeds the threshold you specify, DRS will
Delay Threshold | notify specified recipients. The value ranges from 0 to 3,600.
To avoid repeated alarms caused by the fluctuation of delay,
an alarm is sent only after the delay has exceeded the
threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

e In the early stages of an incremental disaster recovery, the
synchronization delay is long because a large quantity of data is
awaiting synchronization. In this case, no notifications will be
sent.

Stop Abnormal Number of days after which an abnormal task is
Tasks After automatically stopped. The value must range from 14 to 100.
The default value is 14.
NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal

tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

Step 8 After the DR task is submitted, view and manage it on the Disaster Recovery
Management page.

e You can view the task status. For more information about task status, see
Task Statuses.

e You can click € in the upper-right corner to view the latest task status.

----End

2.2 From MySQL to GaussDB(for MySQL) Primary/
Standby (Single-Active DR)

Supported Source and Destination Databases

Table 2-11 Supported databases

Service Database DR Database
e On-premises MySQL databases e GaussDB(for MySQL) primary/
e MySQL databases on an ECS standby

e MySQL databases on other clouds
e RDS for MySQL
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Prerequisites
e You have logged in to the DRS console.
e  Your account balance is greater than or equal to $0 USD.

e  For details about the supported DB types and versions, see Supported
Databases.

e If a subaccount is used to create a DRS task, ensure that an agency has been
added. To create an agency, see Agency Management.

Suggestions

/A\ CAUTION
e During the DR initialization, do not perform DDL operations on the service
database. Otherwise, the task may be abnormal.

e During DR initialization, ensure that no data is written to the DR database to
ensure data consistency before and after DR.

e The success of DR depends on environment and manual operations. To ensure
a smooth DR, perform a DR trial before you start the DR task to help you
detect and resolve problems in advance.

e It is recommended that you start your DR task during off-peak hours to
minimize the impact on your services.

- If the bandwidth is not limited, initialization of DR will increase query
workload of the source database by 50 MB/s and occupy 2 to 4 vCPUs.

- To ensure data consistency, tables without a primary key may be locked
for 3s during disaster recovery.

- The data in the DR process may be locked by other transactions for a
long period of time, resulting in read timeout.

- If DRS concurrently reads data from a database, it will use about 6 to 10
sessions. The impact of the connections on services must be considered.

- If you read a table, especially a large table, during DR, the exclusive lock
on that table may be blocked.

- For more information about the impact of DRS on databases, see What
Is the Impact of DRS on Source and Destination Databases?

e Data-Level Comparison

To obtain accurate comparison results, start data comparison at a specified
time point during off-peak hours. If it is needed, select Start at a specified
time for Comparison Time. Due to slight time difference and continuous
operations on data, data inconsistency may occur, reducing the reliability and
validity of the comparison results.

Precautions

Before creating a DR task, read the following precautions:
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Table 2-12 Precautions

Type

Restrictions

Database
permissions

e The service database user must have the following

permissions: SELECT, CREATE, ALTER, DROP, DELETE, INSERT,
UPDATE, TRIGGER, REFERENCES, SHOW VIEW, EVENT, INDEX,
LOCK TABLES, CREATE VIEW, CREATE ROUTINE, ALTER
ROUTINE, CREATE USER, RELOAD, REPLICATION SLAVE,
REPLICATION CLIENT, and WITH GRANT OPTION.

The DR database user must have the following permissions:
SELECT, CREATE, ALTER, DROP, DELETE, INSERT, UPDATE,
TRIGGER, REFERENCES, SHOW VIEW, EVENT, INDEX, LOCK
TABLES, CREATE VIEW, CREATE ROUTINE, ALTER ROUTINE,
CREATE USER, RELOAD, REPLICATION SLAVE, REPLICATION
CLIENT, and WITH GRANT OPTION.

The root account of the RDS MySQL DB instance has the
preceding permissions by default.

Disaster
recovery
objects

Tables with storage engine different to MyISAM and InnoDB
do not support disaster recovery.

System tables are not supported.
Triggers and events do not support disaster recovery.

Accounts that have operation permissions on customized
objects in the system database cannot be used for disaster
recovery.

Backup and disaster recovery, cross-database DDL, and
rename operations cannot be performed on some specified
service databases. Otherwise, the disaster recovery fails.

Service
database
configuratio
n

The binlog of the MySQL service database must be enabled
and use the row-based format.

If the storage space is sufficient, you are advised to store the
service database binlog for as long as possible. The
recommended retention period is seven days.

The service database username or password cannot be empty.

server-id in the MySQL service database must be set. If the
service database version is MySQL 5.6 or earlier, the server-id
value ranges from 2 to 4294967296. If the service database is
MySQL 5.7 or later, the server-id value ranges from 1 to
4294967296.

GTID must be enabled for the database.

The service database name must contain 1 to 64 characters,
including only lowercase letters, digits, hyphens (-), and
underscores ().

The table name and view name in the service database cannot
contain non-ASCII characters, or the following characters: '<>/\

If the expire_logs_days value of the database is set to 0, the
disaster recovery may fail.
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Type Restrictions
DR e The DR DB instance is running properly. If the DR DB instance
database is a primary/standby instance, the replication status must also
configuratio be normal.
n

e The DR DB instance must have sufficient storage space.

e The DR DB instance cannot contain any service databases
except the system database.

e binlog and GTID must be enabled for the DR database.
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Type

Restrictions

Precautions

e The parameter modification of the service database is not
recorded in logs and is not synchronized to the DR database.
Therefore, you need to modify the parameters after the DR
database is promoted to the primary.

e If a high-privilege user created in an external database is not
supported by RDS MySQL, the user will not be synchronized to
the DR database, for example, the super user.

e Cascade operations cannot be performed on tables with
foreign keys.

e The service database does not support point-in-time recovery
(PITR).

e Binlogs cannot be forcibly deleted. Otherwise, the DR task
fails.

e |[f the network is reconnected within 30 seconds, disaster
recovery will not be affected. If the network is interrupted for
more than 30 seconds, the DR task will fail.

e |If the DCC does not support instances with 4 vCPUs and 8 GB
memory or higher instance specifications, the DR task cannot
be created.

e Resumable upload is supported, but data may be repeatedly
inserted into a table that does not have a primary key.

e Migration or synchronization tasks cannot be created when a
DR task exists.

e The DR relationship involves only one primary database. If the
external database does not provide the superuser permission,
it cannot be set to read-only when it acts as a standby
database. Ensure that the data of the standby node is
synchronized only from the primary node. Any other write
operations will pollute the data in the standby database, data
conflicts occur in the DR center and cannot be resolved.

e [f the external database is a standby and read-only database,
only the account with the superuser permission can write data
to that database. But you still need to ensure that data is
written only by this account. Otherwise, the standby database
may be polluted, and data conflicts occur in the DR center and
cannot be resolved.

e When DR occurs between an earlier version database and a
later version database, service activities must be compatible
with both the earlier version and the later version. Otherwise,
the DR may fail.

e If the service database is an RDS MySQL instance, tables
encrypted using Transparent Data Encryption (TDE) cannot be
synchronized.

e During disaster recovery, if the password of the service
database is changed, the DR task will fail. To rectify the fault,
you can correct the service database information on the DRS
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Type Restrictions

console and retry the task to continue disaster recovery.
Generally, you are advised not to modify the preceding
information during disaster recovery.

e If the service database port is changed during disaster
recovery, the DR task fails. Generally, you are advised not to
modify the service database port during disaster recovery.

e During disaster recovery, if the service database is on an RDS
DB instance that does not belong the current cloud platform,
the IP address cannot be changed. If the service database is an
RDS DB instance on the current cloud and the DR task fails
due to changes on the IP address, DRS automatically changes
the IP address to the correct one. Then, you can retry the task
to continue disaster recovery. Therefore, changing the IP
address is not recommended.

e During the DR initialization, do not perform DDL operations
on the source database. Otherwise, the DR task may be
abnormal.

e During data disaster recovery, accounts cannot be created.

e Do not write data to the source database during the primary/
standby switchover. Otherwise, data pollution or table
structure inconsistency may occur, resulting in data
inconsistency between the service database and DR database.

Procedure

Step 1 On the Disaster Recovery Management page, click Create Disaster Recovery
Task.

Step 2 On the Create Disaster Recovery Instance page, select a region, specify the task
name, description, and the DR instance details, and click Next.

Figure 2-14 DR task information

Region Q -
Task Name DRS-T117 @)

Description @

Table 2-13 Task and recipient description

Parameter Description
Region The region where your service is running. You can change
the region.
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Parameter

Description

Task Name

The task name consists of 4 to 50 characters, starts with a
letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores (_).

Description

The description consists of a maximum of 256 characters
and cannot contain special characters !=<>'&"\

Figure 2-15

DR instance information

Disaster Recovery Instance Details

The following information cannot be modified after you go to the next page.

DR Type

Disaster Recovery Relafionship

Service DB Engine

DR DB Engine

Network Type

DR DB Instance

Disaster Recovery Instance Subnet

Destination DB Instance Access

Enterprise Project

Tags

Duakactive ®
Current cloud as aclive
m Cassandra DOM GaussDB(for MySQL) Primary/Standby Ed

Public nefwork " ®

| understand that an EIP will be automatically bound to the replication instance and released after the synchronization fask is complete.

v | C ViewDBlnstance View Unselectable DB Instance

"0

View Subnefs View occupied |P address

the destination DB

v | C View Project Management ()

se TMISs predefned tag uncion fo add the same tag f dilerent cloud resources View predeined tags G

Table 2-14 DR instance settings

Parameter

Description

DR Type

Select Single-active.

The DR type can be single-active or dual-active. If Dual-
active is selected, two subtasks are created by default, a
forward DR task and a backward DR task.

NOTE
Only whitelisted users can use dual-active DR. To use this function,
submit a service ticket. In the upper right corner of the
management console, choose Service Tickets > Create Service
Ticket to submit a service ticket.
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Relationship

Parameter Description
Disaster Select Current cloud as standby. This parameter is
Recovery available only when you select Single-active.

By default, Current cloud as standby is selected. You can
also select Current cloud as active.

e Current cloud as standby: The DR database is on the
current cloud.

e Current cloud as active: The service database is on the
current cloud.

Service DB Select MySQL.

Engine

DR DB Engine Select GaussDB(for MySQL) Primary/Standby Edition.
Network Type The public network is used as an example.

Available options: VPN or Direct Connect and Public
network. By default, the value is Public network.

DR DB Instance

The GaussDB(for MySQL) primary/standby instance you
created.

Disaster
Recovery
Instance Subnet

Select the subnet where the disaster recovery instance is
located. You can also click View Subnet to go to the
network console to view the subnet where the instance
resides.

By default, the DRS instance and the destination DB
instance are in the same subnet. You need to select the
subnet where the DRS instance resides and ensure that
there are available IP addresses. To ensure that the disaster
recovery instance is successfully created, only subnets with
DHCP enabled are displayed.

Destination
Database Access

Select Read-only. This parameter is available only when you
select Single-active.

During single-active disaster recovery, the DR database
becomes read-only. To change the DR database to Read/
Write, you can change the DR database (or destination
database) to a service database by clicking Promote
Current Cloud on the Disaster Recovery Monitoring tab.
After the DR task is complete or deleted, you can query and
read data to the DR database.

When the external database functions as the DR database,
the user with the superuser permission can set the database
to read-only.

If a DRS instance node is rebuilt due to a fault, to ensure
data consistency during the DRS task restoration, the
current cloud standby database is set to read-only before
the task is restored. After the task is restored, the
synchronization relationship recovers.
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Parameter

Description

Enterprise Project

e If the DB instance has been associated with an enterprise
project, select the target project from the Enterprise
Project drop-down list.

e You can also go to the ProjectMan console to create a
project. For details about how to create a project, see
ProjectMan User Guide.

Tags

e This setting is optional. Adding tags helps you better
identify and manage your tasks. Each task can have up to
10 tags.

e After a task is created, you can view its tag details on the
Tags tab. For details, see Tag Management.

Step 3 On the Configure Source and Destination Databases page, wait until the DR
instance is created. Then, specify source and destination database information and
click Test Connection for both the source and destination databases to check
whether they have been connected to the DR instance. After the connection tests
are successful, select the check box before the agreement and click Next.

Figure 2-16 Service database information

Source Database

Source Database Type

P Address or Damain Name

Database Username

Database Pasword

Encryption Certfcate

RS DB instance

Test Connection

®

fion, ensure that SSL has been enabled on the source database, rlated parameters have Deen correctly co t\ ed, and an S5 certificate has been uploaded

Select
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Table 2-15 Service database settings

Parameter Description

Source Database | By default, Self-built on ECS is selected.

Type The source database can be a Self-built on ECS or an RDS
DB instance. After selecting RDS DB instance, select the
region where the source database resides and the region
cannot be the same as the region where the destination
database resides. The region where the destination database
is located is the region where you log in to the management
console. To use the RDS DB instance option, submit a
service ticket.

IP Address or The IP address or domain name of the service database.
Domain Name

Port The port of the service database. Range: 1 - 65535
Database The username for accessing the service database.
Username

Database The password for the service database username. You can
Password change the password if necessary. To change the password,

perform the following operation after the task is created:

If the task is in the Starting, Initializing, Disaster recovery
in progress, or Disaster recovery failed status, in the DR
Information area on the Basic Information tab, click
Update Password next to the Source Database Password
field. In the displayed dialog box, change the password. This
action only updates DRS with the changed password.

SSL Connection | SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL CA
root certificate.

NOTE

e The maximum size of a single certificate file that can be
uploaded is 500 KB.

e If the SSL certificate is not used, your data may be at risk.

Region The region where the service DB instance is located. This
parameter is selected by default. This parameter is available
only when the source database is an RDS DB instance.

DB Instance The name of the service DB instance. This parameter is

Name available only when the source database is an RDS DB
instance.

Database The username for accessing the service database.

Username

Database The password for the service database username.

Password
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(11 NOTE

The IP address, domain name, username, and password of the service database are
encrypted and stored in DRS and will be cleared after the task is deleted.

Figure 2-17 DR database information

Destination Database

DE Instance Mame

Database Username root
Database Password
Test Connection Test successful

Table 2-16 DR database settings

Parameter Description

DB Instance The GaussDB(for MySQL) primary/standby instance you

Name selected when creating the DR. This parameter cannot be
changed.

Database The username for accessing the DR database.

Username

Database The password for the database username. The password can

Password be changed after a task is created.

If the task is in the Starting, Initializing, Disaster recovery
in progress, or Disaster recovery failed status, in the DR
Information area on the Basic Information tab, click
Update Password next to the Destination Database
Password field. In the displayed dialog box, change the
password. This action only updates DRS with the changed
password.

The database username and password are encrypted and
stored in DRS, and will be cleared after the task is deleted.

Step 4 On the Configure DR page, specify flow control and click Next.
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Figure 2-18 DR settings

| Flow Control Yes “ @

Migrate Definer to User ® Yes (2 No (@ |
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Table 2-17 DR settings

o Yes

Parameter | Description
Flow You can choose whether to control the flow.
Control

You can customize the maximum DR speed.

In addition, you can set the time range based on your service
requirements. The traffic rate setting usually includes setting of
a rate limiting time period and a traffic rate value. Flow can be
controlled all day or during specific time ranges. The default
value is All day. A maximum of three time ranges can be set,
and they cannot overlap.

The flow rate must be set based on the service scenario and
cannot exceed 9,999 MB/s.

Figure 2-19 Flow control

(- e

Time Zone GMT+08:00

Flow Control

Effeclive Always

Time Range : 00 [ 1 00

Flow Limit ME/s{Maximum value: 9,999

@ Add Time Range  You can add 2 more time ranges

Migrate Definer to User @ Yes @ No (@)

No

The DR speed is not limited and the outbound bandwidth of the
source database is maximally used, which causes read
consumption on the source database accordingly. For example,
if the outbound bandwidth of the source database is 100 MB/s
and 80% bandwidth is used, the I/O consumption on the source
database is 80 MB/s.

NOTE
- Flow control mode takes effect during the initial DR phase only.

- You can also change the flow control mode when the task is in the
Configuration state. On the Basic Information tab, In the DR
Information area, click Modify next to Flow Control. In the dialog
box that is displayed, change the flow control mode. The flow
control mode cannot be changed for a task that is in Starting state.
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Parameter | Description

Migrate e Yes
Definer to The Definers of all source database objects will be migrated to
User the user. Other users do not have permissions for database

objects unless these users are authorized. For details about
authorization, see How Do | Maintain the Original Service
User Permission System After Definer Is Forcibly Converted
During MySQL Migration?

e No
The Definers of all source database objects will not be changed.

You need to migrate all accounts and permissions of the source
database in the next step.

Step 5 On the Check Task page, check the DR task.

e If any check fails, review the failure cause and rectify the fault. After the fault
is rectified, click Check Again.

For details about how to handle check failures, see Checking Whether the
Source Database Is Connected in Data Replication Service User Guide.

Figure 2-20 Pre-check

Check Again
Check success rate 100%  All checks must pass before you can continue. If any check requires confimation, check and confirm the results before proceeding to the next step.
Check ltem Check Result

Destination database storage space
Whether the destination database has sufficient storage space Passed

Database parameters

Whether the source database contains tables without primary keys Confim  Confirmed
Whether the destination daiaase is emply Passed
Whether the source and destination database character sefs are consistent Passed
Whether the clocks are synchronized Passed
Whether the COLLATION_SERVER values of the source and destination databases are the same Passed
Whether the structure parameters are consistent Passed
Whether the SERVER_UUID values of the source and destination databases are the same Fassed
Whether the max_allowed_packet value of the destination database is too small Passed
Whether the INNODE_STRICT_MODE values of the source and destination databases are the same Passed
Whether the SSL connection is correctly configured Fassed
Whether implicit primary key check s enabled for the primary and standby databases Passed
Whether the SQL_MODE values of the source and destnation databases are the same Passed
Whether the sql_mode value in the destination database is not NO_ENGINE_SUBSTITUTION Passed

e If the check is complete and the check success rate is 100%, click Next.

(11 NOTE

You can proceed to the next step only when all checks are successful. If there are any
items that require confirmation, view and confirm the details first before proceeding to
the next step.

Step 6 On the displayed page, specify Start Time, Send Notification, SMN Topic,
Synchronization Delay Threshold, RPO Synchronization Delay Threshold, RTO
Synchronization Delay Threshold, Stop Abnormal Tasks After and DR instance
details. Then, click Submit.

Issue 01 (2022-09-30) Copyright © Huawei Technologies Co., Ltd. 35


https://support.huaweicloud.com/eu/drs_faq/drs_16_0003.html
https://support.huaweicloud.com/eu/drs_faq/drs_16_0003.html
https://support.huaweicloud.com/eu/drs_faq/drs_16_0003.html
https://support.huaweicloud.com/eu/trouble-drs/drs_precheck.html
https://support.huaweicloud.com/eu/trouble-drs/drs_precheck.html

Data Replication Service
Real-Time Disaster Recovery 2 DR Scenarios

Figure 2-21 Task startup settings

Start Time Start upon task creation Start at a specified imea @

Send Motifications () @

SMN Topic v CO

Synchronization Delay Threshold(s) @

RTO Synchranization Delay Threshold(s) ®

RPO Synchronization Delay Threshold(s) ®

Stop Abnormal Tasks After @ Abnormal tasks run longer than the period you set (unit: day) will automatically stop.

Table 2-18 Task and recipient description

Parameter Description

Start Time Set Start Time to Start upon task creation or Start at a
specified time based on site requirements.
NOTE

Starting a DR task may slightly affect the performance of the service
and DR databases. You are advised to start a DR task during off-peak

hours.
Send SMN topic. This parameter is optional. If an exception occurs
Notifications during disaster recovery, the system will send a notification

to the specified recipients.

SMN Topic This parameter is available only after you enable Send
Notifications and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchronization | During disaster recovery, a synchronization delay indicates a
Delay Threshold | time difference (in seconds) of synchronization between the
service and DR database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only
after the delay has exceeded the threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.
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Parameter Description
RTO If the synchronization delay from the DRS instance to the DR

Synchronization | database exceeds the threshold you specify, DRS will notify
Delay Threshold | specified recipients. The value ranges from 0 to 3,600. To
avoid repeated alarms caused by the fluctuation of delay, an
alarm is sent only after the delay has exceeded the threshold
for six minutes.

NOTE

e Before setting the RTO delay threshold, enable Send
Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

RPO If the synchronization delay from the DRS instance to the
Synchronization | service database exceeds the threshold you specify, DRS will
Delay Threshold | notify specified recipients. The value ranges from 0 to 3,600.
To avoid repeated alarms caused by the fluctuation of delay,
an alarm is sent only after the delay has exceeded the
threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

e In the early stages of an incremental disaster recovery, the
synchronization delay is long because a large quantity of data is
awaiting synchronization. In this case, no notifications will be
sent.

Stop Abnormal Number of days after which an abnormal task is
Tasks After automatically stopped. The value must range from 14 to 100.
The default value is 14.

NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

Step 7 After the DR task is submitted, view and manage it on the Disaster Recovery
Management page.

e You can view the task status. For more information about task status, see
Task Statuses.

e You can click C in the upper-right corner to view the latest task status.

--—-End
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2.3 From DDM to DDM Single-Active DR

Supported Source and Destination Databases

Table 2-19 Supported databases

Service database DR Database

DDM instances e DDM instances

Prerequisites

Suggestions

You have logged in to the DRS console.
Your account balance is greater than or equal to $0 USD.

For details about the supported DB types and versions, see Supported
Databases.

If a subaccount is used to create a DRS task, ensure that an agency has been
added. To create an agency, see Agency Management.

/\ CAUTION

e During the DR initialization, do not perform DDL operations on the service

database. Otherwise, the task may be abnormal.

e During DR initialization, ensure that no data is written to the DR database to

ensure data consistency before and after DR.

The success of DR depends on environment and manual operations. To ensure
a smooth DR, perform a DR trial before you start the DR task to help you
detect and resolve problems in advance.

It is recommended that you start your DR task during off-peak hours to
minimize the impact on your services.

- If the bandwidth is not limited, initialization of DR will increase query
workload of the source database by 50 MB/s and occupy 2 to 4 vCPUs.

- To ensure data consistency, tables without a primary key may be locked
for 3s during disaster recovery.

- The data in the DR process may be locked by other transactions for a
long period of time, resulting in read timeout.

- If DRS concurrently reads data from a database, it will use about 6 to 10
sessions. The impact of the connections on services must be considered.

- If you read a table, especially a large table, during DR, the exclusive lock
on that table may be blocked.
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- For more information about the impact of DRS on databases, see What
Is the Impact of DRS on Source and Destination Databases?

e Data-Level Comparison

To obtain accurate comparison results, start data comparison at a specified
time point during off-peak hours. If it is needed, select Start at a specified
time for Comparison Time. Due to slight time difference and continuous
operations on data, data inconsistency may occur, reducing the reliability and
validity of the comparison results.

Precautions

Before creating a DR task, read the following precautions:

Table 2-20 Environment Constraints

Type

Restrictions

Database
permissions

e The user of the service database must have at least one
permission, for example, SELECT.

e The user of the DR database must have at least one
permission, for example, SELECT.

Disaster
recovery
objects

e Tables with storage engine different to MyISAM and InnoDB
do not support disaster recovery.

e Accounts that have operation permissions on customized
objects in the system database cannot be used for disaster
recovery.

e System tables are not supported.
e Triggers and events do not support disaster recovery.

e Backup and disaster recovery, cross-database DDL, and
rename operations cannot be performed on some specified
service databases. Otherwise, the disaster recovery fails.

e Disaster recovery of DDM account permissions is not
supported.

Service
database
configuratio
n

e In the public network, EIPs must be bound to each DDM
instance and the associated RDS MySQL instance.

e The binlog of the RDS MySQL instance associated with the
DDM instance must be enabled and uses the ROW format and
GTID.

e |f the storage space is sufficient, store the service database
binlog for as long as possible. The recommended retention
period is seven days.

e The service database name must contain 1 to 64 characters,
including only lowercase letters, digits, hyphens (-), and
underscores ().

e The table name in the service database cannot contain non-
ASCII characters, or the following characters: '<>/\
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Type

Restrictions

DR
database
configuratio
n

e The DR DB instance is running properly. If the DR DB instance
is @ primary/standby instance, the replication status must also
be normal.

e The DR DB instance must have sufficient storage space.

e The binlog and GTID of the RDS instance associated with the
DDM instance must be enabled.

e The minor version of the DR DDM instance must be the same
as that of the service DDM instance.

e The number of DDM disaster recovery instances must be the
same as that of the RDS instances associated with the DDM
service instance.

e The sharding rules of the DDM disaster recovery instance
must be the same as those of the DDM service instance. You
are advised to use the schema import and export functions to
ensure sharding rule consistency.
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Type

Restrictions

Precautions

e The parameter modification of the service database is not

recorded in logs and is not synchronized to the DR database.
Therefore, you need to modify the parameters after the DR
database is promoted to the primary.

The service database does not support point-in-time recovery
(PITR).

Binlogs cannot be forcibly deleted. Otherwise, the DR task
fails.

Resumable upload is supported, but data may be repeatedly
inserted into a table that does not have a primary key.

Migration or synchronization tasks cannot be created when a
DR task exists.

The DR relationship involves only one primary database. If the
external database does not provide the superuser permission,
it cannot be set to read-only when it acts as a standby
database. Ensure that the data of the standby node is
synchronized only from the primary node. Any other write
operations will pollute the data in the standby database, data
conflicts occur in the DR center and cannot be resolved.

The DDM DR database cannot create schemas automatically.
You need to set the schema rules before disaster recovery.

DDM schemas cannot be added during disaster recovery.

During DR, rebalance and reshard operations cannot be
performed on DDM schemas

During disaster recovery, if the password of the service
database is changed, the DR task will fail. To rectify the fault,
you can correct the service database information on the DRS
console and retry the task to continue disaster recovery.
Generally, you are advised not to modify the preceding
information during disaster recovery.

If the service database port is changed during disaster
recovery, the DR task fails. Generally, you are advised not to
modify the service database port during disaster recovery.

During the DR initialization, do not perform DDL operations
on the source database. Otherwise, the DR task may be
abnormal.

Do not write data to the source database during the primary/
standby switchover. Otherwise, data pollution or table
structure inconsistency may occur, resulting in data
inconsistency between the service database and DR database.

Procedure

Step 1 On the Disaster Recovery Management page, click Create Disaster Recovery

Task.
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Step 2 On the Create Disaster Recovery Instance page, select a region, specify the task

name, description, and the DR instance details, and click Next.

Figure 2-22 DR task information

Region Q v
Task Name DRS-T117 @
Description ®

Table 2-21 Task and recipient description
Parameter Description
Region The region where your service is running. You can change
the region.
Task Name The task name consists of 4 to 50 characters, starts with a

hyphens (-), and underscores (_).

letter, and can contain only letters (case-insensitive), digits,

Description The description consists of a maximum of 256 characters
and cannot contain special characters !=<>'&"\

Figure 2-23 DR instance information

Disaster Recovery Instance Details

The following information cannot be modiified afier you ge fo the next page.

DR Type Dual-active @
Disaster Recovery Relationship Current cloud as active
Senvice DB Engine MySQL Cassandra m GaussDB(for MySQL) Primary/Standby Ed
DR DB Engine m
Network Type Public network | ®
| understand that an EIP will be automatically bound fo the replication instance and released after the synchronization task is complete.
DR DB Instance v | C ViewDBInsiance View Unselectable DB Instance
Disaster Recovery Instance Subnet v | () View Subnets View occupied IP address

Destination DB Instance Access
th

becomes readable and writable.

e destination DB instance becomes read-only

Enterprise Project v | C View Project Management (3)

Tegs se TNIS's predefined tag funciion to add the same tag to different cloud resources View predefined tags G

covery is complete, it
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Table 2-22 DR instance settings

Parameter Description

DR Type Select Single-active.

The DR type can be single-active or dual-active. If Dual-
active is selected, two subtasks are created by default, a
forward DR task and a backward DR task.

NOTE
Only whitelisted users can use dual-active DR. To use this function,
submit a service ticket. In the upper right corner of the
management console, choose Service Tickets > Create Service
Ticket to submit a service ticket.

Disaster Select Current cloud as standby. This parameter is
Recovery available only when you select Single-active.

Relationship By default, Current cloud as standby is selected. You can

also select Current cloud as active.

e Current cloud as standby: The DR database is on the
current cloud.

e Current cloud as active: The service database is on the
current cloud.

Service DB Select DDM.
Engine

DR DB Engine Select DDM.

Network Type The public network is used as an example.

Available options: VPN or Direct Connect and Public
network. By default, the value is Public network.

DR DB Instance The DDM instance you created.

Disaster Select the subnet where the disaster recovery instance is

Recovery located. You can also click View Subnet to go to the

Instance Subnet | network console to view the subnet where the instance
resides.

By default, the DRS instance and the destination DB
instance are in the same subnet. You need to select the
subnet where the DRS instance resides and ensure that
there are available IP addresses. To ensure that the disaster
recovery instance is successfully created, only subnets with
DHCP enabled are displayed.
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Parameter

Description

Destination
Database Access

Select Read-only. This parameter is available only when you
select Single-active.

During single-active disaster recovery, the DR database
becomes read-only. To change the DR database to Read/
Write, you can change the DR database (or destination
database) to a service database by clicking Promote
Current Cloud on the Disaster Recovery Monitoring tab.
After the DR task is complete or deleted, you can query and
read data to the DR database.

When the external database functions as the DR database,
the user with the superuser permission can set the database
to read-only.

If a DRS instance node is rebuilt due to a fault, to ensure
data consistency during the DRS task restoration, the
current cloud standby database is set to read-only before
the task is restored. After the task is restored, the
synchronization relationship recovers.

Enterprise Project

e If the DB instance has been associated with an enterprise
project, select the target project from the Enterprise
Project drop-down list.

e You can also go to the ProjectMan console to create a
project. For details about how to create a project, see
ProjectMan User Guide.

Tags

e This setting is optional. Adding tags helps you better
identify and manage your tasks. Each task can have up to
10 tags.

e After a task is created, you can view its tag details on the
Tags tab. For details, see Tag Management.

Step 3 On the Configure Source and Destination Databases page, wait until the DR
instance is created. Then, specify source and destination database information and
click Test Connection for both the source and destination databases to check
whether they have been connected to the DR instance. After the connection tests
are successful, select the check box before the agreement and click Next.

e Select Current cloud as the standby for Disaster Recovery Relationship in

Step 2.
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Figure 2-24 Service database information

Source Database

Source Database Type m

Region A

nstance Name v View DB Instance  View Unselectable DB Instance
DEI N C DBI lew U DB Inst

Database Username
Database Password ®

Test Connection

Table 2-23 Service database settings

Parameter Description

Source Select a service database type.

Database Type

Region The region where the service DB instance is located. This
parameter is selected by default.

DB Instance The name of the service DB instance.

Name

Database The username for accessing the service database.

Username

Database The password for the service database username.

Password

(110 NOTE

The IP address, domain name, username, and password of the service database are
encrypted and stored in DRS and will be cleared after the task is deleted.

Figure 2-25 DR database information

Destination Database

DB Instance Name Auto-ddm

Database Username

Database Password o

Test Connection
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Table 2-24 DR database settings

Parameter Description

DB Instance The DDM instance you selected when you create a

Name synchronization task. The instance name cannot be
changed.

Database The username for accessing the DR database.

Username

Database The password for the database username. You can

Password change the password if necessary. To change the

password, perform the following operation after the task
is created:

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

The database username and password are encrypted and
stored in the system, and will be cleared after the task is
deleted.

- Select Current cloud as active for Disaster Recovery Relationship in

Step 2.

Figure 2-26 Service database information

Source Database

DE Instance Mame Auto-ddm-
Database Username
Database Password

Test Connection

Table 2-25 Service database settings

Parameter Description

DB Instance The DDM instance you selected when you create a

Name synchronization task. The instance name cannot be
changed.
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Parameter Description

Database The username for accessing the service database.
Username

Database The password for the database username. You can
Password change the password if necessary. To change the

password, perform the following operation after the
task is created:

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed
status, in the DR Information area on the Basic
Information tab, click Modify Connection Details. In
the displayed dialog box, change the password.

The database username and password are encrypted
and stored in the system, and will be cleared after the
task is deleted.

Figure 2-27 DR database information

Destination Database

Database Type

Region

DE Instance Name

Database Username

Database Password

Q v

v | (C View DB Instance View Unselectanle DB Instance

o

Table 2-26 DR database settings

Parameter

Description

Database Type

Type of the DR database.

Region The region where the DDM instance is located.

DB Instance Name of the DR instance.

Name NOTE
When the DB instance is used as the DR database, it is set to
read-only. After the task is complete, the DB instance can be
readable and writable.

Database Username for logging in to the DR database.

Username
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Parameter

Description

Database
Password

Password for the database username.

(11 NOTE

The username and password of the DR databases are encrypted and stored in
DRS, and will be cleared after the task is deleted.

Step 4 On the Configure DR page, specify flow control and click Next.
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Table 2-27 DR settings

Parameter

Description

Flow
Control

You can choose whether to control the flow.
o Yes

You can customize the maximum DR speed.

In addition, you can set the time range based on your service
requirements. The traffic rate setting usually includes setting of
a rate limiting time period and a traffic rate value. Flow can be
controlled all day or during specific time ranges. The default
value is All day. A maximum of three time ranges can be set,
and they cannot overlap.

The flow rate must be set based on the service scenario and
cannot exceed 9,999 MB/s.

Figure 2-28 Flow control

*Flow Control “ Mo @
Time Zone GMT+08:00
Time Range 14 : 00 - 6 : 00 GMT+08:00
Flow Limit 4 ME/s (Maximum limit: 9999 MB/s)

You can add 2 more time ranges.

No

The DR speed is not limited and the outbound bandwidth of the
source database is maximally used, which causes read
consumption on the source database accordingly. For example,
if the outbound bandwidth of the source database is 100 MB/s
and 80% bandwidth is used, the I/O consumption on the source
database is 80 MB/s.

NOTE
- Flow control mode takes effect only in the DR initialization phase.

- You can also change the flow control mode when the task is in the
Configuration state. On the Basic Information tab, In the DR
Information area, click Modify next to Flow Control. In the dialog
box that is displayed, change the flow control mode. The flow
control mode cannot be changed for a task that is in Starting state.

Step 5 On the Check Task page, check the DR task.

e If any check fails, review the failure cause and rectify the fault. After the fault
is rectified, click Check Again.

For details about how to handle check failures, see Checking Whether the
Source Database Is Connected in Data Replication Service User Guide.
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Figure 2-29 Pre-check

Check Again

Check success rate 1 100%
All checks must pass before you can continue. If any check requires confirmation, check and confirm the results before proceeding to the next step.
Check Item Check Result

Destination database storage space

Whether the destination database has sufficient storage space Passed

Database parameters

Whether the AUTO_INCREMENT values of the destination database tables are too small Passed
Whether primary keys and shard keys are consistent Passed
Whether the source database middleware contains tables without primary keys Passed
Whether the table structures (including columns and indexes) in the source and destination database Passed

middleware are consistent
e If the check is complete and the check success rate is 100%, click Next.

(10 NOTE

You can proceed to the next step only when all checks are successful. If there are any
items that require confirmation, view and confirm the details first before proceeding to
the next step.

Step 6 On the displayed page, specify Start Time, Send Notification, SMN Topic,
Synchronization Delay Threshold, RPO Synchronization Delay Threshold, RTO
Synchronization Delay Threshold, Stop Abnormal Tasks After and DR instance
details. Then, click Submit.

Figure 2-30 Task startup settings

Start Time Start upon task creation Start at a specified fime @

Send Notifications (:) @

# SMN Topic YIC®
Synchronization Delay Threshald(s) @
RTO Synchronization Delay Threshold(s) @
RPO Synchronization Delay Threshold(s) @
# Stop Abnormal Tasks After @ Abnormal tasks run longer than the period you set (unit: day) will automatically stop
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Table 2-28 Task and recipient description

Parameter

Description

Start Time

Set Start Time to Start upon task creation or Start at a
specified time based on site requirements.
NOTE

Starting a DR task may slightly affect the performance of the service

and DR databases. You are advised to start a DR task during off-peak
hours.

Send
Notifications

SMN topic. This parameter is optional. If an exception occurs
during disaster recovery, the system will send a notification
to the specified recipients.

SMN Topic

This parameter is available only after you enable Send
Notifications and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchronization
Delay Threshold

During disaster recovery, a synchronization delay indicates a
time difference (in seconds) of synchronization between the
service and DR database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only
after the delay has exceeded the threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

RTO
Synchronization
Delay Threshold

If the synchronization delay from the DRS instance to the DR
database exceeds the threshold you specify, DRS will notify
specified recipients. The value ranges from 0 to 3,600. To
avoid repeated alarms caused by the fluctuation of delay, an
alarm is sent only after the delay has exceeded the threshold
for six minutes.

NOTE

e Before setting the RTO delay threshold, enable Send
Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.
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Parameter Description
RPO If the synchronization delay from the DRS instance to the

Synchronization | service database exceeds the threshold you specify, DRS will
Delay Threshold | notify specified recipients. The value ranges from 0 to 3,600.
To avoid repeated alarms caused by the fluctuation of delay,
an alarm is sent only after the delay has exceeded the
threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

e In the early stages of an incremental disaster recovery, the

synchronization delay is long because a large quantity of data is
awaiting synchronization. In this case, no notifications will be

sent.
Stop Abnormal Number of days after which an abnormal task is
Tasks After automatically stopped. The value must range from 14 to 100.
The default value is 14.
NOTE

Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

Step 7 After the DR task is submitted, view and manage it on the Disaster Recovery
Management page.

e You can view the task status. For more information about task status, see
Task Statuses.

e You can click € in the upper-right corner to view the latest task status.

--—-End

2.4 From GaussDB(for MySQL) Primary/Standby to
GaussDB(for MySQL) Primary/Standby (Single-Active
DR)

Supported Source and Destination Databases

Table 2-29 Supported databases

Service database DR Database
e GaussDB(for MySQL) primary/ e GaussDB(for MySQL) primary/
standby standby
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Prerequisites
e You have logged in to the DRS console.
e  Your account balance is greater than or equal to $0 USD.

e  For details about the supported DB types and versions, see Supported
Databases.

e If a subaccount is used to create a DRS task, ensure that an agency has been
added. To create an agency, see Agency Management.

Suggestions

/A\ CAUTION
e During the DR initialization, do not perform DDL operations on the service
database. Otherwise, the task may be abnormal.

e During DR initialization, ensure that no data is written to the DR database to
ensure data consistency before and after DR.

e The success of DR depends on environment and manual operations. To ensure
a smooth DR, perform a DR trial before you start the DR task to help you
detect and resolve problems in advance.

e It is recommended that you start your DR task during off-peak hours to
minimize the impact on your services.

- If the bandwidth is not limited, initialization of DR will increase query
workload of the source database by 50 MB/s and occupy 2 to 4 vCPUs.

- To ensure data consistency, tables without a primary key may be locked
for 3s during disaster recovery.

- The data in the DR process may be locked by other transactions for a
long period of time, resulting in read timeout.

- If DRS concurrently reads data from a database, it will use about 6 to 10
sessions. The impact of the connections on services must be considered.

- If you read a table, especially a large table, during DR, the exclusive lock
on that table may be blocked.

- For more information about the impact of DRS on databases, see What
Is the Impact of DRS on Source and Destination Databases?

e Data-Level Comparison

To obtain accurate comparison results, start data comparison at a specified
time point during off-peak hours. If it is needed, select Start at a specified
time for Comparison Time. Due to slight time difference and continuous
operations on data, data inconsistency may occur, reducing the reliability and
validity of the comparison results.

Precautions

Before creating a DR task, read the following precautions:
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Table 2-30 Precautions

Type Restrictions
Database e The service database user must have the following
permissions permissions: SELECT, CREATE, ALTER, DROP, DELETE, INSERT,

UPDATE, TRIGGER, REFERENCES, SHOW VIEW, EVENT, INDEX,
LOCK TABLES, CREATE VIEW, CREATE ROUTINE, ALTER
ROUTINE, CREATE USER, RELOAD, REPLICATION SLAVE,
REPLICATION CLIENT, and WITH GRANT OPTION.

e The DR database user must have the following permissions:
SELECT, CREATE, ALTER, DROP, DELETE, INSERT, UPDATE,
TRIGGER, REFERENCES, SHOW VIEW, EVENT, INDEX, LOCK
TABLES, CREATE VIEW, CREATE ROUTINE, ALTER ROUTINE,
CREATE USER, RELOAD, REPLICATION SLAVE, REPLICATION
CLIENT, and WITH GRANT OPTION.

e The root account of the GaussDB(for MySQL) primary/
standby instance has the preceding permissions by default.

Disaster e Tables with storage engine different to MyISAM and InnoDB
recovery do not support disaster recovery.
objects

e System tables are not supported.
e Triggers and events do not support disaster recovery.

e Accounts that have operation permissions on customized
objects in the system database cannot be used for disaster
recovery.

e Backup and disaster recovery, cross-database DDL, and
rename operations cannot be performed on some specified
service databases. Otherwise, the disaster recovery fails.

Service e The binlog of the service database must be enabled and use
database the row-based format.
configuratio | o |f the storage space is sufficient, store the service database

n binlog for as long as possible. The recommended retention

period is seven days.
e GTID must be enabled for the database.

e The service database name must contain 1 to 64 characters,
including only lowercase letters, digits, hyphens (-), and
underscores ().

e The table name and view name in the service database cannot
contain non-ASCII characters, or the following characters: '<>/\
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Type Restrictions
DR e The DR DB instance is running properly. If the DR DB instance
database is a primary/standby instance, the replication status must also
configuratio be normal.
n

e The DR DB instance must have sufficient storage space.

e The major version of the DR database must be the same as
that of the service database.

e The DR database must be an empty instance. After the DR
task starts, the DR database is set to read-only.

e The binlog of the DR database must be enabled and use the
row-based format.

e GTID must be enabled for the DR database.
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Type

Restrictions

Precautions

e The parameter modification of the service database is not

recorded in logs and is not synchronized to the DR database.
Therefore, you need to modify the parameters after the DR
database is promoted to the primary.

The service database does not support point-in-time recovery
(PITR).

Binlogs cannot be forcibly deleted. Otherwise, the DR task
fails.

If the network is reconnected within 30 seconds, disaster
recovery will not be affected. If the network is interrupted for
more than 30 seconds, the DR task will fail.

If the DCC does not support instances with 4 vCPUs and 8 GB
memory or higher instance specifications, the DR task cannot
be created.

Resumable upload is supported, but data may be repeatedly
inserted into a table that does not have a primary key.

Migration or synchronization tasks cannot be created when a
DR task exists.

The DR relationship involves only one primary database.
Ensure that the data of the standby node is synchronized only
from the primary node. Any other write operations will pollute
the data in the standby database, data conflicts occur in the
DR center and cannot be resolved.

If the external database is a standby and read-only database,
only the account with the superuser permission can write data
to that database. But you still need to ensure that data is
written only by this account. Otherwise, the standby database
may be polluted, and data conflicts occur in the DR center and
cannot be resolved.

During disaster recovery, if the password of the service
database is changed, the DR task will fail. To rectify the fault,
you can correct the service database information on the DRS
console and retry the task to continue disaster recovery.
Generally, you are advised not to modify the preceding
information during disaster recovery.

If the service database port is changed during disaster
recovery, the DR task fails. Generally, you are advised not to
modify the service database port during disaster recovery.

During disaster recovery, if the service database is an RDS DB
instance on the current cloud and the DR task fails due to
changes on the IP address, DRS automatically changes the IP
address to the correct one. Then, you can retry the task to
continue disaster recovery. Therefore, changing the IP address
is not recommended.

During the DR initialization, do not perform DDL operations
on the source database. Otherwise, the DR task may be
abnormal.
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Type Restrictions

e Do not write data to the source database during the primary/
standby switchover. Otherwise, data pollution or table
structure inconsistency may occur, resulting in data
inconsistency between the service database and DR database.

Procedure

Step 1 On the Disaster Recovery Management page, click Create Disaster Recovery
Task.

Step 2 On the Create Disaster Recovery Instance page, select a region, specify the task
name, description, and the DR instance details, and click Next.

Figure 2-31 DR task information

Region ° .
Task Name DRSTHT ®
Description @
Table 2-31 Task and recipient description
Parameter Description
Region The region where your service is running. You can change
the region.
Task Name The task name consists of 4 to 50 characters, starts with a

letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores (_).

Description The description consists of a maximum of 256 characters
and cannot contain special characters !=<>'&"\

Issue 01 (2022-09-30) Copyright © Huawei Technologies Co., Ltd. 57



Data Replication Service
Real-Time Disaster Recovery

2 DR Scenarios

Figure 2-32 DR insta

Disaster Recovery Instance Details

The following information cannot be modified after you go fo th

nce information

e nexi page.

DR Type Dual-active @
Disaster Recovery Relationship Current cloud as standby Current cloud as active

Service DB Engine MySQL Cassandra DDM GaussDB(for MySQL) Primary/Standby Ed...
DR DB Engine GaussDB(for MySQL) Primary/Standby Ed...
Network Type Public network - ®

I understand that an EIP will be automatically bound to the replication instance and released after the synchronization task is complete
DR DB Instance v | C ViewDB Instance View Unselectable DB Instance
Disaster Recovery Instance Subnet v | (2 ViewSubnets View occupied IP address
Destination DB Instance Access

the nation DB in m Vhen th ter re ry is complete,

Enterprise Project

Tags

v | C View Project Management ()

esources. View predefined tags C

Table 2-32 DR instance settings

Parameter

Description

DR Type

Select Single-active.

The DR type can be single-active or dual-active. If Dual-
active is selected, two subtasks are created by default, a
forward DR task and a backward DR task.

NOTE
Only whitelisted users can use dual-active DR. To use this function,
submit a service ticket. In the upper right corner of the
management console, choose Service Tickets > Create Service
Ticket to submit a service ticket.

Disaster
Recovery
Relationship

Select Current cloud as standby. This parameter is
available only when you select Single-active.

By default, Current cloud as standby is selected. You can
also select Current cloud as active.

e Current cloud as standby: The DR database is on the
current cloud.

e Current cloud as active: The service database is on the
current cloud.

Service DB
Engine

Select GaussDB(for MySQL) Primary/Standby Edition.

DR DB Engine

Select GaussDB(for MySQL) Primary/Standby Edition.
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Parameter

Description

Network Type

The public network is used as an example.

Available options: VPN or Direct Connect and Public
network. By default, the value is Public network.

DR DB Instance

The GaussDB(for MySQL) primary/standby instance you
created.

Disaster
Recovery
Instance Subnet

Select the subnet where the disaster recovery instance is
located. You can also click View Subnet to go to the
network console to view the subnet where the instance
resides.

By default, the DRS instance and the destination DB
instance are in the same subnet. You need to select the
subnet where the DRS instance resides and ensure that
there are available IP addresses. To ensure that the disaster
recovery instance is successfully created, only subnets with
DHCP enabled are displayed.

Destination
Database Access

Select Read-only. This parameter is available only when you
select Single-active.

During single-active disaster recovery, the DR database
becomes read-only. To change the DR database to Read/
Write, you can change the DR database (or destination
database) to a service database by clicking Promote
Current Cloud on the Disaster Recovery Monitoring tab.
After the DR task is complete or deleted, you can query and
read data to the DR database.

When the external database functions as the DR database,
the user with the superuser permission can set the database
to read-only.

If a DRS instance node is rebuilt due to a fault, to ensure
data consistency during the DRS task restoration, the
current cloud standby database is set to read-only before
the task is restored. After the task is restored, the
synchronization relationship recovers.

Enterprise Project

e If the DB instance has been associated with an enterprise
project, select the target project from the Enterprise
Project drop-down list.

e You can also go to the ProjectMan console to create a
project. For details about how to create a project, see
ProjectMan User Guide.

Tags

e This setting is optional. Adding tags helps you better
identify and manage your tasks. Each task can have up to
10 tags.

e After a task is created, you can view its tag details on the
Tags tab. For details, see Tag Management.
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Step 3 On the Configure Source and Destination Databases page, wait until the DR
instance is created. Then, specify source and destination database information and
click Test Connection for both the source and destination databases to check
whether they have been connected to the DR instance. After the connection tests
are successful, select the check box before the agreement and click Next.

e Select Current cloud as the standby for Disaster Recovery Relationship in
Step 2.

Figure 2-33 Service database information

Source Database

Database Type Self-built on ECS RDS DE instance

|P Address or Domain Name

Port

Database Usermname

Database Password o
S5L Connection

Test Connection

Table 2-33 Service database settings

Parameter Description

Source By default, Self-built on ECS is selected.
Database Type

instance option, submit a service ticket.

The source database can be a Self-built on ECS or an
RDS DB instance. After selecting RDS DB instance,
select the region where the source database resides and
the region cannot be the same as the region where the
destination database resides. The region where the
destination database is located is the region where you
log in to the management console. To use the RDS DB

IP Address or
Domain Name

The IP address or domain name of the service database.

Port The port of the service database. Range: 1 - 65535
Database The username for accessing the service database.
Username
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Parameter Description
Database The password for the service database username. You can
Password change the password if necessary. To change the

password, perform the following operation after the task
is created:

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

SSL Connection

SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL
CA root certificate.

NOTE

- The maximum size of a single certificate file that can be
uploaded is 500 KB.

- If the SSL certificate is not used, your data may be at risk.

Region The region where the service DB instance is located. This
parameter is selected by default. This parameter is
available only when the source database is an RDS DB
instance.

DB Instance The name of the service DB instance. This parameter is

Name available only when the source database is an RDS DB
instance.

Database The username for accessing the service database.

Username

Database The password for the service database username.

Password

(0 NOTE

The IP address, domain name, username, and password of the service database are
encrypted and stored in DRS and will be cleared after the task is deleted.
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Figure 2-34 DR database information

Destination Database

DE Instance Name

Database Uzsername

Database Password &
Test Connection
Table 2-34 DR database settings
Parameter Description
DB Instance The GaussDB(for MySQL) primary/standby instance you
Name selected when creating the DR. This parameter cannot be
changed.
Database The username for accessing the DR database.
Username
Database The password for the database username. You can
Password change the password if necessary. To change the

is created:

deleted.

password, perform the following operation after the task

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

The database username and password are encrypted and
stored in the system, and will be cleared after the task is

e Select Current cloud as active for Disaster Recovery Relationship in Step 2.
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Figure 2-35 Service database information

Source Database

DB Instance Name
Database Username
Database Password ©

Test Connection

Table 2-35 Service database settings

Parameter Description

DB Instance The GaussDB(for MySQL) primary/standby instance you

Name selected when creating the DR. This parameter cannot be
changed.

Database The username for accessing the service database.

Username

Database The password for the database username. You can

Password change the password if necessary. To change the
password, perform the following operation after the task
is created:

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

The database username and password are encrypted and
stored in the system, and will be cleared after the task is
deleted.

Figure 2-36 DR database information
Source Database

Source Database Type Seli-buili on ECS RDS DB instance

Region Q v

DE Instance Name v | (C ViewDEInstance View Unselectable DB Instance
Database Usemame

Database Password ©

Test Connection Test succassful
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Table 2-36 DR database settings

Parameter

Description

Database Type

By default, Self-built on ECS is selected.

The destination database can be a Self-built on ECS or
an RDS DB instance. If you select RDS DB instance, you
need to select the region where the destination database
is located.

IP Address or
Domain Name

The IP address or domain name of the DR database.

Port The port of the DR database. Range: 1 - 65535
Database The username for accessing the DR database.
Username

Database The password for the DR database username. You can
Password change the password if necessary. To change the

password, perform the following operation after the task
is created:

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

SSL Connection

SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL
CA root certificate.

NOTE

The maximum size of a single certificate file that can be
uploaded is 500 KB.

Region Region where the GaussDB (for MySQL) primary/standby
instance is located. This parameter is available only when
the source database is an RDS DB instance.

DB Instance DR instance name. This parameter is available only when

Name the source database is an RDS DB instance.

NOTE
When the DB instance is used as the DR database, it is set to
read-only. After the task is complete, the DB instance can be
readable and writable.

Database Username for logging in to the DR database.

Username

Database Password for the database username.

Password
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(11 NOTE

The IP address, domain name, username, and password of the DR database are
encrypted and stored in DRS and will be cleared after the task is deleted.

Step 4 On the Configure DR page, specify flow control and click Next.

Figure 2-37 DR settings
Flow Control Yes “ @

Migrate Definer to User ® Yes (D No
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Table 2-37 DR settings

o Yes

Parameter | Description
Flow You can choose whether to control the flow.
Control

You can customize the maximum DR speed.

In addition, you can set the time range based on your service
requirements. The traffic rate setting usually includes setting of
a rate limiting time period and a traffic rate value. Flow can be
controlled all day or during specific time ranges. The default
value is All day. A maximum of three time ranges can be set,
and they cannot overlap.

The flow rate must be set based on the service scenario and
cannot exceed 9,999 MB/s.

Figure 2-38 Flow control

(- e

Time Zone GMT+08:00

Flow Control

Effeclive Always

Time Range : 00 [ 1 00

Flow Limit ME/s{Maximum value: 9,999

@ Add Time Range  You can add 2 more time ranges

Migrate Definer to User @ Yes @ No (@)

No

The DR speed is not limited and the outbound bandwidth of the
source database is maximally used, which causes read
consumption on the source database accordingly. For example,
if the outbound bandwidth of the source database is 100 MB/s
and 80% bandwidth is used, the I/O consumption on the source
database is 80 MB/s.

NOTE
- Flow control mode takes effect during the initial DR phase only.

- You can also change the flow control mode when the task is in the
Configuration state. On the Basic Information tab, In the DR
Information area, click Modify next to Flow Control. In the dialog
box that is displayed, change the flow control mode. The flow
control mode cannot be changed for a task that is in Starting state.
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Parameter | Description

Migrate e Yes
Definer to The Definers of all source database objects will be migrated to
User the user. Other users do not have permissions for database

objects unless these users are authorized. For details about
authorization, see How Do | Maintain the Original Service
User Permission System After Definer Is Forcibly Converted
During MySQL Migration?

e No
The Definers of all source database objects will not be changed.

You need to migrate all accounts and permissions of the source
database in the next step.

Step 5 On the Check Task page, check the DR task.

e If any check fails, review the failure cause and rectify the fault. After the fault
is rectified, click Check Again.

For details about how to handle check failures, see Checking Whether the
Source Database Is Connected in Data Replication Service User Guide.

Figure 2-39 Pre-check

Check Again
Check success rate 100%  All checks must pass before you can continue. If any check requires confimation, check and confirm the results before proceeding to the next step.
Check ltem Check Result

Destination database storage space
Whether the destination database has sufficient storage space Passed

Database parameters

Whether the source database contains tables without primary keys Confim  Confirmed
Whether the destination daiaase is emply Passed
Whether the source and destination database character sefs are consistent Passed
Whether the clocks are synchronized Passed
Whether the COLLATION_SERVER values of the source and destination databases are the same Passed
Whether the structure parameters are consistent Passed
Whether the SERVER_UUID values of the source and destination databases are the same Fassed
Whether the max_allowed_packet value of the destination database is too small Passed
Whether the INNODE_STRICT_MODE values of the source and destination databases are the same Passed
Whether the SSL connection is correctly configured Fassed
Whether implicit primary key check s enabled for the primary and standby databases Passed
Whether the SQL_MODE values of the source and destnation databases are the same Passed
Whether the sql_mode value in the destination database is not NO_ENGINE_SUBSTITUTION Passed

e If the check is complete and the check success rate is 100%, click Next.

(11 NOTE

You can proceed to the next step only when all checks are successful. If there are any
items that require confirmation, view and confirm the details first before proceeding to
the next step.

Step 6 On the displayed page, specify Start Time, Send Notification, SMN Topic,
Synchronization Delay Threshold, RPO Synchronization Delay Threshold, RTO
Synchronization Delay Threshold, Stop Abnormal Tasks After and DR instance
details. Then, click Submit.
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Figure 2-40 Task startup settings

Start Time Start upon task creation Start at a specified imea @

Send Motifications () @

SMN Topic v CO

Synchronization Delay Threshold(s) @

RTO Synchranization Delay Threshold(s) ®

RPO Synchronization Delay Threshold(s) ®

Stop Abnormal Tasks After @ Abnormal tasks run longer than the period you set (unit: day) will automatically stop.

Table 2-38 Task and recipient description

Parameter Description

Start Time Set Start Time to Start upon task creation or Start at a
specified time based on site requirements.
NOTE

Starting a DR task may slightly affect the performance of the service
and DR databases. You are advised to start a DR task during off-peak

hours.
Send SMN topic. This parameter is optional. If an exception occurs
Notifications during disaster recovery, the system will send a notification

to the specified recipients.

SMN Topic This parameter is available only after you enable Send
Notifications and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchronization | During disaster recovery, a synchronization delay indicates a
Delay Threshold | time difference (in seconds) of synchronization between the
service and DR database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only
after the delay has exceeded the threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.
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Parameter Description
RTO If the synchronization delay from the DRS instance to the DR

Synchronization | database exceeds the threshold you specify, DRS will notify
Delay Threshold | specified recipients. The value ranges from 0 to 3,600. To
avoid repeated alarms caused by the fluctuation of delay, an
alarm is sent only after the delay has exceeded the threshold
for six minutes.

NOTE

e Before setting the RTO delay threshold, enable Send
Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

RPO If the synchronization delay from the DRS instance to the
Synchronization | service database exceeds the threshold you specify, DRS will
Delay Threshold | notify specified recipients. The value ranges from 0 to 3,600.
To avoid repeated alarms caused by the fluctuation of delay,
an alarm is sent only after the delay has exceeded the
threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

e In the early stages of an incremental disaster recovery, the
synchronization delay is long because a large quantity of data is
awaiting synchronization. In this case, no notifications will be
sent.

Stop Abnormal Number of days after which an abnormal task is
Tasks After automatically stopped. The value must range from 14 to 100.
The default value is 14.

NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

Step 7 After the DR task is submitted, view and manage it on the Disaster Recovery
Management page.

e You can view the task status. For more information about task status, see
Task Statuses.

e You can click C in the upper-right corner to view the latest task status.

--—-End

Issue 01 (2022-09-30) Copyright © Huawei Technologies Co., Ltd. 69



Data Replication Service
Real-Time Disaster Recovery 2 DR Scenarios

2.5 From MySQL to MySQL (Dual-Active DR)

Supported Source and Destination Databases

Table 2-39 Supported databases

Service database DR Database

On-premises MySQL databases e RDS for MySQL
MySQL databases on an ECS
MySQL databases on other clouds
RDS for MySQL

Prerequisites

Suggestions

You have logged in to the DRS console.
Your account balance is greater than or equal to $0 USD.

For details about the supported DB types and versions, see Supported
Databases.

If a subaccount is used to create a DRS task, ensure that an agency has been
added. To create an agency, see Agency Management.

/A\ CAUTION

e During the DR initialization, do not perform DDL operations on the service

database. Otherwise, the task may be abnormal.

e During DR initialization, ensure that no data is written to the DR database to

ensure data consistency before and after DR.

The success of DR depends on environment and manual operations. To ensure
a smooth DR, perform a DR trial before you start the DR task to help you
detect and resolve problems in advance.

It is recommended that you start your DR task during off-peak hours to
minimize the impact on your services.

- If the bandwidth is not limited, initialization of DR will increase query
workload of the source database by 50 MB/s and occupy 2 to 4 vCPUs.

- To ensure data consistency, tables without a primary key may be locked
for 3s during disaster recovery.

- The data in the DR process may be locked by other transactions for a
long period of time, resulting in read timeout.

- If DRS concurrently reads data from a database, it will use about 6 to 10
sessions. The impact of the connections on services must be considered.
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- If you read a table, especially a large table, during DR, the exclusive lock
on that table may be blocked.

- For more information about the impact of DRS on databases, see What
Is the Impact of DRS on Source and Destination Databases?

e Data-Level Comparison

To obtain accurate comparison results, start data comparison at a specified
time point during off-peak hours. If it is needed, select Start at a specified
time for Comparison Time. Due to slight time difference and continuous
operations on data, data inconsistency may occur, reducing the reliability and
validity of the comparison results.

Precautions

Before creating a DR task, read the following precautions:

Table 2-40 Precautions

Type Restrictions
Database e The service database user must have the following
permissions permissions: SELECT, CREATE, ALTER, DROP, DELETE, INSERT,

UPDATE, TRIGGER, REFERENCES, SHOW VIEW, EVENT, INDEX,
LOCK TABLES, CREATE VIEW, CREATE ROUTINE, ALTER
ROUTINE, CREATE USER, RELOAD, REPLICATION SLAVE,
REPLICATION CLIENT, and WITH GRANT OPTION.

e The DR database user must have the following permissions:
SELECT, CREATE, ALTER, DROP, DELETE, INSERT, UPDATE,
TRIGGER, REFERENCES, SHOW VIEW, EVENT, INDEX, LOCK
TABLES, CREATE VIEW, CREATE ROUTINE, ALTER ROUTINE,
CREATE USER, RELOAD, REPLICATION SLAVE, REPLICATION
CLIENT, and WITH GRANT OPTION.

e The root account of the RDS MySQL DB instance has the
preceding permissions by default.

Disaster e Tables with storage engine different to MyISAM and InnoDB
recovery do not support disaster recovery.
objects e System tables are not supported.

e Triggers and events do not support disaster recovery.

e Accounts that have operation permissions on customized
objects in the system database cannot be used for disaster
recovery.

e DDL operations cannot be executed on the active database 2.
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Type

Restrictions

Service
database
configuratio
n

e The binlog of the MySQL service database must be enabled
and use the row-based format.

e |If the storage space is sufficient, you are advised to store the
service database binlog for as long as possible. The
recommended retention period is seven days.

e The service database username or password cannot be empty.

e server_id in the MySQL service database must be set. If the
service database version is MySQL 5.6 or earlier, the server_id
value ranges from 2 to 4294967296. If the service database is
MySQL 5.7 or later, the server_id value ranges from 1 to
4294967296.

e GTID must be enabled for the database.

e The service database name must contain 1 to 64 characters,
including only lowercase letters, digits, hyphens (-), and
underscores ().

e The table name and view name in the service database cannot
contain non-ASCll characters, or the following characters: '<>/\

e [f the expire_logs_days value of the database is set to 0, the
disaster recovery may fail.

DR
database
configuratio
n

e The DR DB instance is running properly. If the DR DB instance
is a primary/standby instance, the replication status must also
be normal.

e The DR DB instance must have sufficient storage space.

e The major version of the active database 1 must be the same
as that of the active database 2.

e In addition to the MySQL system database, the active
database 2 must be an empty instance. After the forward task
is started, active database 2 is set to read-only. After the
backward task is started and DR is performed, the active
database 2 is restored to read-write.
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Type

Restrictions

Precautions

Only whitelisted users can use this function. To use this
function, submit a service ticket.

Dual-active DR supports backup in backward and forward
directions. Due to certain uncontrollable factors, data may be
inconsistent between the two sides. For example, if the load of
active database 1 is too heavy and the load of active database
2 is light, data updates on the active database 1 synchronized
to the active database 2 will be delayed due to the heave
load, as a result, the operation sequence is changed and data
becomes inconsistency. Therefore, divide data by unit
(database, table, or row) and ensure the unit on one database
is responsible for data read and write while on the other is
read-only. In essence, in dual-active DR, both the databases
play the active role but work differently. For details about
common scenarios, see Common Exceptions in Real-Time
Disaster.

During the DR initialization, do not perform DDL operations
on the source database. Otherwise, the DR task may be
abnormal.

If the same data on both databases is updated simultaneously,
data conflicts may occur. DRS resolves the conflict by
overwriting the previous settings with the last settings.

- When the deletion operation is performed, data is deleted
and DRS does not perform any operation.

- When the insert operation is performed, DRS updates data
with the latest inserted data.

- When the update operation is performed, the original data
has been updated and DRS directly insert the new data.

Primary key conflicts between the two sides need to be
avoided. For example, you can use a UUID or the primary key
rule of region+auto-increment ID to avoid conflicts.

If the synchronization delay takes a long time due to
connection interruption or network issues, you need to
determine whether your services can tolerant the long-term
delay.

Cascade operations cannot be performed on tables with
foreign keys.

The dual-active DR is different from the single-active DR.
Therefore, no active/standby switchover is required.

The DR latency is uncontrollable. Therefore, DDL operations
must be performed when no service is running, and both RPO
and RTO are zero and latency is kept within 30 seconds on
active database 1. Do not perform DDL operations on active
database 2. (DRS synchronizes only the DDL operations on
active database 1 to active database 2.)
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Type Restrictions

e Ensure that the tables, columns, and rows are consistent in
both the databases. (The table structures of both the active
databases are consistent.)

e A backward task can be started only when the forward task is
in the DR process and both RPO and RTO are less than 60s.

e After the dual-active DR task is in the DR process, perform
tests on the active database 2 first. If the test results meet the
requirements, switch certain service traffic to the active
database 2.

Procedure

Step 1 On the Disaster Recovery Management page, click Create Disaster Recovery
Task.

Step 2 On the Create Disaster Recovery Instance page, select a region, specify the task
name, description, and the DR instance details, and click Next.

Figure 2-41 DR task information

Region ° .
Task Name DRS-T17 ®
Description @
Table 2-41 Task and recipient description
Parameter Description
Region The region where your service is running. You can change
the region.
Task Name The task name consists of 4 to 50 characters, starts with a

letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores (_).

Description The description consists of a maximum of 256 characters
and cannot contain special characters !=<>'&"\
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Figure 2-42 DR instance information

Disaster Recovery Instance Details

The following information cannot be modified after you go to the next page.

- s 0
Current Cloud RDS Instance Role Active 1 m

Active 2 indicates that the database is empty and waifing for inifial data synchronization. Ifthis role is nof correctly selected, the precheck will fail. Learn more about the role selection.

Inthe inifial phase, if the databases af both ends are empty, you can select either Active 1 or Active 2.

Service DB Engine m Cassandra DDM GaussDB(for MySQL) Primary/Standby Ed
DR DB Engine m

Network Type Public nefwork | ®
| understand that an EIP will be automatically bound to the replication instance and released after the synchronization task is complete.
DR DB Instance v | C ViewDB Instance View Unselectable DB Instance
Disaster Recovery Instance Subnet v @ View Subnets
Enterprise Project v | C viewProject Management (%)
Tags esources. View predefined tags C

Table 2-42 DR instance settings

Parameter Description

DR Type Select Dual-active.

The DR type can be single-active or dual-active. If Dual-
active is selected, two subtasks are created by default, a
forward DR task and a backward DR task.

NOTE
Only whitelisted users can use dual-active DR. To use this function,
submit a service ticket. In the upper right corner of the
management console, choose Service Tickets > Create Service
Ticket to submit a service ticket.

about how to choose active 1 and 2, see How Do | Select
Active Database 1 and 2 for Dual-Active DR?

when a task is created.

e Active 2: The RDS DB instance on the current cloud is
empty when a task is created.

Active 2 is used as an example.

Current Cloud Select Active 1 or Active 2. This parameter specifies the role
RDS Instance of the current RDS DB instance in the DR relationship and is
Role available when DR Type is set to Dual-active. For details

e Active 1: Initial data is available on the current cloud RDS

Service DB Select MySQL.
Engine

DR DB Engine Select MySQL.
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Parameter Description
Network Type The public network is used as an example.

Step 3

Step 4

Available options: VPN or Direct Connect and Public
network. By default, the value is Public network.

DR DB Instance The RDS MySQL instance you created.

Disaster Select the subnet where the disaster recovery instance is

Recovery located. You can also click View Subnet to go to the

Instance Subnet | network console to view the subnet where the instance
resides.

By default, the DRS instance and the destination DB
instance are in the same subnet. You need to select the
subnet where the DRS instance resides and ensure that
there are available IP addresses. To ensure that the disaster
recovery instance is successfully created, only subnets with
DHCP enabled are displayed.

Enterprise Project | e If the DB instance has been associated with an enterprise
project, select the target project from the Enterprise
Project drop-down list.

e You can also go to the ProjectMan console to create a
project. For details about how to create a project, see
ProjectMan User Guide.

Tags e This setting is optional. Adding tags helps you better
identify and manage your tasks. Each task can have up to
10 tags.

e After a task is created, you can view its tag details on the
Tags tab. For details, see Tag Management.

On the Disaster Recovery Management page, after the task is created, click Edit
in the Operation column. The Configure Source and Destination Databases

page.

Figure 2-43 DR task list

Disaster Recovery Management ()

© e wouia much spprscistefyou coud complte ur cuestonnate on Det Replication Senvice. Your fesdoack il el s provid a beter ser xparence

Confou.

On the Configure Source and Destination Databases page, wait until the DR
instance is created. Then, specify source and destination database information and
click Test Connection for both the source and destination databases to check
whether they have been connected to the DR instance. After the connection tests
are successful, select the check box before the agreement and click Next.
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Figure 2-44 Service database information

Source Database

Source Database Type RDS DB intance

P Address or Doman Nam

Database Username

Encrypton Certficate

Test Connection

Q

ction, ensure that S5 hes been enabled on the source database, reated parameters have been corectly co ?\ e, and an S5 certficate has been uploaded

Select

Table 2-43 Service database settings

Parameter

Description

Source Database
Type

By default, Self-built on ECS is selected.

The source database can be a Self-built on ECS or an RDS
DB instance. After selecting RDS DB instance, select the
region where the source database resides and the region
cannot be the same as the region where the destination
database resides. The region where the destination database
is located is the region where you log in to the management
console. To use the RDS DB instance option, submit a
service ticket.

IP Address or
Domain Name

The IP address or domain name of the service database.

Port The port of the service database. Range: 1 - 65535
Database The username for accessing the service database.
Username

Database The password for the service database username. You can
Password change the password if necessary. To change the password,

perform the following operation after the task is created:

If the task is in the Starting, Initializing, Disaster recovery
in progress, or Disaster recovery failed status, in the DR
Information area on the Basic Information tab, click
Update Password next to the Source Database Password
field. In the displayed dialog box, change the password. This
action only updates DRS with the changed password.
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Parameter Description

SSL Connection | SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL CA
root certificate.

NOTE

e The maximum size of a single certificate file that can be
uploaded is 500 KB.

e If the SSL certificate is not used, your data may be at risk.

Region The region where the service DB instance is located. This
parameter is selected by default. This parameter is available
only when the source database is an RDS DB instance.

DB Instance The name of the service DB instance. This parameter is

Name available only when the source database is an RDS DB
instance.

Database The username for accessing the service database.

Username

Database The password for the service database username.

Password

{0 NOTE

The IP address, domain name, username, and password of the service database are
encrypted and stored in DRS and will be cleared after the task is deleted.

Figure 2-45 DR database information

Destination Database

DB Instance Name
Database Username root

Database Password

Test Connection Test successful

Table 2-44 DR database settings

Parameter Description
DB Instance The RDS MySQL instance you selected when you create the
Name DR instance. The instance name cannot be changed.
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Parameter

Description

Database
Username

The username for accessing the DR database.

Database
Password

The password for the database username. The password can
be changed after a task is created.

If the task is in the Starting, Initializing, Disaster recovery
in progress, or Disaster recovery failed status, in the DR
Information area on the Basic Information tab, click
Update Password next to the Destination Database
Password field. In the displayed dialog box, change the
password. This action only updates DRS with the changed
password.

The database username and password are encrypted and
stored in DRS, and will be cleared after the task is deleted.

Step 5 On the Configure DR page, specify flow control and click Next.

Figure 2-46

DR settings

Flow Control Yes “ @

Migrate Definer to User ® Yes (? No
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Table 2-45 DR settings

o Yes

Parameter | Description
Flow You can choose whether to control the flow.
Control

You can customize the maximum DR speed.

In addition, you can set the time range based on your service
requirements. The traffic rate setting usually includes setting of
a rate limiting time period and a traffic rate value. Flow can be
controlled all day or during specific time ranges. The default
value is All day. A maximum of three time ranges can be set,
and they cannot overlap.

The flow rate must be set based on the service scenario and
cannot exceed 9,999 MB/s.

Figure 2-47 Flow control

(- e

Time Zone GMT+08:00

Flow Control

Effeclive Always

Time Range : 00 [ 1 00

Flow Limit ME/s{Maximum value: 9,999

@ Add Time Range  You can add 2 more time ranges

Migrate Definer to User @ Yes @ No (@)

No

The DR speed is not limited and the outbound bandwidth of the
source database is maximally used, which causes read
consumption on the source database accordingly. For example,
if the outbound bandwidth of the source database is 100 MB/s
and 80% bandwidth is used, the I/O consumption on the source
database is 80 MB/s.

NOTE
- Flow control mode takes effect during the initial DR phase only.

- You can also change the flow control mode when the task is in the
Configuration state. On the Basic Information tab, In the DR
Information area, click Modify next to Flow Control. In the dialog
box that is displayed, change the flow control mode. The flow
control mode cannot be changed for a task that is in Starting state.
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Parameter | Description

Migrate e Yes
Definer to The Definers of all source database objects will be migrated to
User the user. Other users do not have permissions for database

objects unless these users are authorized. For details about
authorization, see How Do | Maintain the Original Service
User Permission System After Definer Is Forcibly Converted
During MySQL Migration?

e No
The Definers of all source database objects will not be changed.

You need to migrate all accounts and permissions of the source
database in the next step.

Step 6 On the Check Task page, check the DR task.

e If any check fails, review the failure cause and rectify the fault. After the fault
is rectified, click Check Again.

For details about how to handle check failures, see Checking Whether the
Source Database Is Connected in Data Replication Service User Guide.

Figure 2-48 Pre-check

Check Again
Check success rate 100%  All checks must pass before you can continue. If any check requires confimation, check and confirm the results before proceeding to the next step.
Check ltem Check Result

Destination database storage space
Whether the destination database has sufficient storage space Passed

Database parameters

Whether the source database contains tables without primary keys Confim  Confirmed
Whether the destination daiaase is emply Passed
Whether the source and destination database character sefs are consistent Passed
Whether the clocks are synchronized Passed
Whether the COLLATION_SERVER values of the source and destination databases are the same Passed
Whether the structure parameters are consistent Passed
Whether the SERVER_UUID values of the source and destination databases are the same Fassed
Whether the max_allowed_packet value of the destination database is too small Passed
Whether the INNODE_STRICT_MODE values of the source and destination databases are the same Passed
Whether the SSL connection is correctly configured Fassed
Whether implicit primary key check s enabled for the primary and standby databases Passed
Whether the SQL_MODE values of the source and destnation databases are the same Passed
Whether the sql_mode value in the destination database is not NO_ENGINE_SUBSTITUTION Passed

e If the check is complete and the check success rate is 100%, click Next.

(11 NOTE

You can proceed to the next step only when all checks are successful. If there are any
items that require confirmation, view and confirm the details first before proceeding to
the next step.

Step 7 On the displayed page, specify Start Time, Send Notification, SMN Topic,
Synchronization Delay Threshold, RPO Synchronization Delay Threshold, RTO
Synchronization Delay Threshold, Stop Abnormal Tasks After and DR instance
details. Then, click Submit.
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Figure 2-49 Task startup settings

Start Time Start upon task creation Start at a specified imea @

Send Motifications () @

SMN Topic v CO

Synchronization Delay Threshold(s) @

RTO Synchranization Delay Threshold(s) ®

RPO Synchronization Delay Threshold(s) ®

Stop Abnormal Tasks After @ Abnormal tasks run longer than the period you set (unit: day) will automatically stop.

Table 2-46 Task and recipient description

Parameter Description

Start Time Set Start Time to Start upon task creation or Start at a
specified time based on site requirements.
NOTE

Starting a DR task may slightly affect the performance of the service
and DR databases. You are advised to start a DR task during off-peak

hours.
Send SMN topic. This parameter is optional. If an exception occurs
Notifications during disaster recovery, the system will send a notification

to the specified recipients.

SMN Topic This parameter is available only after you enable Send
Notifications and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchronization | During disaster recovery, a synchronization delay indicates a
Delay Threshold | time difference (in seconds) of synchronization between the
service and DR database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only
after the delay has exceeded the threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.
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Parameter Description
RTO If the synchronization delay from the DRS instance to the DR

Synchronization | database exceeds the threshold you specify, DRS will notify
Delay Threshold | specified recipients. The value ranges from 0 to 3,600. To
avoid repeated alarms caused by the fluctuation of delay, an
alarm is sent only after the delay has exceeded the threshold
for six minutes.

NOTE

e Before setting the RTO delay threshold, enable Send
Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

RPO If the synchronization delay from the DRS instance to the
Synchronization | service database exceeds the threshold you specify, DRS will
Delay Threshold | notify specified recipients. The value ranges from 0 to 3,600.
To avoid repeated alarms caused by the fluctuation of delay,
an alarm is sent only after the delay has exceeded the
threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

e In the early stages of an incremental disaster recovery, the
synchronization delay is long because a large quantity of data is
awaiting synchronization. In this case, no notifications will be
sent.

Stop Abnormal Number of days after which an abnormal task is
Tasks After automatically stopped. The value must range from 14 to 100.
The default value is 14.

NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

Step 8 After the DR task is submitted, view and manage it on the Disaster Recovery
Management page.

e You can view the task status. For more information about task status, see
Task Statuses.

e You can click C in the upper-right corner to view the latest task status.

--—-End
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2.6 From GaussDB(for MySQL) Primary/Standby to
GaussDB(for MySQL) Primary/Standby (Dual-Active

DR)

Supported Source and Destination Databases

Table 2-47 Supported databases

Service database DR Database
e GaussDB(for MySQL) primary/ e GaussDB(for MySQL) primary/
standby standby

Prerequisites

Suggestions

You have logged in to the DRS console.
Your account balance is greater than or equal to $0 USD.

For details about the supported DB types and versions, see Supported
Databases.

If a subaccount is used to create a DRS task, ensure that an agency has been
added. To create an agency, see Agency Management.

/\ CAUTION

During the DR initialization, do not perform DDL operations on the service
database. Otherwise, the task may be abnormal.

During DR initialization, ensure that no data is written to the DR database to
ensure data consistency before and after DR.

The success of DR depends on environment and manual operations. To ensure
a smooth DR, perform a DR trial before you start the DR task to help you
detect and resolve problems in advance.

It is recommended that you start your DR task during off-peak hours to
minimize the impact on your services.

- If the bandwidth is not limited, initialization of DR will increase query
workload of the source database by 50 MB/s and occupy 2 to 4 vCPUs.

- To ensure data consistency, tables without a primary key may be locked
for 3s during disaster recovery.

- The data in the DR process may be locked by other transactions for a
long period of time, resulting in read timeout.

- If DRS concurrently reads data from a database, it will use about 6 to 10
sessions. The impact of the connections on services must be considered.
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- If you read a table, especially a large table, during DR, the exclusive lock
on that table may be blocked.

- For more information about the impact of DRS on databases, see What
Is the Impact of DRS on Source and Destination Databases?

e Data-Level Comparison

To obtain accurate comparison results, start data comparison at a specified
time point during off-peak hours. If it is needed, select Start at a specified
time for Comparison Time. Due to slight time difference and continuous
operations on data, data inconsistency may occur, reducing the reliability and
validity of the comparison results.

Precautions

Before creating a DR task, read the following precautions:

Table 2-48 Precautions

Type Restrictions
Database e The service database user must have the following
permissions permissions: SELECT, CREATE, ALTER, DROP, DELETE, INSERT,

UPDATE, TRIGGER, REFERENCES, SHOW VIEW, EVENT, INDEX,
LOCK TABLES, CREATE VIEW, CREATE ROUTINE, ALTER
ROUTINE, CREATE USER, RELOAD, REPLICATION SLAVE,
REPLICATION CLIENT, and WITH GRANT OPTION.

e The DR database user must have the following permissions:
SELECT, CREATE, ALTER, DROP, DELETE, INSERT, UPDATE,
TRIGGER, REFERENCES, SHOW VIEW, EVENT, INDEX, LOCK
TABLES, CREATE VIEW, CREATE ROUTINE, ALTER ROUTINE,
CREATE USER, RELOAD, REPLICATION SLAVE, REPLICATION
CLIENT, and WITH GRANT OPTION.

e The root account of the GaussDB(for MySQL) primary/
standby instance has the preceding permissions by default.

Disaster e Tables with storage engine different to MyISAM and InnoDB
recovery do not support disaster recovery.
objects e System tables are not supported.

e Triggers and events do not support disaster recovery.

e Accounts that have operation permissions on customized
objects in the system database cannot be used for disaster
recovery.

e DDL operations cannot be executed on the active database 2.
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Type

Restrictions

Service
database
configuratio
n

e The binlog of the service database must be enabled and use
the row-based format.

e If the storage space is sufficient, store the service database
binlog for as long as possible. The recommended retention
period is seven days.

e The service database username or password cannot be empty.
e GTID must be enabled for the database.

e The service database name must contain 1 to 64 characters,
including only lowercase letters, digits, hyphens (-), and
underscores ().

e The table name and view name in the service database cannot
contain non-ASCII characters, or the following characters: '<>/\

e |If the expire_logs_days value of the database is set to 0, the
disaster recovery may fail.

DR
database
configuratio
n

e The DR DB instance is running properly. If the DR DB instance
is a primary/standby instance, the replication status must also
be normal.

e The DR DB instance must have sufficient storage space.

e The major version of the active database 1 must be the same
as that of the active database 2.

e Active database 2 must be an empty instance. After the
forward task is started, active database 2 is set to read-only.
After the backward task is started and DR is performed, active
database 2 is restored to read/write.

e The binlog of the DR database must be enabled and use the
row-based format.

e GTID must be enabled for the DR database.
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Type

Restrictions

Precautions

Dual-active DR supports backup in backward and forward
directions. Due to certain uncontrollable factors, data may be
inconsistent between the two sides. For example, if the load of
active database 1 is too heavy and the load of active database
2 is light, data updates on the active database 1 synchronized
to the active database 2 will be delayed due to the heave
load, as a result, the operation sequence is changed and data
becomes inconsistency. Therefore, divide data by unit
(database, table, or row) and ensure the unit on one database
is responsible for data read and write while on the other is
read-only. In essence, in dual-active DR, both the databases
play the active role but work differently. For details about
common scenarios, see Common Exceptions in Real-Time
Disaster.

During the DR initialization, do not perform DDL operations
on the source database. Otherwise, the DR task may be
abnormal.

If the same data on both databases is updated simultaneously,
data conflicts may occur. DRS resolves the conflict by
overwriting the previous settings with the last settings.

- When the deletion operation is performed, data is deleted
and DRS does not perform any operation.

- When the insert operation is performed, DRS updates data
with the latest inserted data.

- When the update operation is performed, the original data
has been updated and DRS directly insert the new data.

Primary key conflicts between the two sides need to be
avoided. For example, you can use a UUID or the primary key
rule of region+auto-increment ID to avoid conflicts.

If the synchronization delay takes a long time due to
connection interruption or network issues, you need to
determine whether your services can tolerant the long-term
delay.

The dual-active DR is different from the single-active DR.
Therefore, no active/standby switchover is required.

The DR latency is uncontrollable. Therefore, DDL operations
must be performed when no service is running, and both RPO
and RTO are zero and latency is kept within 30 seconds on
active database 1. Do not perform DDL operations on active
database 2. (DRS synchronizes only the DDL operations on
active database 1 to active database 2.)

Ensure that the tables, columns, and rows are consistent in
both the databases. (The table structures of both the active
databases are consistent.)

A backward task can be started only when the forward task is
in the DR process and both RPO and RTO are less than 60s.
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Type Restrictions

e After the dual-active DR task is in the DR process, perform
tests on the active database 2 first. If the test results meet the
requirements, switch certain service traffic to the active
database 2.

Procedure

Step 1 On the Disaster Recovery Management page, click Create Disaster Recovery
Task.

Step 2 On the Create Disaster Recovery Instance page, select a region, specify the task
name, description, and the DR instance details, and click Next.

Figure 2-50 DR task information

Region ° .
Task Name DRSTHT ®
Description @
Table 2-49 Task and recipient description
Parameter Description
Region The region where your service is running. You can change
the region.
Task Name The task name consists of 4 to 50 characters, starts with a

letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores (_).

Description The description consists of a maximum of 256 characters
and cannot contain special characters !=<>'&"\
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Figure 2-51 DR instance information

Disaster Recovery Instance Details

The following information cannot be modified after you go to the next page

DR Type

Current Cloud RDS Instance Role

Senvioe DB Engine

DR DB Engine

Netviork Type

Instance Type

Active 2 indicates that the database is emply and waiing for initial data synchronization. If this role is not correctly selected, the precheck will fail. Learn more about the role
selection.

In the Iniial phase, f the databases at both ends are empty, you can select ether Active 1 o Active 2.

DDM GaussDB(for MySQL) Primary/Standby Ed...
‘GaussDB(for MySQL) Primary/Standby Ed...

Public nefwork A NO)

MysQL Cassandra

| understand that an EIP will be automafically bound to the replication instance and released after the synchronization fask is complete.

m primary/standby

DR DB Instance

Disaster Recovery Instance Subnet

. EN

v | C View DB Instance View Unselectable DB Instance

v | () View Subnets

a3 ar

Select the AZ where you want o create the DRS instance. Selecting the one housing the source or destination database for the instance vill offer you a better performance.

Enterprise Project

Tags

v | C View Project Management (3)

es View predefinedtags C

Table 2-50 DR instance settings

Parameter

Description

DR Type

Select Dual-active.

The DR type can be single-active or dual-active. If Dual-
active is selected, two subtasks are created by default, a
forward DR task and a backward DR task.

NOTE
Only whitelisted users can use dual-active DR. To use this function,
submit a service ticket. In the upper right corner of the
management console, choose Service Tickets > Create Service
Ticket to submit a service ticket.

Current Cloud
RDS Instance
Role

Select Active 1 or Active 2. This parameter specifies the role
of the current RDS DB instance in the DR relationship and is
available when DR Type is set to Dual-active. For details
about how to choose active 1 and 2, see How Do | Select
Active Database 1 and 2 for Dual-Active DR?

e Active 1: Initial data is available on the current cloud RDS
when a task is created.

e Active 2: The RDS DB instance on the current cloud is
empty when a task is created.

Active 2 is used as an example.

Service DB
Engine

Select GaussDB(for MySQL) Primary/Standby Edition.

DR DB Engine

Select GaussDB(for MySQL) Primary/Standby Edition.
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Parameter

Description

Network Type

The public network is used as an example.

Available options: VPN or Direct Connect and Public
network. By default, the value is Public network.

DR DB Instance

The GaussDB(for MySQL) primary/standby instance you
created.

Disaster
Recovery
Instance Subnet

Select the subnet where the disaster recovery instance is
located. You can also click View Subnet to go to the
network console to view the subnet where the instance
resides.

By default, the DRS instance and the destination DB
instance are in the same subnet. You need to select the
subnet where the DRS instance resides and ensure that
there are available IP addresses. To ensure that the disaster
recovery instance is successfully created, only subnets with
DHCP enabled are displayed.

Enterprise Project

e |f the DB instance has been associated with an enterprise
project, select the target project from the Enterprise
Project drop-down list.

e You can also go to the ProjectMan console to create a
project. For details about how to create a project, see
ProjectMan User Guide.

Tags

e This setting is optional. Adding tags helps you better
identify and manage your tasks. Each task can have up to
10 tags.

e After a task is created, you can view its tag details on the
Tags tab. For details, see Tag Management.

Step 3 On the Disaster Recovery Management page, after the task is created, click Edit
in the Operation column. The Configure Source and Destination Databases

page.

Figure 2-52 DR task list

Disaster Recovery Management @

©) W vt much appreciat ¥ you coudcompets our questonnare on Dala Replcaon Service. Yout feedback will hlp s provide 3 beter user experence

cotaun

Step 4 On the Configure Source and Destination Databases page, wait until the DR
instance is created. Then, specify source and destination database information and
click Test Connection for both the source and destination databases to check
whether they have been connected to the DR instance. After the connection tests
are successful, select the check box before the agreement and click Next.
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Figure 2-53 Service database information

Source Database

Source Database Type RDS DB intance

P Address or Doman Nam

Database Username

Encrypton Certficate

Test Connection

Q

ction, ensure that S5 hes been enabled on the source database, reated parameters have been corectly co ?\ e, and an S5 certficate has been uploaded

Select

Table 2-51 Service database settings

Parameter

Description

Source Database
Type

By default, Self-built on ECS is selected.

The source database can be a Self-built on ECS or an RDS
DB instance. After selecting RDS DB instance, select the
region where the source database resides and the region
cannot be the same as the region where the destination
database resides. The region where the destination database
is located is the region where you log in to the management
console. To use the RDS DB instance option, submit a
service ticket.

IP Address or
Domain Name

The IP address or domain name of the service database.

Port The port of the service database. Range: 1 - 65535
Database The username for accessing the service database.
Username

Database The password for the service database username. You can
Password change the password if necessary. To change the password,

perform the following operation after the task is created:

If the task is in the Starting, Initializing, Disaster recovery
in progress, or Disaster recovery failed status, in the DR
Information area on the Basic Information tab, click
Update Password next to the Source Database Password
field. In the displayed dialog box, change the password. This
action only updates DRS with the changed password.
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Parameter Description

SSL Connection | SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL CA
root certificate.

NOTE

e The maximum size of a single certificate file that can be
uploaded is 500 KB.

e If the SSL certificate is not used, your data may be at risk.

Region The region where the service DB instance is located. This
parameter is selected by default. This parameter is available
only when the source database is an RDS DB instance.

DB Instance The name of the service DB instance. This parameter is
Name available only when the source database is an RDS DB
instance.

Database The username for accessing the service database.
Username

Database The password for the service database username.
Password

(11 NOTE

The IP address, domain name, username, and password of the service database are
encrypted and stored in DRS and will be cleared after the task is deleted.

Figure 2-54 DR database information

Destination Database

DB Instance Name

Database Username root
Database Password
Test Connection Test successful
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Table 2-52 DR database settings

Parameter

Description

DB Instance
Name

The GaussDB(for MySQL) primary/standby instance you
selected when creating the DR. This parameter cannot be
changed.

Database
Username

The username for accessing the DR database.

Database
Password

The password for the database username. The password can
be changed after a task is created.

If the task is in the Starting, Initializing, Disaster recovery
in progress, or Disaster recovery failed status, in the DR
Information area on the Basic Information tab, click
Update Password next to the Destination Database
Password field. In the displayed dialog box, change the
password. This action only updates DRS with the changed
password.

The database username and password are encrypted and
stored in DRS, and will be cleared after the task is deleted.

Step 5 On the Configure DR page, specify flow control and click Next.

Figure 2-55 DR settings

Flow Control

Migrate Definer to User e Yes (2) No (3
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Table 2-53 DR settings

o Yes

Parameter | Description
Flow You can choose whether to control the flow.
Control

You can customize the maximum DR speed.

In addition, you can set the time range based on your service
requirements. The traffic rate setting usually includes setting of
a rate limiting time period and a traffic rate value. Flow can be
controlled all day or during specific time ranges. The default
value is All day. A maximum of three time ranges can be set,
and they cannot overlap.

The flow rate must be set based on the service scenario and
cannot exceed 9,999 MB/s.

Figure 2-56 Flow control

(- e

Time Zone GMT+08:00

Flow Control

Effeclive Always

Time Range : 00 [ 1 00

Flow Limit ME/s{Maximum value: 9,999

@ Add Time Range  You can add 2 more time ranges

Migrate Definer to User @ Yes @ No (@)

No

The DR speed is not limited and the outbound bandwidth of the
source database is maximally used, which causes read
consumption on the source database accordingly. For example,
if the outbound bandwidth of the source database is 100 MB/s
and 80% bandwidth is used, the I/O consumption on the source
database is 80 MB/s.

NOTE
- Flow control mode takes effect during the initial DR phase only.

- You can also change the flow control mode when the task is in the
Configuration state. On the Basic Information tab, In the DR
Information area, click Modify next to Flow Control. In the dialog
box that is displayed, change the flow control mode. The flow
control mode cannot be changed for a task that is in Starting state.
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Parameter | Description

Migrate e Yes
Definer to The Definers of all source database objects will be migrated to
User the user. Other users do not have permissions for database

objects unless these users are authorized. For details about
authorization, see How Do | Maintain the Original Service
User Permission System After Definer Is Forcibly Converted
During MySQL Migration?

e No
The Definers of all source database objects will not be changed.

You need to migrate all accounts and permissions of the source
database in the next step.

Step 6 On the Check Task page, check the DR task.

e If any check fails, review the failure cause and rectify the fault. After the fault
is rectified, click Check Again.

For details about how to handle check failures, see Checking Whether the
Source Database Is Connected in Data Replication Service User Guide.

Figure 2-57 Pre-check

Check Again
Check success rate 100%  All checks must pass before you can continue. If any check requires confimation, check and confirm the results before proceeding to the next step.
Check ltem Check Result

Destination database storage space
Whether the destination database has sufficient storage space Passed

Database parameters

Whether the source database contains tables without primary keys Confim  Confirmed
Whether the destination daiaase is emply Passed
Whether the source and destination database character sefs are consistent Passed
Whether the clocks are synchronized Passed
Whether the COLLATION_SERVER values of the source and destination databases are the same Passed
Whether the structure parameters are consistent Passed
Whether the SERVER_UUID values of the source and destination databases are the same Fassed
Whether the max_allowed_packet value of the destination database is too small Passed
Whether the INNODE_STRICT_MODE values of the source and destination databases are the same Passed
Whether the SSL connection is correctly configured Fassed
Whether implicit primary key check s enabled for the primary and standby databases Passed
Whether the SQL_MODE values of the source and destnation databases are the same Passed
Whether the sql_mode value in the destination database is not NO_ENGINE_SUBSTITUTION Passed

e If the check is complete and the check success rate is 100%, click Next.

(11 NOTE

You can proceed to the next step only when all checks are successful. If there are any
items that require confirmation, view and confirm the details first before proceeding to
the next step.

Step 7 On the displayed page, specify Start Time, Send Notification, SMN Topic,
Synchronization Delay Threshold, RPO Synchronization Delay Threshold, RTO
Synchronization Delay Threshold, Stop Abnormal Tasks After and DR instance
details. Then, click Submit.
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Figure 2-58 Task startup settings

Start Time Start upon task creation Start at a specified imea @

Send Motifications () @

SMN Topic v CO

Synchronization Delay Threshold(s) @

RTO Synchranization Delay Threshold(s) ®

RPO Synchronization Delay Threshold(s) ®

Stop Abnormal Tasks After @ Abnormal tasks run longer than the period you set (unit: day) will automatically stop.

Table 2-54 Task and recipient description

Parameter Description

Start Time Set Start Time to Start upon task creation or Start at a
specified time based on site requirements.
NOTE

Starting a DR task may slightly affect the performance of the service
and DR databases. You are advised to start a DR task during off-peak

hours.
Send SMN topic. This parameter is optional. If an exception occurs
Notifications during disaster recovery, the system will send a notification

to the specified recipients.

SMN Topic This parameter is available only after you enable Send
Notifications and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchronization | During disaster recovery, a synchronization delay indicates a
Delay Threshold | time difference (in seconds) of synchronization between the
service and DR database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only
after the delay has exceeded the threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.
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Parameter Description
RTO If the synchronization delay from the DRS instance to the DR

Synchronization | database exceeds the threshold you specify, DRS will notify
Delay Threshold | specified recipients. The value ranges from 0 to 3,600. To
avoid repeated alarms caused by the fluctuation of delay, an
alarm is sent only after the delay has exceeded the threshold
for six minutes.

NOTE

e Before setting the RTO delay threshold, enable Send
Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

RPO If the synchronization delay from the DRS instance to the
Synchronization | service database exceeds the threshold you specify, DRS will
Delay Threshold | notify specified recipients. The value ranges from 0 to 3,600.
To avoid repeated alarms caused by the fluctuation of delay,
an alarm is sent only after the delay has exceeded the
threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

e In the early stages of an incremental disaster recovery, the
synchronization delay is long because a large quantity of data is
awaiting synchronization. In this case, no notifications will be
sent.

Stop Abnormal Number of days after which an abnormal task is
Tasks After automatically stopped. The value must range from 14 to 100.
The default value is 14.

NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

Step 8 After the DR task is submitted, view and manage it on the Disaster Recovery
Management page.

e You can view the task status. For more information about task status, see
Task Statuses.

e You can click C in the upper-right corner to view the latest task status.

--—-End
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Task Management

3.1 Creating a DR Task

Scenario

Process

To prevent service unavailability caused by regional faults, DRS provides disaster
recovery to ensure service continuity. If the region where the primary instance is
located encounters a natural disaster and cannot be connected, you can switch the
remote instance to the primary instance. To reconnect to the primary instance, you
only need to change the connection address on the application side. DRS allows
you to perform cross-region real-time synchronization between a primary instance
and a DR instance during disaster recovery

A complete online disaster recovery consists of creating a DR task, tracking task
progress, analyzing DR logs, and comparing data consistency. By comparing
multiple items and data, you can synchronize data between different service
systems.

The following flowchart shows the basic processes for disaster recovery.
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Figure 3-1 Disaster recovery process

Start

You need to create a DR task to
start data disaster recovery.

Create a DR task.

After a DR task is created, you
an vew the DR progress in real
time.

Check the DR progress.

During disaster recovery, you can
iew DR logs to analyze problems
in the system.

View DR logs.

You can compare the consistency
etween the sendce database and
the DR database.

Compare DR items.

End

e Step 1: Create a DR task. Select the service and DR databases as required
and create a DR task.

e Step 2: Query the DR progress. During the disaster recovery, you can view
the DR progress.

e Step 3: View DR logs. Disaster recovery logs contain alarms, errors, and
prompt information. You can analyze system problems based on such
information.

e Step 4: Compare DR items. The DR system supports object-level, data-level
comparison to ensure data consistency.

This section uses disaster recovery from a MySQL instance to an RDS MySQL
instance as an example describes how to configure a DR task on the DRS console
over a public network.

You can create a DR task that will walk you through each step of the process.
After a DR task is created, you can manage it on the DRS console.

e You have logged in to the DRS console.
e Your account balance is greater than or equal to $0 USD.

e  For details about the supported DB types and versions, see Supported
Databases.
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e If a subaccount is used to create a DRS task, ensure that an agency has been
added. To create an agency, see Agency Management.

Procedure

Step 1 On the Disaster Recovery Management page, click Create Disaster Recovery
Task.

Step 2 On the Create Disaster Recovery Instance page, select a region, specify the task
name, description, and the DR instance details, and click Next.

Figure 3-2 DR task information

Region ° .
Task Name DRS-T117 @
Descrption ®
Table 3-1 Task and recipient description
Parameter Description
Region The region where your service is running. You can change
the region.
Task Name The task name consists of 4 to 50 characters, starts with a

letter, and can contain only letters (case-insensitive), digits,
hyphens (-), and underscores (_).

Description The description consists of a maximum of 256 characters
and cannot contain special characters !=<>'&"\
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Figure 3-3 DR instance information

Disaster Recovery Instance Information

DR Type Dual-active @

Disaster Recovery Relationship Current cloud a5 active
Service DB Engine Cassandra

DR DB Engine GaussDB(for MySQL)

Netwaork Type Public network | ®
| acknowledge that an EIP will be automatically bound to the disaster recovery instance and released after the task is completed
DR DB Instance —_— | C DB Instanc Unselectable DB Instance
Disaster Recovery Instance Subnet K3 @ v
Destination Database Access Read-only

o

Table 3-2 DR instance settings

Parameter Description

DR Type Select Single-active.

The DR type can be single-active or dual-active. If Dual-
active is selected, two subtasks are created by default, a
forward DR task and a backward DR task.

NOTE
Only whitelisted users can use dual-active DR. To use this function,
submit a service ticket. In the upper right corner of the
management console, choose Service Tickets > Create Service
Ticket to submit a service ticket.

Disaster Select Current cloud as standby. This parameter is
Recovery available only when you select Single-active.

Relationship By default, Current cloud as standby is selected. You can

also select Current cloud as active.

e Current cloud as standby: The DR database is on the
current cloud.

e Current cloud as active: The service database is on the
current cloud.

Service DB Select MySQL.
Engine

DR DB Engine Select MySQL.

Network Type The public network is used as an example.

Available options: VPN or Direct Connect and Public
network. By default, the value is Public network.
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Parameter

Description

DR DB Instance

The RDS instance you created.

Disaster
Recovery
Instance Subnet

Select the subnet where the disaster recovery instance is
located. You can also click View Subnet to go to the
network console to view the subnet where the instance
resides.

By default, the DRS instance and the destination DB
instance are in the same subnet. You need to select the
subnet where the DRS instance resides and ensure that
there are available IP addresses. To ensure that the disaster
recovery instance is successfully created, only subnets with
DHCP enabled are displayed.

Destination
Database Access

Select Read-only. This parameter is available only when you
select Single-active.

During single-active disaster recovery, the DR database
becomes read-only. To change the DR database to Read/
Write, you can change the DR database (or destination
database) to a service database by clicking Promote
Current Cloud on the Disaster Recovery Monitoring tab.
After the DR task is complete or deleted, you can query and
read data to the DR database.

When the external database functions as the DR database,
the user with the superuser permission can set the database
to read-only.

If a DRS instance node is rebuilt due to a fault, to ensure
data consistency during the DRS task restoration, the
current cloud standby database is set to read-only before
the task is restored. After the task is restored, the
synchronization relationship recovers.

Enterprise Project

e If the DB instance has been associated with an enterprise
project, select the target project from the Enterprise
Project drop-down list.

e You can also go to the ProjectMan console to create a
project. For details about how to create a project, see
ProjectMan User Guide.

Tags

e This setting is optional. Adding tags helps you better
identify and manage your tasks. Each task can have up to
10 tags.

e After a task is created, you can view its tag details on the
Tags tab. For details, see Tag Management.

Step 3 On the Configure Source and Destination Databases page, wait until the DR
instance is created. Then, specify source and destination database information and
click Test Connection for both the source and destination databases to check
whether they have been connected to the DR instance. After the connection tests
are successful, select the check box before the agreement and click Next.
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e Select Current cloud as standby for Disaster Recovery Relationship in Step
2.

Figure 3-4 Service database information

Source Database

Source Database Type RS DB instance

P Address or Domain Name

Database Usemame

Database Password Q

SSL Connection ()

f you want to enable SSL comnection, ensure that S5L has been enabled on the source database, related parameters have been correctly configured, and an S5 certficate has been uploaded
Encrypton Certficate Selct

Test Connection

Table 3-3 Service database settings

Parameter Description

Source By default, Self-built on ECS is selected.

Database Type | The source database can be a Self-built on ECS or an

RDS DB instance. After selecting RDS DB instance,
select the region where the source database resides and
the region cannot be the same as the region where the
destination database resides. The region where the
destination database is located is the region where you
log in to the management console. To use the RDS DB
instance option, submit a service ticket.

IP Address or The IP address or domain name of the service database.
Domain Name

Port The port of the service database. Range: 1 - 65535
Database The username for accessing the service database.
Username
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Parameter Description
Database The password for the service database username. You can
Password change the password if necessary. To change the

password, perform the following operation after the task
is created:

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

SSL Connection

SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL
CA root certificate.

NOTE

- The maximum size of a single certificate file that can be
uploaded is 500 KB.

- If the SSL certificate is not used, your data may be at risk.

Region The region where the service DB instance is located. This
parameter is selected by default. This parameter is
available only when the source database is an RDS DB
instance.

DB Instance The name of the service DB instance. This parameter is

Name available only when the source database is an RDS DB
instance.

Database The username for accessing the service database.

Username

Database The password for the service database username.

Password

(0 NOTE

The IP address, domain name, username, and password of the service database are
encrypted and stored in DRS and will be cleared after the task is deleted.
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Figure 3-5 DR database information

Destination Database

DB Instance Name

Database Username

Database Password

root

Test Connection Test successful

Table 3-4 DR database settings

Parameter Description

DB Instance The DB instance you selected when creating the DR task
Name and cannot be changed.

Database The username for accessing the DR database.

Username

Database The password for the database username. The password
Password can be changed after a task is created.

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

The database username and password are encrypted and
stored in DRS, and will be cleared after the task is
deleted.

Select Current cloud as active for Disaster Recovery Relationship in Step 2.

Figure 3-6 Service database information

Source Database

DB Instance Name

Database Username

Database Password

root

Test Connection Test successful

Issue 01 (2022-09-30)

Copyright © Huawei Technologies Co., Ltd. 105



Data Replication Service

Real-Time Disaster Recovery

3 Task Management

Table 3-5 Service database settings

Parameter Description

DB Instance The RDS instance selected when you created the DR task.
Name This parameter cannot be changed.

Database The username for accessing the service database.
Username

Database The password for the database username. You can
Password change the password if necessary. To change the

is created:

dialog box, change the password.

deleted.

password, perform the following operation after the task

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed

The database username and password are encrypted and
stored in the system and will be cleared after the task is

Figure 3-7 DR database information

Destination Database

Database Type Seff-built on ECS RDS DB instance

Region Q v

DB Instance Name v | C ViewDB Instance View
Database Username

Database Password 5]

Table 3-6 DR database settings

Unselectable DB Instance

Parameter Description

Database Type | By default, Self-built on ECS is selected.

The destination database can be a Self-built on ECS or
an RDS DB instance. If you select RDS DB instance, you
need to select the region where the destination database

is located.
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Parameter Description
IP Address or The IP address or domain name of the DR database.

Domain Name

Port The port of the DR database. Range: 1 - 65535

Database The username for accessing the DR database.

Username

Database The password for the DR database username. You can

Password change the password if necessary. To change the
password, perform the following operation after the task
is created:

If the task is in the Starting, Initializing, Disaster
recovery in progress, or Disaster recovery failed status,
in the DR Information area on the Basic Information
tab, click Modify Connection Details. In the displayed
dialog box, change the password.

SSL Connection | SSL encrypts the connections between the source and
destination databases. If SSL is enabled, upload the SSL
CA root certificate.

NOTE

The maximum size of a single certificate file that can be
uploaded is 500 KB.

Region The region where the RDS DB instance is located. This
parameter is available only when the source database is
an RDS DB instance.

DB Instance DR instance name. This parameter is available only when
Name the source database is an RDS DB instance.
NOTE

When the DB instance is used as the DR database, it is set to
read-only. After the task is complete, the DB instance can be
readable and writable.

Database Username for logging in to the DR database.
Username

Database Password for the database username.
Password

(11 NOTE

The IP address, domain name, username, and password of the DR database are
encrypted and stored in DRS and will be cleared after the task is deleted.

Step 4 On the Configure DR page, specify flow control and click Next.
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Figure 3-8 DR settings

| Flow Control Yes “ @

Migrate Definer to User ® Yes (2 No (@ |
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Table 3-7 DR settings

Parameter

Description

Flow
Control

You can choose whether to control the flow.
o Yes

You can customize the maximum DR speed.

In addition, you can set the time range based on your service
requirements. The traffic rate setting usually includes setting of
a rate limiting time period and a traffic rate value. Flow can be
controlled all day or during specific time ranges. The default
value is All day. A maximum of three time ranges can be set,
and they cannot overlap.

The flow rate must be set based on the service scenario and
cannot exceed 9,999 MB/s.

Figure 3-9 Flow control

(- e

Time Zone GMT+08:00

Flow Control

Effeclive Always

Time Range : 00 [ 1 00

Flow Limit ME/s{Maximum value: 9,999

@ Add Time Range  You can add 2 more time ranges

Migrate Definer to User @ Yes @ No (@)

No

The DR speed is not limited and the outbound bandwidth of the
source database is maximally used, which causes read
consumption on the source database accordingly. For example,
if the outbound bandwidth of the source database is 100 MB/s
and 80% bandwidth is used, the I/O consumption on the source
database is 80 MB/s.

NOTE
- Flow control mode takes effect during the initial DR phase only.

- You can also change the flow control mode when the task is in the
Configuration state. On the Basic Information tab, In the DR
Information area, click Modify next to Flow Control. In the dialog
box that is displayed, change the flow control mode. The flow
control mode cannot be changed for a task that is in Starting state.
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Parameter | Description

Migrate e Yes
Definer to The Definers of all source database objects will be migrated to
User the user. Other users do not have permissions for database

objects unless these users are authorized. For details about
authorization, see How Do | Maintain the Original Service
User Permission System After Definer Is Forcibly Converted
During MySQL Migration?

e No
The Definers of all source database objects will not be changed.

You need to migrate all accounts and permissions of the source
database in the next step.

Step 5 On the Check Task page, check the DR task.

e If any check fails, review the failure cause and rectify the fault. After the fault
is rectified, click Check Again.

For details about how to handle check failures, see Checking Whether the
Source Database Is Connected in Data Replication Service User Guide.

Figure 3-10 Pre-check

Check Again
Check success rate 100%  All checks must pass before you can continue. If any check requires confirmation, check and confirm the results before proceeding to the next step.
Check Item Check Result

Destination database storage space
Whether the destination datebase has suficient storage space Passed

Database parameters

Whether the Source database contains tables without primary keys Confim_ Confirmed
Whether the destination database is empty Passed
Whether the source and destination database character ses are consistent Passed
Whether the clocks are synchronized Passed
Wihether the COLLATION_SERVER values of the source and desination databases are the same Passed
Whether the structure parameters are Gonsistent Passed
Whether the SERVER_UUID values of the source and destination databases are the same Passed
Whether the mas_allowed_packet value of the destination database is too smal Passed
Whether the INNODB_STRICT_MODE values of the source and destination databases are the same Passed
Whether the SSL connection is correcty configured Passed
Whether implicit primary key check is enabled for the primary and standby databases Passed
Whether the SQL_MODE values of the source and destination databases are the same Passed
Whether the sal_mode value in the destination database is not NO_ENGINE_SUBSTITUTION Passed

e If the check is complete and the check success rate is 100%, go to the
Compare Parameter page.

(10 NOTE

You can proceed to the next step only when all checks are successful. If there are any
items that require confirmation, view and confirm the details first before proceeding to
the next step.

Step 6 Compare the parameters.

The parameter comparison function helps you check the consistency of common
parameters and performance parameters between service and DR databases and
show inconsistent values. You can determine whether to use this function based
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on service requirements. It mainly ensures that services are not affected after the
DR task is completed.

e This process is optional, so you can click Next to skip the comparison.
e Compare common parameters:

- For common parameters, if the parameters in the service database are
different from those in the DR database, click Save Change to make the
parameters of the DR database be the same as those in the service
database.

Figure 3-11 Modifying common parameters

REPEATABLE READ.

- Performance parameter values in both the service and DR databases can
be the same or different.

®  |f you need to adjust the performance parameters, enter the value in
the Change to column and click Save Change.

"  |f you want to make the performance parameter values of the source
and destination database be the same:

1) Click Use Source Database Value.
DRS automatically makes the DR database values the same as
those of the service database.

Figure 3-12 One-click modification

{11 NOTE

You can also manually enter the value as required.
2) Click Save Change.
DRS changes the DR database parameter values based on your

settings. After the modification, the comparison results are
automatically updated.
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Figure 3-13 One-click modification

e 55 = 2750

Some parameters in the DR database cannot take effect
immediately, so the comparison result is temporarily
inconsistent. Restart the DR database before the DR task is
started or after the DR task is completed. To minimize the
impact of database restart on your services, restart the DR
database at the scheduled time after the disaster recovery is
complete.

For details about parameter comparison, see Parameters for
Comparison in the Data Replication Service User Guide.

3) Click Next.

Step 7 On the displayed page, specify Start Time, Send Notification, SMN Topic,
Synchronization Delay Threshold, RPO Synchronization Delay Threshold, RTO
Synchronization Delay Threshold, Stop Abnormal Tasks After and DR instance
details. Then, click Submit.

Figure 3-14 Task startup settings

Start Time Start upon task creation Start at a specified fime @

Send Motifications (:) @

SMN Topic " CO

Synchronization Delay Threshold(s) @

RTO Synchronization Delay Threshold(s) @

RPO Synchronization Delay Threshold(s) ®

Stop Abnormal Tasks After @ Abnarmal tasks run longer than the period you set (unit: day) will automatically stop.
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Table 3-8 Task and recipient description

Parameter

Description

Start Time

Set Start Time to Start upon task creation or Start at a
specified time based on site requirements.
NOTE

Starting a DR task may slightly affect the performance of the service

and DR databases. You are advised to start a DR task during off-peak
hours.

Send
Notifications

SMN topic. This parameter is optional. If an exception occurs
during disaster recovery, the system will send a notification
to the specified recipients.

SMN Topic

This parameter is available only after you enable Send
Notifications and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.

Synchronization
Delay Threshold

During disaster recovery, a synchronization delay indicates a
time difference (in seconds) of synchronization between the
service and DR database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only
after the delay has exceeded the threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

RTO
Synchronization
Delay Threshold

If the synchronization delay from the DRS instance to the DR
database exceeds the threshold you specify, DRS will notify
specified recipients. The value ranges from 0 to 3,600. To
avoid repeated alarms caused by the fluctuation of delay, an
alarm is sent only after the delay has exceeded the threshold
for six minutes.

NOTE

e Before setting the RTO delay threshold, enable Send
Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.
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Parameter Description
RPO If the synchronization delay from the DRS instance to the

Synchronization | service database exceeds the threshold you specify, DRS will
Delay Threshold | notify specified recipients. The value ranges from 0 to 3,600.
To avoid repeated alarms caused by the fluctuation of delay,
an alarm is sent only after the delay has exceeded the
threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

e In the early stages of an incremental disaster recovery, the
synchronization delay is long because a large quantity of data is
awaiting synchronization. In this case, no notifications will be
sent.

Stop Abnormal Number of days after which an abnormal task is
Tasks After automatically stopped. The value must range from 14 to 100.
The default value is 14.

NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.

Step 8 After the DR task is submitted, view and manage it on the Disaster Recovery
Management page.

e You can view the task status. For more information about task status, see
Task Statuses.

e You can click € in the upper-right corner to view the latest task status.

--—-End

3.2 Querying the DR Progress

After a DR task starts, you can check the DR progress.

Prerequisites
e You have logged in to the DRS console.
e A DR task has been created and started.

Procedure

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

Step 2 On the displayed page, click the Disaster Recovery Progress tab to view the DR
progress. When the data initialization is complete, the initialization progress is
displayed as 100%.
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e On the Disaster Recovery Progress tab, you can view the DR synchronization
delay,

e You can also view the DR synchronization delay on the Disaster Recovery
Management page. When the synchronization delay exceeds the preset or
default threshold, the value of the synchronization delay is displayed in red in
the task list.

e  When the delay is 0, data is synchronized from the service database to the DR
database in real-time. You can view more metrics, such as RPO and RTO, on
the Disaster Recovery Monitoring tab.

(11 NOTE

"Delay" refers to the delay from when the transaction was submitted to the source
database to when it is synchronized to the destination database and executed.

Transactions are synchronized as follows:

1. Data is extracted from the source database.

2. The data is transmitted over the network.

3. DRS parses the source logs.

4. The transaction is executed on the destination database.

If the delay is O, the source database is consistent with the destination database, and no
new transactions need to be synchronized.

/A\ CAUTION

Frequent DDL operations, ultra-large transactions, and network problems may
result in excessive synchronization delay.

--—-End

3.3 Viewing DR Logs
DR logs refer to the warning-, error-, and info-level logs generated during the DR

process. This section describes how to view DR logs to locate and analyze
database problems.

Prerequisites

You have logged in to the DRS console.

Procedure

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

Step 2 On the displayed page, click Disaster Recovery Logs to view the logs generated
during DR.
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Basic I

Figure 3-15 Viewing DR Logs

Time Level Description

Jan 02, 2022 18:51:05 GMT=08:00  Info The task has ended!

Dec 30, 2021 18:40:16 GMT+0800  Info image build date: 2021-12-20

Dec 30, 2021 18:40:16 GMT+0800  Info NODE intialize success. version is 2.6.12.0

3.4 Comparing DR Items

You can check the data consistency by comparing DR items in the service and DR
databases. DR supports object-level and data-level comparisons.

Alllevels v | C

e  Object-level comparison: compares databases, events, indexes, tables, views,

stored procedures, functions, and triggers.
e Data-level comparison: compares rows and values of tables. To ensure that

the comparison results are valid, compare data during off-peak hours by
select Start at a specified time or compare data that is rarely accessed or

modifi

ed.

e  Account comparison: compares the account names and permissions of the

source

(11 NOTE

and destination databases.

e If you modify data in the DR database, the data comparison results may be inaccurate.

e To prevent resources from being occupied for a long time, DRS limits the row

comparison duration. If the row comparison duration exceeds the threshold, the row

comparison task stops automatically. If the source database is a relational database, the
row comparison duration is 60 minutes. If the source database is a non-relational
database, the row comparison duration is 30 minutes.

Table 3-9 Supported comparison mode

DR Data Flow Objec | Row | Value | Acco

Direction t- Com |Com | unt-
level | paris | paris | level
Com |on on Com
paris paris
on on

Current MySQL->MySQL Yes Yes Yes Yes

cloud as

standby

Current MySQL->MySQL Yes Yes Yes Yes

cloud as

active

Current MySQL -> GaussDB(for MySQL) Yes Yes Yes Yes

cloud as primary/standby

standby
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DR Data Flow Objec | Row | Value | Acco
Direction t- Com |Com | unt-
level | paris | paris | level
Com |on on Com
paris paris
on on

Current DDM -> DDM Yes Yes No No

cloud as

standby

Current DDM -> DDM Yes Yes No No

cloud as

active

Current GaussDB(for MySQL) primary/ Yes Yes Yes Yes

cloud as standby -> GaussDB(for MySQL)
standby primary/standby

Current GaussDB(for MySQL) primary/ Yes Yes Yes Yes
cloud as standby -> GaussDB(for MySQL)
active primary/standby
Dual- MySQL->MySQL Yes Yes Yes Yes
Active DR
Dual- GaussDB(for MySQL) primary/ Yes Yes Yes Yes
Active DR | standby -> GaussDB(for MySQL)

primary/standby

Prerequisites

You have logged in to the DRS console.

Procedure

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

Step 2 On the Disaster Recovery Comparison tab, compare the service and DR
databases.
1. Check the integrity of the database object.

Click Validate Objects. On the Object-Level Comparison tab, click Compare.
Wait for a while and click C, and view the comparison result of each
comparison item.
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Figure 3-16 Comparing objects

E

Locate a comparison item you want to view and click View Details in the

Operation column.

After the check is complete, compare the number of rows and values.

On the Data-Level Comparison tab, click Create Comparison Task. In the
displayed dialog box, specify Compute Method, Comparison Type,

Comparison Time, and Object. Then, click OK.

Figure 3-17 Creating a comparison task

Create Comparison Task

Comparison Time ‘Start upon task creation Start at a specified time

@ select All

cyil database

- Comparison Type: compares rows and values.

Select All

- Comparison Method: DRS provides static and dynamic comparison

methods.

®  Static: All data in the source and destination databases is compared.
The comparison task ends as the comparison is completed. Static
comparison can only be performed when there are no ongoing

services.

®  Dynamic: All data in the source database is compared with that in
the destination database. After the comparison task is complete,
incremental data in the source and destination databases is
compared in real time. A dynamic comparison can be performed

when data is changing.
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L] NOTE
Currently, only MySQL and GaussDB(for MySQL) support the comparison
mode.

- Comparison Time: You can select Start upon task creation or Start at a
specified time. There is a slight difference in time between the source
and destination databases during synchronization. Data inconsistency
may occur. You are advised to compare migration items during off-peak
hours for more accurate results.

- Object: You can select objects to be compared based on the scenarios.
(11 NOTE

- Data-level comparison cannot be performed for tasks in initialization.

After the comparison creation task is submitted, the Data-Level Comparison

tab is displayed. Click C to refresh the list and view the comparison result of
the specified comparison type.

Figure 3-18 Viewing the data-level comparison result

Completed © none ew Results | Export Report

To view the comparison details, locate the target comparison type and click
View Results in the Operation column. On the displayed page, locate a pair
of service and DR databases, and click View Details in the Operation column
to view detailed comparison results.

Figure 3-19 Viewing comparison details

View Results

Results

Source Database. Result

Details
db_sertransfer_001
Source Database Table Name Destination Database Table Name Source Database Table Rows. Destination Database Table Rows Row Value Operation

00 500 Consistent Consistent

Tables Not Compared

ce Database Table Name

vvvvv

(11 NOTE

You can also view comparison details of canceled comparison tasks.
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5. Check the database accounts and permissions. Click the Account-Level
Comparison tab to view the comparison results of database accounts and
permissions.

Figure 3-20 Account-level comparison

clc

uuuuuu

L] NOTE
- Account comparison cannot be performed for tasks in the initialization phase.

--—-End

3.5 Task Life Cycle

3.5.1 Viewing DR Data

The data synchronization information is recorded during a disaster recovery. You
can check the integrity of DR data after synchronization.

DRS allows you to view the initialization progress and of DR data health report on
the management console.

Prerequisites
e You have logged in to the DRS console.
e You have created a DR task.

Procedure
(10 NOTE

In the task list, only tasks created by the current login user are displayed. Tasks created by
different users of the same tenant are not displayed.

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

Step 2 On the Basic Information tab, click the Disaster Recovery Data tab.

e Initialization Progress

Initialization Progress shows the historical data import progress during the
disaster recovery environment creation. After the historical data is imported,
the initialization is complete, and data on this tab will not be updated
anymore.

e Data Health Reports

Data Health Reports periodically shows the data comparison result between
the primary and disaster recovery instances, helping you review the data
health status in the disaster recovery environment.
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(11 NOTE

- Data comparison is performed only for disaster recovery tasks.
- Only the latest 30 health comparison reports are retained.

- The periodical health report helps you learn the data consistency between the
primary and standby instances. To avoid performance loss caused by long-term
comparison of the primary instance, you can use DR comparison to compare large
tables (for example, tables with more than 100 million rows).

Figure 3-21 Data Health Reports

- Modify the comparison policy.
Modifying the comparison policy does not affect the current health

comparison task. The modification takes effect upon the next
comparison.

" |n the Health Comparison Policy area on the Data Health Reports
tab, click Modify Comparison Policy.

Figure 3-22 Modify Comparison Policy

Modify Comparison Policy

Status c

Comparison Frequency Daily -

A high comparison frequency may affect your service
performance. Set a proper frequency based on service
requirements.

Time Zone GMT+08:00

Effective Time 12 :00-| 18 - 00

Health comparisons performed during off-peak hours have
miner impacts on service performance, and comparisons
of relatively static data have a higher reference value.

Comparison Type Row Comparison + Account-Level Comparison + Object
Comparison

*Maodifications to the comparison policy settings take effect from the next comparison
and do not affect the on-going health comparison tasks.

Cancel
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®  On the Modify Comparison Policy page, set the required
parameters.

o  Status: After the health comparison policy is disabled, the health
comparison will not be performed, and historical health reports
can still be viewed.

o Comparison Frequency: The comparison can be performed
weekly or daily.

o Comparison Time: When Comparison Frequency is set to
Weekly, you can set one or more days from Monday to Sunday
as the comparison time.

o Time Zone: The default value is the local time zone.

o Effective Time: Specifies the time period during which the
comparison policy takes effect. You are advised to perform the
comparison in off-peak hours. If the health comparison is not
complete within the validity period, the health comparison is
automatically interrupted. You can still view the health
comparison results of the completed task.

o Comparison Type: Rows, accounts, and objects are compared by
default.

®  (Click OK.

After the modification is successful, the new policy applies to the
following comparison tasks. You can cancel the ongoing tasks but
the health reports of the comparison tasks that have been completed
can still be viewed.

--—-End

3.5.2 Editing Subscription Task Information

After a DR task is created, you can modify task information to identify different
tasks.

The following task information can be edited:

Prerequisites

Task name

Description

SMN Topic

Synchronization delay threshold

Number of days when an abnormal task is stopped
Task start time

You have logged in to the DRS console.

Procedure

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.
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Step 2 On the Basic Information tab, locate the information to be modified in the Task
Information area.

e You can click hf to modify the task name, SMN topic, delay threshold, the
time to stop abnormal tasks, and description.

- To submit the change, click
- To cancel the change, click *.

Table 3-10 Real-time DR task information

Task Information | Description

Task Name The task name consists of 4 to 50 characters, starts
with a letter, and can contain only letters (case-
insensitive), digits, hyphens (-), and underscores (_).

Description The description consists of a maximum of 256
characters and cannot contain special characters !
<>&l\ll

SMN Topic You can apply for a topic on the SMN console and add

a subscription.

For details, see Simple Message Notification User
Guide.

Synchronization The delay ranges from 0s to 3600s.
delay threshold NOTE

If the delay threshold is set to 0, no notifications will be sent
to the recipient.

Stop Abnormal The value must range from 14 to 100. The default
Tasks After value is 14.

e You can modify the task start time only when the task is in the Pending start
status.

In the Task Information area, click Modify in the Scheduled Start Time
field. On the displayed page, specify the scheduled start time and click OK.

Step 3 View the change result on the Basic Information tab.

--—-End

Configuring Exception Notifications

Step 1 On the Disaster Recovery Management page, select the task for which you want
to modify the exception notification.

Step 2 Click Batch Operations in the upper left corner and choose Configure Exception
Notification.
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Figure 3-23 Batch Operations

Disaster Recovery Management

Step 3 In the displayed dialog box, modify the required parameter and click Confirm.
----End

3.5.3 Editing a DR Task

This section describes how to edit configuration information of a DR task,
including information about the service and DR databases. For DR tasks in the
following statuses, you can edit and submit the tasks again.

e (Creating

e Configuration

Prerequisites

You have logged in to the DRS console.

Method 1

Step 1 In the task list on the Disaster Recovery Management page, locate the target
task and click Edit in the Operation column.

Step 2 On the Configure Source and Destination Databases page, enter information
about the service and DR databases and click Next.
Step 3 On the Check Task page, check the DR task.

e If any check fails, review the failure cause and rectify the fault. After the fault
is rectified, click Check Again.

For details about how to handle check failures, see Checking Whether the
Source Database Is Connected in Data Replication Service User Guide.
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Figure 3-24 Pre-check

Check Again
Check success rate 100%  All checks must pas can continue. If any check requires confirmation, check and confirm the results before
Check ltem Check Result

Destination database storage space
Whether the destination database has suficient storage space Passed

Database parameters

Whether the source database contains tables without primary keys Confim  Confirmed
Whether the destination database is emply Passed
Whether the source and destination database character sefs are consistent Passed
Whether the clocks are synchronized Passed
Whether the COLLATION_SERVER values of the source and destination databases are the same Passed
Whether the structure parameters are consistent Passed
Whether the SERVER_UUID values of the source and destination databases are the same Fassed
Whether the max_allowed_packet value of the destination database is too small Passed
Whether the INNODE_STRICT_MODE values of the source and destination databases are the same Passed
Whether the SSL connection is correctly configured Passed
Whether implicit primary key check s enabled for the primary and standby databases Passed
Whether the SQL_MODE values of the source and destination databases are the same Passed
Whether the sql_mode value in the destination database is not NO_ENGINE_SUBSTITUTION Passed

e If the check is complete and the check success rate is 100%, go to the
Compare Parameter page.

(10 NOTE

You can proceed to the next step only when all checks are successful. If there are any
items that require confirmation, view and confirm the details first before proceeding to
the next step.

Step 4 Compare the parameters.

The parameter comparison function helps you check the consistency of common
parameters and performance parameters between service and DR databases and
show inconsistent values. You can determine whether to use this function based
on service requirements. It mainly ensures that services are not affected after the
DR task is completed.

e This process is optional, so you can click Next to skip the comparison.
e Compare common parameters:

- For common parameters, if the parameters in the service database are
different from those in the DR database, click Save Change to make the
parameters of the DR database be the same as those in the service
database.

Figure 3-25 Modifying common parameters
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- Performance parameter values in both the service and DR databases can
be the same or different.

®" |f you need to adjust the performance parameters, enter the value in
the Change to column and click Save Change.

" |f you want to make the performance parameter values of the source
and destination database be the same:

1) Click Use Source Database Value.

DRS automatically makes the DR database values the same as
those of the service database.

Figure 3-26 One-click modification

Paformance parametas

{11 NOTE

You can also manually enter the value as required.
2) Click Save Change.

DRS changes the DR database parameter values based on your
settings. After the modification, the comparison results are
automatically updated.

Figure 3-27 One-click modification

Some parameters in the DR database cannot take effect
immediately, so the comparison result is temporarily
inconsistent. Restart the DR database before the DR task is
started or after the DR task is completed. To minimize the
impact of database restart on your services, restart the DR
database at the scheduled time after the disaster recovery is
complete.

For details about parameter comparison, see Parameters for
Comparison in the Data Replication Service User Guide.
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3) Click Next.

Step 5 On the displayed page, specify Start Time, Send Notification, SMN Topic,
Synchronization Delay Threshold, RPO Synchronization Delay Threshold, RTO
Synchronization Delay Threshold, Stop Abnormal Tasks After and DR instance
details. Then, click Submit.

Figure 3-28 Task startup settings

Start Time Start upon task creation Start at a specified ime @

Send Notifications (:) @

SMN Topic | O @

Synchronization Delay Threshald(s) @

RTO Synchronization Delay Threshald(s) @

RPO Synchronization Delay Threshold(s) @

Stop Abnormal Tasks After (® Abnormal tasks run longer than the period you set unit: day) will automatically stop

Table 3-11 Task and recipient description

Parameter

Description

Start Time

Set Start Time to Start upon task creation or Start at a
specified time based on site requirements.
NOTE

Starting a DR task may slightly affect the performance of the service

and DR databases. You are advised to start a DR task during off-peak
hours.

Send
Notifications

SMN topic. This parameter is optional. If an exception occurs
during disaster recovery, the system will send a notification
to the specified recipients.

SMN Topic

This parameter is available only after you enable Send
Notifications and create a topic on the SMN console and add
a subscriber.

For details, see Simple Message Notification User Guide.
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Parameter

Description

Synchronization
Delay Threshold

During disaster recovery, a synchronization delay indicates a
time difference (in seconds) of synchronization between the
service and DR database.

If the synchronization delay exceeds the threshold you
specify, DRS will send alarms to the specified recipients. The
value ranges from 0 to 3,600. To avoid repeated alarms
caused by the fluctuation of delay, an alarm is sent only
after the delay has exceeded the threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

RTO
Synchronization
Delay Threshold

If the synchronization delay from the DRS instance to the DR
database exceeds the threshold you specify, DRS will notify
specified recipients. The value ranges from 0 to 3,600. To
avoid repeated alarms caused by the fluctuation of delay, an
alarm is sent only after the delay has exceeded the threshold
for six minutes.

NOTE

e Before setting the RTO delay threshold, enable Send
Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

RPO
Synchronization
Delay Threshold

If the synchronization delay from the DRS instance to the
service database exceeds the threshold you specify, DRS will
notify specified recipients. The value ranges from 0 to 3,600.
To avoid repeated alarms caused by the fluctuation of delay,
an alarm is sent only after the delay has exceeded the
threshold for six minutes.

NOTE
e Before setting the delay threshold, enable Send Notification.

e If the delay threshold is set to 0, no notifications will be sent to
the recipient.

e In the early stages of an incremental disaster recovery, the
synchronization delay is long because a large quantity of data is
awaiting synchronization. In this case, no notifications will be
sent.

Stop Abnormal
Tasks After

Number of days after which an abnormal task is
automatically stopped. The value must range from 14 to 100.
The default value is 14.

NOTE
Tasks in the abnormal state are still charged. If tasks remain in the
abnormal state for a long time, they cannot be resumed. Abnormal
tasks run longer than the period you set (unit: day) will
automatically stop to avoid unnecessary fees.
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Step 6 After the DR task is submitted, view and manage it on the Disaster Recovery
Management page.

e You can view the task status. For more information about task status, see
Task Statuses.

e You can click € in the upper-right corner to view the latest task status.

--—-End

Method 2

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

Step 2 On the displayed page, click edit this task to go to the Configure Source and
Destination Databases page.

Step 3 Perform Step 2 through Step 6 in method 1.

--—-End

3.5.4 Resuming a DR Task

A fault may occur during DR due to external factors, such as insufficient storage
space.

(11 NOTE

e If a DR task fails due to non-network problems, the system will automatically resume
the task three times by default. If the failure persists, you can resume the task manually.

e If the DR task fails due to network problems, the system will automatically resume the
task until the task is restored.

e If a snapshot-based DR task fails, it cannot be resumed.

Prerequisites
e You have logged in to the DRS console.
e A failed DR task exists.

Method 1

In the task list on the Disaster Recovery Management page, locate the target
task and click Resume in the Operation column.

Method 2

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

Step 2 On the displayed page, click the Migration Progress tab, and click Resume in the
upper left corner.

--—-End
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Resume Tasks
Step 1 On the Disaster Recovery Management page, select the tasks to be resumed.

Step 2 Click Batch Operations in the upper left corner and choose Resume.

Figure 3-29 Batch Operations

ter Recovery Management @

Step 3 In the displayed dialog box, confirm the task information and click Yes.

--—-End

3.5.5 Pausing a DR Task

You can pause the DR tasks if they may cause buffer overflow or network
congestion during peak hours.

Prerequisites

e You have logged in to the DRS console.

e The DR task is running properly.

Pausing a Task

Step 1 In the task list on the Disaster Recovery Management page, locate the target
task and click Pause in the Operation column.

Step 2 In the displayed Pause Task dialog box, select Pause log capturing and click Yes.
(0 NOTE

e After the task is paused, the status of the task becomes Paused.

e After you select Pause log capturing, the DRS instance will no longer communicate
with the source and destination databases. If the pause duration is too long, the task
may fail to be resumed because the logs required by the source database expire. It is
recommended that the pause duration be less than or equal to 24 hours.

e You can use the resumable transfer function to continue the DR task.
----End
Pausing Tasks

Step 1 On the Disaster Recovery Management page, select the tasks to be paused.

Step 2 Click Batch Operations in the upper left corner and choose Pause.
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Figure 3-30 Batch Operations

Disaster Recovery Management @ © Feoback

Step 3 In the displayed dialog box, confirm the task information and click Yes.

--—-End

3.5.6 Stopping a DR Task

When the DR task is complete or no longer needed, you can stop the DR task. You
can stop a task in any of the following statuses:

e (Creating

e Configuration

e |Initializing

e Disaster recovery in progress
e Paused

e Disaster recovery failed

NOTICE

e For a task in the Configuration state, it cannot be stopped if it fails to be
configured.

e After a task is stopped, it cannot be reset.

Procedure

Step 1 In the task list on the Disaster Recovery Management page, locate the target
task and click Stop in the Operation column.

Step 2 In the displayed dialog box, click OK.
(11 NOTE

e If the task status is abnormal (for example, the task fails or the network is abnormal),
DRS will select Forcibly stop task to preferentially stop the task to reduce the waiting
time.

e Forcibly stopping a task will release DRS resources. Check whether the synchronization is
affected.

e To stop the task properly, restore the DRS task first. After the task status becomes
normal, click Stop.

--—-End
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Stopping Tasks

Step 1 On the Disaster Recovery Management page, select tasks you wan to stop.

Step 2 Click Batch Operations in the upper left corner and choose Stop.

Figure 3-31 Batch Operations

Disaster Recovery Management @

stans ooy @ Crarsing Diaserfocs.  DBCngne (= Crestsd = NewokT. Owcipton  Operston

Step 3 In the displayed dialog box, confirm the task information and click Yes.

--—-End

3.5.7 Deleting a DR Task

You can delete a DR task, when it is no longer needed Deleted tasks will no longer
be displayed in the task list. Exercise caution when performing this operation.

Prerequisites

You have logged in to the DRS console.

Deleting a Task

Step 1 In the task list on the Disaster Recovery Management page, locate the target
task and click Delete in the Operation column.

Step 2 Click Yes to submit the deletion task.
----End

Deleting Tasks

Step 1 On the Disaster Recovery Management page, select the tasks to be deleted.

Step 2 Click Batch Operations in the upper left corner and choose Delete.

Figure 3-32 Batch Operations
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Step 3 In the displayed dialog box, confirm the task information and click Yes.

--—-End
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3.5.8 Viewing DR Metrics

Prerequisites

Procedure

Step 1

Step 2

DRS monitors the DB instance performance and the migration progress. With the
monitoring information, you can determine the link health status, data integrity,
and data consistency. If both RPO and RTO are 0, data has been completely
migrated to the DR database. Then, you can determine whether to perform a
switchover.

e You have logged in to the DRS console.
e You have created a DR task.

On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

On the Basic Information tab, click the Disaster Recovery Monitoring tab.

e Recovery Point Objective (RPO) measures the consistency between the data in
the service database and the data in the DRS instance. When RPO is 0, all the
data in the service database has been migrated to the DRS instance.

e Recovery Time Objective (RTO) measures the amount of data being
transmitted. When RTO is 0, all transactions on the DRS instance have been
completed on the DR database.

e Delay: Monitors the historical RPO and RTO, which helps predict the amount
of lost data if a disaster occurs. You can pay attention to the following time
ranges during which:

- The RPO or RTO is high for a long time.
- The RPO or RTO is consistently high or spiking high on a regular basis.

e Autonomy Management: Monitors the following DRS intelligent autonomy
capabilities:
- Number of times that DRS automatically resumes data transfer after a
network is disconnected

- Number of times that DRS automatically overwrites old data with the
latest data when a data conflict occurs

e Performance: You can use performance monitoring to help diagnose the
network quality.

e  Resource: You can use resource monitoring to help determine whether to
scale up the DRS instance specifications.
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Figure 3-33 DR monitoring

Delay @ Autonomy Management

RPO RTO Disconnections Conflict Rows

\ \
| | | 2.40% 45.48% 0.40%
R / |

Data Read Performance Data Write Performance cPU Memory Storage

--—-End

3.5.9 Performing a Primary/Standby Switchover

DRS supports primary/standby switchover for DR tasks. If both RPO and RTO are
0, data has been completely migrated to the DR database. Then, you can
determine whether to perform a switchover.

e RPO measures the difference between the data in the service database and
the data in the DRS instance. When RPO is 0, all the data in the service
database has been migrated to the DRS instance.

e RTO measures the amount of data being transmitted. When RTO is 0, all
transactions on the DRS instance have been completed on the DR database.

Prerequisites
e You have logged in to the DRS console.
e You have created a DR task.

Primary/Standby Switchover

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

Step 2 On the Basic Information tab, click the Disaster Recovery Monitoring tab.

Step 3 A primary/secondary switchover can be performed only when the task status is
disaster recovery in progress. Click Promote Current Cloud to promote the current
instance to the service database. Click Demote Current Cloud to demote the
current instance to the disaster recovery database.

The DR relationship involves only one primary database. During a primary/
secondary switchover, ensure that there is no data written to the database that
will be the standby node, and no data will be written to the standby node in the
future. The data of the standby node is synchronized only from the primary node.
Any other write operations will pollute the data in the standby database, data
conflicts occur in the DR center and cannot be resolved.
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Figure 3-34 DR monitoring
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--—-End

Performing Primary/Standby Switchover in Batches

Step 1 On the Disaster Recovery Management page, select the tasks.
Step 2 Click Batch Operation in the upper left corner and select Primary/Standby
Switchover.

Figure 3-35 Batch Operations

Disaster Recovery Management ®

Step 3 In the displayed dialog box, confirm the task information and click Yes.

--—-End

3.5.10 Modifying the Flow Control Mode

DRS allows you to change the flow control mode for a task. Currently, only the
following DR tasks support this function.

e MySQL->MySQL

e MySQL -> GaussDB(for MySQL) primary/standby

e DDM->DDM

e  GaussDB(for MySQL) primary/standby -> GaussDB(for MySQL) primary/
standby

Prerequisites
e You have logged in to the DRS console.
e A disaster recovery task has been created and not started.

Method 1

Step 1 In the DR Information area on the Basic Information tab, click Modify next to
the Flow Control field.
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Step 2 In the displayed dialog box, modify the settings.

Method 2

Step 1

Step 2

--—-End

In the task list on the Disaster Recover Management page, locate the target task
and choose More > Speed or Speed in the Operation column.

In the displayed dialog box, modify the settings.
----End

3.5.11 Task Statuses

DR statuses indicate different DR phases.

Table 3-12 lists DR task statuses and descriptions.

Table 3-12 Task status and description

Status

Description

Creating

A DR instance is being created for DRS.

Configuration

A DR instance is created, but the DR task is not started. You
can continue to configure the task.

Frozen

Instances are frozen when the account balance is less than or
equal to $0.

Pending start

A scheduled DR task is created for the DR instance, waiting to
be started.

Starting

A DR task is starting.

Start failed

A real-time DR task fails to be created.

Initialization Full data from the service database to the DR database is
being initialized.

Initialization The DR task has been initialized.

completed

Disaster Incremental data from the service database is being

recovery in synchronized to the DR database.

progress

Switching over

The primary/standby switchover of a DR task is being
performed.

Paused

The real-time DR synchronization task is paused.

Disaster
recovery failed

A DR task fails during the disaster recovery.

Task stopping

A DR instance and resources are being released.
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Status Description
Completing A DR instance and resources are being released.
Stopping task | Instances and resources used by the DR task fail to be
failed released.
Completed The DR instance used by a DR task is released successfully.
1O NOTE

Deleted DR tasks are not displayed in the status list.
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Tag Management

Scenarios

Tag Management Service (TMS) enables you to use tags on the management
console to manage resources. TMS works with other cloud services to manage
tags. TMS manages tags globally, and other cloud services manage their own tags.
If you have to manage a large number of tasks, you can use different tags to
identify and search for tasks.

e You are advised to set predefined tags on the TMS console.
e A tag consists of a key and value. You can add only one value for each key.
e Each DB instance can have up to 10 tags.

Adding a Tag

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

Step 2 On the Basic Information tab, click the Tags tab.

Step 3 On the Tags tab, click Add Tag. In the displayed dialog box, enter a tag key and
value, and click OK.

X
Add Tag
It is recommended that you use TMS's predefined tag function to add the same tag to
different cloud resources.View predefined tags C

To add a tag, enter a tag key and a tag value below.
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e When you enter a tag key and value, the system automatically displays all
tags (including predefined tags and resource tags) associated with all DB
instances except the current one.

e The tag key cannot be empty and must be unique. It cannot start or end with
a space and can contain 1 to 128 characters, including letters, digits, spaces,
and special characters _=+.-@

e The tag value can be empty. It cannot start or end with a space and can
contain 0 to 255 characters, including letters, digits, spaces, and special
characters _:=+.-@

Step 4 After a tag has been added, you can view and manage it on the Tags page.

--—-End

Editing a Tag

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

Step 2 On the Basic Information tab, click the Tags tab.

Step 3 On the Tags page, click Add/Edit Tags. In the displayed dialog box, modify the
tag and click OK.

--—-End

Delete a Tag

Step 1 On the Disaster Recovery Management page, click the target DR task in the
Task Name/ID column.

Step 2 On the Basic Information tab, click the Tags tab.

Step 3 On the Tags page, locate the tag to be deleted and click Delete in the Operation
column. In the displayed dialog box, click Yes.

Step 4 After the tag is deleted, it will no longer be displayed on the Tags page.
----End
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Interconnecting with CTS

5.1 Key Operations Recorded by CTS

Cloud Trace Service (CTS) provides records of operations on cloud service
resources, enabling you to query, audit, and backtrack operations.

Table 5-1 DRS operations recorded by CTS

Operation Resource Type Trace Name
Creating a task job createJob
Editing a task job modifylob
Deleting a task job deleteJob
Starting a task job startJob
Resuming a task job retryJob

5.2 Viewing Traces

After CTS is enabled, CTS starts recording operations on cloud resources. The CTS
management console stores the last seven days of operation records.

This section describes how to query the operation records of the last seven days
on the CTS console.

Prerequisites

The CTS service has been enabled.

Procedure

Step 1 Log in to the management console.
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Step 2 Click 0 in the upper left corner of the page and select a region and project.

Step 3 Click Service List. Under Management & Governance, choose Cloud Trace
Service.

Step 4 Choose Trace List in the navigation pane on the left.

Step 5 Specify the search criteria as needed.

e Search time range: In the upper right corner, choose Last 1 hour, Last 1 day,
or Last 1 week, or specify a custom time range.

e Trace Type, Trace Source, Resource Type, and Search By: Select a filter from
the drop-down list.

If you select Resource ID for Search By, specify a resource ID.
If you select Data for Trace Type, you can only filter traces by tracker.
e Operator: Select a specific operator (a user rather than a tenant).
e Trace Status: Available options include All trace statuses, normal, warning,
and incident. You can only select one of them.
Step 6 Click Query.
Step 7 Click * to the left of the target record to extend its details.

Step 8 Click View Trace in the Operation column. A dialog box is displayed, on which the
trace structure details are displayed.

--—-End
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Interconnecting with Cloud Eye

6.1 Supported Metrics

Description

This section describes metrics reported by the Data Replication Service (DRS) to
Cloud Eye as well as their namespaces and dimensions. You can use APIs provided

by Cloud Eye to query the metrics of the monitored object and alarms generated
for DRS.

Namespace
SYS.DRS

DB Instance Monitoring Metrics

Table 6-1 lists the DRS performance metrics.
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Table 6-1 DRS metrics

Metric Metric | Description Valu | Monitored Object Mo
ID s e nit
Name Rang ori
e ng
Int
erv
al
(Ra
w
Dat
a)
cpu_util | CPU CPU usage of the 0-100 | Monitored object: 1
Usage | monitored object % ECS min
Monitored instance | Ute
type: replication,
synchronization, and
DR instances
mem_util | Memo | Memory usage of 0-100 | Monitored object: 1
ry the monitored object | % ECS min
Usage Monitored instance | Ut€
type: replication,
synchronization, and
DR instances
network_ | Netwo | Incoming traffic in >0 Monitored object: 1
incoming | rk bytes per second bytes | ECS min
_bytes_ra | Input /s Monitored instance ute
te Throug type: replication,
hput synchronization, and
DR instances
network_ | Netwo | Outgoing traffic in >0 Monitored object: 1
outgoing | rk bytes per second bytes | ECS min
_bytes_ra | Output /s Monitored instance ute
te Throug type: replication,
hput synchronization, and
DR instances
disk_read | Disk Number of bytes >0 Monitored object: 1
_bytes_ra | Read read from the disk bytes | ECS min
te Throug | per second (bytes/ /s Monitored instance ute
hput second). type: replication,
synchronization, and
DR instances
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Metric Metric | Description Valu | Monitored Object Mo
ID s e nit

Name Rang ori

e ng

Int
erv

al
(Ra

w
Dat

a)

disk_writ | Disk Number of bytes >0 Monitored object: 1

e_bytes_r | Write | written to the disk bytes | ECS min
ate Throug | per second (bytes/ /s Monitored instance ute

hput | second). type: replication,

synchronization, and
DR instances

disk_util | Storag | Storage space usage | 0-100 | Monitored object: 1
e of the monitored % ECS min
Space | object Monitored instance | Ut€
Usage type: replication,
synchronization, and
DR instances
extract_b | Source | Table data or WAL >0 Monitored object: 1
ytes_rate | Datab | bytes read from the | bytes [ ECS min
ase source database per | /s Monitored instance ute
Read | second type: replication,
Throug synchronization, and
hput DR instances
extract_r | Rows Number of table >0 Monitored object: 1
ows_rate | Read data rows or WAL row/s | ECS min
from rows read from the Monitored instance ute
Source | source database per type: replication
Datab | second Unit: rows/s. synchronization’and
ase per DR instances
Second
extract_l | Source | Latency of extracting | =ms Monitored object: 1
atency Datab | WAL from the source ECS min
ase database Unit: ms. Monitored instance ute
WAL type: replication,
Extract synchronization, and
Lag DR instances
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Metric Metric | Description Valu | Monitored Object Mo
ID s e nit
Name Rang ori
e ng
Int
erv
al
(Ra
w
Dat
a)
apply_by | Destin | Number of bytes >0 Monitored object: 1
tes_rate | ation written to the bytes | ECS min
Datab | destination database | /s Monitored instance ute
ase per second. type: replication,
Write synchronization, and
Throug DR instances
hput
apply_ro | Rows Number of rows that | >0 Monitored object: 1
ws_rate Writte | are written to the row/s | ECS min
ninto | destination database Monitored instance ute
Destin | per second Unit: type: replication,
ation | rows/s. synchronization, and
Datab DR instances
ase per
Second
apply_tra | DML Number of DML >0 Monitored object: 1
nsactions | TPS transactions written | trans | ECS min
_rate to the destination actio | Monitored instance ute
database per second. | n/s type: replication,
synchronization, and
DR instances
apply_dd | DDL Number of DDLs >0 Monitored object: 1
ls_rate TPS written to the trans | ECS min
destination database | actio | Mmonitored instance ute
per second. n/s type: replication,
synchronization, and
DR instances
apply_lat | Replica | Delay (in >0 Monitored object: 1
ency tion milliseconds) of data | ms ECS min
Delay | replay. Monitored instance | Ut€
type: replication,
synchronization, and
DR instances
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Metric Metric | Description Valu | Monitored Object Mo
ID s e nit

Name Rang ori
e ng
Int
erv
al
(Ra
w
Dat
a)
apply_av | Averag | Average execution >0 Monitored object: 1
erage_ex |e time (RT = Execution | ms ECS min
ecute_ti Transa | time + Commit time) Monitored instance ute
me ction of a transaction in type: replication,
Executi | the destination synchronization, and
on database. The unit is

. La DR instances
Time millisecond.

apply_av | Averag | Average commit >0 Monitored object: 1
erage_co | e time (RT = Execution | ms ECS min
mmit_ti Transa | time + Commit time) Monitored instance ute
me ction of a transaction in type: replication,
Commi | the destination synchronization, and
t Time | database. The unit is DR instances
ms.
apply_cu | Synchr | This metric is the 10: Monitored object: 1
rrent_sta | onizati | synchronization abnor | ECS min
te on status of the current | mal Monitored instance ute
Status | kernel data (10: 1: type: replication,
abnormal; 1: idle; 2: | jqe synchronization, and
DML; 3: DDL), 2 DR instances
instead of the task :
status. DML
is
execu
ted.
3
DDL
is
execu
ted.
apply_thr | Synchr | Number of working | =0 Monitored object: 1
ead_wor | onizati | threads for data ECS min
kers on synchronization Monitored instance ute

Thread
S

type: replication,
synchronization, and
DR instances
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Dimensions

Key Value

instance_id DRS instance ID

6.2 Configuring Alarm Rules

Scenarios
You can configure DRS alarm rules to customize the monitored objects and
notification policies and learn the DRS running status in a timely manner.
This section describes how to set DRS alarm rules, including the alarm rule name,
service, dimension, monitoring scope, template, and whether to send a
notification.

Procedure

Step 1 Log in to the management console.
Step 2 Under Management & Governance, click Cloud Eye.
Step 3 In the navigation pane on the left, choose Cloud Eye > Data Replication Service.

Figure 6-1 Choosing a monitored object

Step 4 Select the DB instance which you want to create an alarm rule for and click
Create Alarm Rule in the Operation column.

Step 5 On the displayed page, set parameters as required.
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Figure 6-2 Configuring alarm information

Name alarm-2elf

Descriptio

Enterprise Project default v | ¢ create Enterprise Project

Resource Type Data Replication Service
Dimension DRS

specifc resources

DRs-

Method Use template Create manually

Template alarmTemplate-6me2 ~ | C Create Custom Template
Alarm Policy Alarm Severity Operation

Major Delete

Aam otficaten @)
<t Topcsuscpton

e Specify Name and Description.

e Select Use template for Method. The template contains the following
common metrics: CPU usage, memory usage, and storage space usage.

e C(lick to enable alarm notification. The validity period is 24 hours by
default. If the topics you required are not displayed in the drop-down list, click
Create an SMN topic. Then, select Generated alarm and Cleared alarm for
Trigger Condition.

(] NOTE
Cloud Eye sends notifications only within the validity period specified in the alarm rule.
Step 6 Click Create. The alarm rule is created.

For details about how to create alarm rules, see Creating an Alarm Rule in the
Cloud Eye User Guide.

--—-End

6.3 Viewing Monitoring Metrics

Scenarios

Cloud Eye monitors the running statuses of replication, synchronization, and DR
instances. You can obtain the monitoring metrics on the management console.
Monitored data requires a period of time for transmission and display. The status
of the monitored object displayed on the Cloud Eye page is the status obtained 5
to 10 minutes before. You can view the monitored data of a newly created DB
instance 5 to 10 minutes later.
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Prerequisites

An instance is running properly when in the following statuses:

e Real-time migration: Full migration and Incremental migration

e Real-time synchronization: Full synchronization and Incremental

Viewing Metrics

synchronization
Real-time disaster recovery: Disaster recovery in progress

Step 1 Log in to the management console.

Step 2
Step 3

Step 4

Step 5

Step 6

Click 9 i the upper left corner and select a region and project.

Choose Database > Data Replication Service. The Data Replication Service
page is displayed.

Take real-time migration as an example. On the Online Migration Management
page, click the target migration task name in the Task Name/ID column.

On the displayed page, click View Metric in the upper right corner of the page to
go to the Cloud Eye console.

By default, the monitoring information about the DRS instance is displayed on this
page.

View monitoring metrics of the instance.

On the Cloud Eye console, click the target DB instance name and click Select
Metric in the upper right corner. In the displayed dialog box, you can select
the metrics to be displayed and sort them by dragging them at desired
locations.

You can sort graphs by dragging them based on service requirements.

Cloud Eye can monitor performance metrics from the last 1 hour, 3 hours, 12
hours, 1 day, 7 days, and 30 days.

Figure 6-3 Viewing monitoring metrics

CPU Usage (3) Memory Usage ()

4366 447 2470 2440

13:40 13:52 14:04 1416 1428 14:40 13:40 352 14:04 1416 1428 14:40
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Change History

Released
On

Description

2022-09-30

This issue is the first official release.

Issue 01 (2022-09-30) Copyright © Huawei Technologies Co., Ltd.

150



	Contents
	1 DR Overview
	2 DR Scenarios
	2.1 From MySQL to MySQL (Single-Active DR)
	2.2 From MySQL to GaussDB(for MySQL) Primary/Standby (Single-Active DR)
	2.3 From DDM to DDM Single-Active DR
	2.4 From GaussDB(for MySQL) Primary/Standby to GaussDB(for MySQL) Primary/Standby (Single-Active DR)
	2.5 From MySQL to MySQL (Dual-Active DR)
	2.6 From GaussDB(for MySQL) Primary/Standby to GaussDB(for MySQL) Primary/Standby (Dual-Active DR)

	3 Task Management
	3.1 Creating a DR Task
	3.2 Querying the DR Progress
	3.3 Viewing DR Logs
	3.4 Comparing DR Items
	3.5 Task Life Cycle
	3.5.1 Viewing DR Data
	3.5.2 Editing Subscription Task Information
	3.5.3 Editing a DR Task
	3.5.4 Resuming a DR Task
	3.5.5 Pausing a DR Task
	3.5.6 Stopping a DR Task
	3.5.7 Deleting a DR Task
	3.5.8 Viewing DR Metrics
	3.5.9 Performing a Primary/Standby Switchover
	3.5.10 Modifying the Flow Control Mode
	3.5.11 Task Statuses


	4 Tag Management
	5 Interconnecting with CTS
	5.1 Key Operations Recorded by CTS
	5.2 Viewing Traces

	6 Interconnecting with Cloud Eye
	6.1 Supported Metrics
	6.2 Configuring Alarm Rules
	6.3 Viewing Monitoring Metrics

	A Change History

